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METHOD AND DEVICES FOR PACKE'T
SELECTION

FIELD OF THE INVENTION

The present invention relates to packet selection tech-
niques that can be used 1n conjunction with a clock recovery
mechanism. It 1s particularly, but not exclusively, concerned
with packet selection 1n the context of time and/or frequency
synchronization over packet networks using, for example, the

IEEE 1588 Precision Time Protocol (PTP).

BACKGROUND OF THE INVENTION

IEEE 1588 PTP 1s defined 1n the IEEE 1588-2002 (Versmn
1) and 1588-2008 (Version 2) standards. IEEE 1588 1s
designed as an improvement to current methods of synchro-
nization within a distributed network of devices. It1s designed
for systems requiring very high accuracies beyond those
attainable using Network Time Protocol (NTP). The IEEE
1588, unlike NTP, 1s able to deliver timing accuracy well
under a microsecond. It 1s also designed for applications that
cannot bear the cost of a GPS recerver at each node, or for
which the GPS signals are inaccessible as 1s the case with a
majority of picocell and temtocell base stations.

IEEE 1588 1s now the industry accepted packet-based pro-
tocol used for transierring timing information to clocks of
distributed systems to allow them to be synchronized to a
master with accuracies i1n the nanoseconds level. P1P 1s a
message based protocol that can be implemented across a
range of packet based networking technologies, not limited to
Ethernet. The underlying principle 1s a master/slave concept
based on regular exchange ol synchronization messages.
IEEE 1388 synchronizes all slave clocks by allowing to them
adjust their frequency/time to highest quality clock (the
GrandMaster clock).

Packet delay vanation (“PDV”’) 1s the main factor affecting,
the accuracy and stability of slave clocks when using packet
timing protocols such as IEEE 1588 PTP. The PDV 1s intro-
duced by packet network devices such as switches and routers
that recerve and queue packets between a sender and recetver.
PDV 1s a direct contributor to the noise 1n the recovered clock.
Unless mitigated, the higher the PDYV, the higher the clock
noise and subsequently the poorer the clock quality. It the
clock noise exceeds application defined thresholds the clocks
are unusable for the end system. The term clock noise here
refers to all impairments to the timing information recovered
at the slave including jitter, wander and other imperfections 1n
the recovered clocks.

For instance, for time synchronization, the delay variations
experienced by packets traversing the packet network trans-
late 1nto noise 1n the slave’s perception of the time at the
master. Variable delay causes a varying estimate of the time
oifset between slave and master clocks. For these reasons,
synchronization mechanisms used for end-to-end timing
transier require PDV mitigation mechanisms in order to accu-
rately reconstruct the master clock. The performance of the
slave’s clock recovery process 1s highly affected by how
eificient the packet selection algorithm (1.e., PDV mitigation
mechanism) used by the slave 1s at reducing the level of PDV
seen by the slave.

— T T

Overview of IEEE 1588v2 PTP

The GrandMaster (GM) 1s the timing reference in a domain
and transmits synchronization information to the clocks
residing in 1ts domain. In IEEE 1588v2 PTP messages are
categorized into event and general messages. All IEEE 13588
PTP messages have a common header. Event messages are
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timed messages with generated accurate timestamp at both
transmission and receipt of each message. Event messages
have to be accurately timestamped since the accuracy in
transmission and receipt timestamps directly affects clock
distribution accuracy. A timestamp event 1s generated at the
time of transmission and reception of any event message. The
set ol event messages consists of Sync, DelayReq, Pde-
lay_Req and Pdelay_Resp. The set of general messages con-
sists of Announce, Follow_Up, Delay_Resp, Pdelay_
Resp_Follow_Up, Management and Signaling.

IEEE 1388 PTP allows for two different types of times-
tamping methods, either one-step or two step. One-step
clocks update time information within event messages (Sync
and Delay_Req) on-the-fly, while two-step clocks convey the
precise timestamps of packets 1n general messages (Fol-
low_Up and Delay_Resp).

The Sync, Delay_Req, Follow_Up and Delay_Resp mes-
sages are used to generate and communicate the timing infor-
mation needed to synchronize ordinary and boundary clocks
using the delay request-response mechanism. A Sync mes-
sage 1s transmitted by a master to 1ts slaves and either contains
the exact time of 1ts transmission or 1s followed by a Fol-
low_Up message containing this time. In a two step ordinary
or boundary clock, the Follow_Up message communicates
the value of the departure timestamp for a particular Sync
message. A Delay_Req message 1s a request for the recetving
node to return the time at which the Delay_Req message was
received, using a Delay_Resp message.

A basic pattern of synchronization message exchanges for
the one step and two-step clocks are illustrated in FIG. 1 and
FIG. 2, respectively. The message exchange pattern for the
one-step clock can be explained as follows. The master 1
sends a Sync message to the slave 3 over the network 2 and
includes the exact transmission time T, timestamp 1n the Sync
message as 1t departs. The timestamp should be generated by
the hardware as close as possible to the physical layer (net-
work media) 1n order to minimize the error introduced by the
delay between the application layer and physical layer. The
slave 3 recerves the Sync message and notes the time of the
reception T,. Next, the slave 3 sends a Delay_Req message to
the master 1 and notes the time at which i1t was sent T5. The
master 1 recetves the Delay_Req message and notes the time
of reception T,. The master conveys to the slave 3 the times-
tamp T, by embedding 1t in a Delay_Resp message.

At the end of this PTP message exchange, the slave 3
possesses all four timestamps {T,, T, T, T,}. These times-
tamps may be used to compute the offset of the slave’s clock
5 with respect to the master clock 4 and the mean propagation
time ol messages between the two clocks. The computation of
ollset and propagation time assumes that the master-to-slave
and slave-to-master propagation times are equal, 1.e. a sym-
metrical communication path.

Like NTP, PTP requires an accurate measurement of the
communication path delay between the time server (master) 1
and the client (slave) 3. P1P measures the exact message
transmit and receive times and uses these times to calculate
the communication path delay and clock offset. This delay
measurement principle determines the path delay between
devices on the network and the local clocks 4 are adjusted for
this delay using the series of messages sent between master 1
and slaves 3 (as shown 1n FIG. 1 and FIG. 2).

In addition to the fixed propagation (or physical commu-
nication medium) delay, any packet traveling through the
packet network 2 might experience additional variable delays
as 1t travels from sender to receiver due to trailic loading and
scheduling 1n the network components (switches, routers).
That 1s, mnstead of the constant travel time (caused by the
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physical distance) the packets show variable delay according
to the network topology and current load. FIG. 3 and FIG. 4
illustrate this with the original messages 21 being transmitted
at a constant interval, but the message stream 22 arriving at
the receiwver having varniable inter-message gaps due to the

PDV.

A packet selection mechanism can be used in this end-to-
end timing transfer scenario to reduce the etfects of PDV on
the recovered clock at the slave.

Packet Pre-Processing (Selection) for Clock Recovery

One way of delivering frequency/time from a master 1 to a
slave 3 1s to send IEEE 1588 PTP messages 1n an end-to-end
manner as illustrated 1n FIG. 5 (1.e. without any assistance
from the intermediate network devices 6). In this case the
slave 3 1s solely responsible for correctly recovering the mas-
ter clock signal 1n the presence of all the PDV generated by
the network 2. Compared to the other frequency/time transier
methods (e.g., using hop-by-hop Boundary Clocks or Trans-
parent Clocks), clock recovery here i1s more challenging
because the slave 3 1s exposed to all the PDV generated by the
intermediate packet network 2.

Therecovered clock from the PTP timing s1gnal at the slave
3 contains clock noise (contributed largely by PDV) that
needs to be removed. A filtering process 1s typically used at
the slave 3 to filter out the clock noise, thus generating a
“smooth” clock output. This process 1s also often referred to
as clock recovery. The clock recovery process 1n packet net-
works often mvolves two major components, a packet pre-
processing module 10 and a phase-locked loop (PLL) or servo
control mechanism 20 as 1illustrated 1n FIG. 6.

Packet Pre-Processing: This module 10 1n FIG. 6 repre-
sents the application of specialized algorithms that are
used to mitigate the impact of network-induced PDV.
The goal of the packet selection block 1s to select from
all the mput packets to the slave clock a certain subset
that are the least affected by the packet switched net-
work. These packets would thus best retlect the timing
signal at the transmaitter.

Phase-Locked Loop: This module 20 represents a servo
control function that disciplines the local clock to bring
its output (frequency or time) into alignment with the
master’s. The servo control function 1s generally present
in all clock recovery mechanisms.

These two mechanisms are used together to attenuate the
clock noise introduced by the packet network to levels com-
mensurate with the clock output requirements of the applica-
tion. Both the packet selection block 10 and the low pass filter
function of the PLL 20 work to remove noise from the packet
timing signal to faithfully re-create the timing source. The
‘cleaned’ timing signal can then be used to discipline the local
oscillator.

The two modules 1n FIG. 6 are outside of the scope of the
IEEE 1388 standard. The packet pre-processing algorithms
10 and PLL mechamisms 20 are vendor implementation spe-
cific and often proprietary. These two mechanisms and the
quality of the PLL oscillator 23 represent the two most impor-
tant factors that determine the performance of a clock. The
PLL 20 introduces a low-pass filter characteristic in the path
between the master and the slave clock output, and a high-
pass filter characteristic between the local oscillator and the
clock output (PLL output).

The PLL 20 has low-pass and high-pass characteristics
with a common corner frequency. The bandwidth of the loop
comprises the frequencies below the corner frequency. The
tollowing observations can be made about the filtering char-
acteristics of the PLL:
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4

All components of the PDV after packet pre-processing
entering the loop and above the corner frequency will be
filtered out (attenuated) significantly. All components of
the PDV after packet pre-processing below the corner

frequency (mostly wander, defined as noise or jitter

below 10 Hz) will be passed through to the clock output.

All components of the local PLL oscillator 23 clock noise

below the corner frequency will be filtered out. All com-

ponents of the local oscillator noise above the corner
frequency will be passed through to the clock output.

The filtering behavior of the PLL 20 i1s equivalent to an
“averaging’”’ process where the time-constant represents the
duration over which the averaging i1s performed. The PLL
cut-oif frequency and time-constant have a reciprocal rela-
tionship and are equivalent descriptors of the low-pass filter-
ing action.

From the above discussion we see that in the absence of
packet pre-processing, the low-pass {filtering action of the
PLL 20 1s solely responsible for attenuating the entire PDV so
that the recovered clock will be compliant with the clock
requirements of the application. To achieve this, the low-pass
filter of the PLL may have to be designed to have a very small
cutoll frequency (meaning PLL has very small bandwidth).
The drawback, however, 1n doing this 1s that the very low-pass
PLL leads to a high-pass characteristic where the loop allows
more local oscillator noise to pass through to the clock output.
This means that the reduction of the bandwidth of the PLL
should not be done arbitrarily, but should take into account the
quality of the local oscillator. It 1s for these reasons that
applications with more stringent requirements demand
higher quality oscillators. A high quality oscillator 1s stable
and generates less noise that passes through to the clock
output. At this point, 1t should be appreciated that packet
pre-processing significantly helps to reduce the clock noise
power at the PLL iput and thereby can be used to alleviate
the requirement of a very high quality (and expensive) oscil-
lator. Efficient pre-processing can allow for the use of less
expensive oscillators.

In the general case without packet pre-processing, syn-
chronization performance 1s affected to a great extent by
network design and 1ts characteristics: traffic loading, PDV,
route changes, etc. The greater the PDV, the more difficult 1t
1s to maintain synchronization between master and slave.
Even with packet pre-processing (selection), the quality of
the recovered clock at the slave will depend on how well the
packet selection algorithm screens out the PDV 1n the arriving
PTP messages.

Basics of Packet Selection for Clock Recovery
The basic schema of the packet selection process 1s 1llus-

trated 1n FIG. 7. The 1dea of packet selection for clock recov-
ery 1s as follows. In the packet network 2 there 1s a constant
stream of timing related packets 22 (see FIG. 3). Each timing,
packet arrtves experiencing a different delay generated
according to the actual load along its path. A packet selection
1s performed within a certain window or “sampling interval”
11 (a set of previously arrived packets of length L). A packet
selection Tunction 12 then tries to repeatedly select the “best”
or optimal packet 13 within the window which has the lowest
delay variance (PDV), and present this to the clock recovery
mechanism with the goal that 1t mimimizes the overall clock
noise mtroduced by the PDV.

The most important piece or block 1n FIG. 7 1s how well the
“packet selection function™ 12 1s implemented as this block
performs the operation of selecting the most appropnate
packet from the set of the last packets in the selection window
11. The following section discusses some example packet
selection functions.
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Commonly Used Packet Selection Techniques

As explained above, 1n order to reduce the clock noise
produced as a result of the PDV, the slave 3 implements a
packet selection (pre-processing) technique that allows 1t to
use only a subset of the received timing packets, that 1s, the
timing packets that are least atfected by PDV. The 1dea 1s to
select a specific subset of the PDV aflected samples, having
similar delay properties, among the entire population of PDV
samples and pass these to the slave clock recovery mecha-
nism.

Let {x,} denote samples of a hypothetical packet time-
error signal x(t). In packet timing scenarios the time error
signal 1s typically based on measurements of the transit delay
of (timing) packets over the network between the master 1 and
slave 3. Let x represent the delay of the nth timing packet
through the network and let

X,={x )}, kLsns(k+1)[-1, (1)

be a vector representing the kth window of size L on which the
packet selection operation 1s performed. Typically, in PTP the
packet transit delay x (the elements of vector X, ) of Sync

messages are calculated by taking the difference between the
departure timestamp T, (n) and the arrival timestamp T,(n):

X, =1(n)-T(n). (2)

Similarly, the transit delays of Delay_Req messages can be
calculated using T,(n) and T5(n) as shown 1n FIG. 1 and FIG.
2. For the kth window, the packet selector obtains a single
value from X, by using a function that operates on this vector,

(3)

Some examples of the simplest packet selection methods
are described below. Other more advanced methods such as
percentile, band and cluster are described in the literature
(.., [11121[[3114).

Sample Mimmum Packet Selection Method (“Min™):

This method involves selecting the minimum delay within
a window of delay samples. This selection function can be
represented as follows:

i=gX3)

g(X )=min{x, |, AiL=n<(k+1)L-1 (4)

The minimum packet selection and percentile packet selec-
tion both focus on packet data at the floor. The notion of “floor
delay” 1s equivalent to the notion of minimum possible transit
delay of packets over a network.

Sample Maximum Packet Selection Method (“Max™):

This method mvolves selecting the maximum delay within
a window of delay samples. This selection function can be
represented as follows:

g(X)=max{x,}, kl=n=(k+1)L-1 (5)

Sample Mean Packet Selection Method (“Mean™):

This method mvolves selecting the mean delay of delay
samples within a window. This selection function can be
represented as follows:

(6)

1 (k+1)L—1

L2, "

n=kl.

g(Xy) =

In the above packet selection methods, the representative
delay value obtained in a window (min, max, or mean value)
are used 1n some form 1n the packet recovery mechanism at
the slave.
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Timing Precision Evaluation 1n Packet Networks

In order for a slave to optimally recover time and fre-
quency, packet selection 1s essential. The performance of a
packet selection (pre-processing ) method can be assessed by
applying a stability quantification metric over the selected
group of samples. This 1s illustrated schematically in FIG. 8.
This assessment 1s done 1n order to get an estimation of the
achievable output clock quality. Such a metric could serve as
a usetul tool for comparing different packet pre-processing
methods.

As 1llustrated in FIG. 8, with packet pre-processing, a
packet selection algorithm 12 1s applied to the packet delay
sequence, and the standard metrics such as TDEV (Time
Deviation), MATIE (Maximum Average Time Interval
Error), or MAFE (Maximum Average Frequency Error) cal-
culation 14 1s applied on the modified packet delay sequence.
It X, 1s the original packet delay sequence, and X', 1s the
modified packet delay sequence, the idea i1s that TDEYV,
MATIE, or MAFE operates on the X', sequence rather than
original X, sequence. In this way, calculations with packet
selection provide insight into how a slave clock recovery
algorithm might perform under the studied network condi-
tions.

As 1ndicated above, a number of packet selection algo-
rithms can be applied to X . These time windows can be either
overlapping or non- overlappmg In the minimum packet
selection method( ‘min’’), elfective for sequences witha good
population of mimmimum delay packets, the minimum 1in the
window 1s selected. The percentile method takes a number of
packets at or near the minimum, and averages them together

to produce an X', sequence sample. The band selection
method first sorts all the data in a time window from mini-
mum to maximum, then selects a cluster of points at some
chosen range, say between the 20th and 30th percentiles, and
averages them together to produce a sample 1 the X',
sequence.

We explain briefly here why TDEV has become an impor-
tant stability qualification metric for timing studies. This has
become a common metric that 1s used to analyze the perior-
mance of a packet-based synchromization mechanism such as
IEEE 1588 PTP. Variances are commonly used to characterize
the fluctuation of a frequency source, but standard variance 1s
not suitable for frequency stability measurement [2, 3]. The
Allan Variance/Deviation, Modified Alan Variance/Deviation
(MVAR/MDEYV) and Time Deviation (TDEV) are the most
common metrics used to quantily frequency stability. Spe-
cifically, TDEV 1s related to the MDEYV and 1s used globally
in the telecommunications imndustry to measure the time sta-
bility of frequency sources. However, 1t has been noted 1n the
ITU-T standard [4] there can be some discrepancies between
the information provided by a given PDV metrics and the real
performance achieved by a slave clock. The regular TDEV
metrics 1s defined as follows:

(7)

)

where T=nt,t=n'1,, T, 1s a packet arrival frequency, n i1s
length of a selection window, {*} is an ensemble average. In
the use of the regular TDEV with packet pre-processed, the
packet selection 1s done prior to the stability calculation,
where the TDEYV 1s applied to the resulting sequence (which
1s performed 1n the traditional way). This 1s how we compare
the performance of all the proposed techniques set out.

o(v) = TDEV(0) = \/ | PICTE RS

r




US 9,270,607 B2

7

Note the above approach for computing TDEV using
packet pre-processing 1s different from the mtegrated packet
selection approach, where the packet selection 1s integrated
into the metric calculation [2][4]. Generally integrated packet
selection approach mmvolves replacing a full population aver-
aging calculation with a selection process that may or may not
itsell include averaging. Integrated packet selection replaces
the averaging with a selection process such as the min, per-
centile, and band. As a result a new self-contained metric 1s

formed such as minTDEYV, percentileIDEV, bandTDEYV,
minMAFE, percentileMAFE, or bandMAFE. An example of
this 1s to replace the averaging operation present within the
TDEYV calculation with a minimum selection process forming
a new calculation, 1.e. minTDEV(x) [2][4].

Review of Some Packet Selection Studies

So far, there has not been extensive research done 1n the
area ol packet selection mechanisms for the clock recovery
beyond the basics described in the ITU-T standards (min,
percentile, band, cluster). The most relevant research 1n this
area was carried out by Hadz i¢ and Morgan [1]. They pro-
posed an adaptive techmque based on very simple critenia
(minimum, maximum and mean) for the packet selection.
These simple criteria were dertved from studies carried out by
measuring and analyzing the PDV characteristics of different
network topologies and traific loading.

In order to analyze the performance of the techniques pro-
posed 1n the present invention the PDV distributions obtained
in [1] will be used, which are deemed realistic enough for
synchronization studies. The PDV distribution in [1] has been
accurately modelled to obtain the histograms in FIG. 9.
Details of the network topologies, traflic loading, PDV char-
acterization and models, and packet selection discussions are
given 1n [1].

Based on the measured PDV distributions three ditferent
types of packet selection techniques were derived 1n [1]. We
will refer to the PDV distributions for the 20%, 40% and 80%
load scenarios as the minPDV, maxPDV and meanPDV dis-
tributions, respectively. The studies 1n [ 1] determined that for
the 20%, 40% and 80% network load scenarios, the mini-
mum, maximum and mean packet selection criteria were
optimal, respectively. We therefore call this technique here
the Min/Max/Mean Algorithm (MMMA).

The 1dea behind the selection of these particular criteria in
[1] 1s simple. By applying the criteria on the different distri-
bution 1n FIG. 9 and analyzing their effects, 1t was observed
that these criteria resulted 1n the selection of timing packets
that produced the least variance as shown 1n FIG. 10. Paper
[1] observes that for the leftmost (rightmost) figures, there are
a rich number of samples (packets) arriving with minimum
(maximum) values and as a result there 1s no variance if the
mimmum (maximum) values are selected; for the middle
figure, the least variance 1s obtained if the mean value of the
selection window 1s selected.

From the above discussion we can see that the MMMA 1s
directly tied to the PDV distribution (FI1G. 10). Specifically, 1t
constrains the types of PDV distributions to three. As a packet
selection algorithm plays an important role 1n the mitigation
of PDV and given the wide possible range of network topolo-
gies and traffic loading, we see that relying on the assumption
of the existence of only three different PDV distributions 1s
unrealistic.

An object of the present invention 1s to provide a packet
selection technique that significantly reduces the PDV when
the selected packets are compared to the complete set of
packets recerved by a device.

An further object of the present invention 1s to provide a
packet selection technique that works well regardless of the
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network topology, traific loading, and PDV distribution. In
particular it 1s desirable that any technique should work well
regardless of the type of PDV distribution i1t 1s exposed to (or
example, whether left-skewed, centered or right-skewed as
shown 1n FIG. 9).

It 1s a further object of the present invention to provide a
packet selection techmique which can be used in a clock
synchronization technique to improve the overall quality of

the synchronized clock 1n the slave device, more particularly
by reducing the clock vanation mtroduced by PDV.

SUMMARY OF THE INVENTION

An exemplary embodiment of the invention provides a
method of selecting packets transmitted from a first device to
a second device over a packet network, the method including
the steps of: sending, from the first device to the second
device, packets; recording the time of receipt of said packets
according to a clock 1n the second device; repeatedly, for each
of a plurality of groups of said packets: determining an opti-
mal inter-arrival time between successive packets at the sec-
ond device; calculating, for each packet in said group, the
inter-arrival time between the packet and the preceding
packet; selecting the packet in said group which has an inter-
arrival time which 1s the closest to the optimal inter-arrival
time.

A further exemplary embodiment of the invention provides
a first networked device connected to a second networked
device over a packet network, wherein the first networked
device has a clock and 1s arranged to: receive packets from the
second device; record the time of receipt of said packets
according to said clock; repeatedly, for each of a plurality of
groups ol said packets: determine an optimal inter-arrival
time between successive packets at the first device; calculate,
for each packet 1n said group, the inter-arrival time between
the packet and the preceding packet; select the packet 1n said
group which has an inter-arrival time which 1s the closest to
the optimal 1nter-arrival time.

A further exemplary embodiment of the invention provides
a networked system, the system including: a first networked
device; a second networked device having a clock; and a
packet network connecting the first and second devices,
wherein the second networked device 1s arranged to: receive
packets from the first device; record the time of receipt of said
packets according to said clock; repeatedly, for each of a
plurality of groups of said packets: determine an optimal
inter-arrval time between successive packets at the second
device; calculate, for each packet 1in said group, the inter-
arrival time between the packet and the preceding packet;
select the packet 1n said group which has an inter-arrival time
which 1s the closest to the optimal inter-arrival time.

BRIEF DESCRIPTION OF THE DRAWINGS

Embodiments of the invention will now be described by
way ol example with reference to the accompanying draw-
ings i which:

FIG. 1 shows the message flow 1n a one-step clock under
IEEE 1588 PTP and has already been described;

FIG. 2 shows the message flow 1n a two-step clock under
IEEE 1588 PTP and has already been described;

FIG. 3 shows, 1n schematic form, the effect of Packet Delay
Variation 1n a packet network and has already been described;

FI1G. 4 shows the effects of Packet Delay Variationona PTP
message stream and has already been described;

FI1G. 5 shows, 1n schematic form, the outline of end-to-end
frequency/time transier and has already been described;
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FIG. 6 shows, 1n overview, a clock recovery process involv-
ing packet pre-processing and has already been described;

FI1G. 7 shows, in schematic form, a packet selection process
and has already been described;

FIG. 8 shows the application of a stability metric to provide
an assessment of the achievable output clock quality and has
already been described;

FIGS. 9A-9C show the packet delay variation (PDV) dis-
tribution 1n three different load scenarios and has already
been described:;

FIG. 10 shows the min/max/mean selection criteria for
different PDV distributions and has already been described;

FI1G. 11 shows the effects of PDV on the inter-arrival times
of PTP messages;

FIG. 12 shows the evaluated performance of a selection
algorithm according to a first embodiment of the present
invention for different loads;

FIGS. 13A-13C show the evaluated performance of a

selection algorithm according to a first embodiment of the
present invention with changes in the forgetting factor;
FIG. 14 shows the evaluated performance of a selection

algorithm according to a second embodiment of the present
invention for different loads;

FIGS. 15A-15C show the evaluated performance of a
selection algorithm according to a second embodiment of the
present mvention with changes in the size of the sampling
window; and

FIG. 16 shows the evaluated performance of a selection
algorithm according to a third embodiment of the present
invention for different loads and compared to the selection
algorithm according to the first embodiment of the present
ivention.

DETAILED DESCRIPTION

At their broadest, methods of the present invention provide
a packet selection method which selects the packets which
have characteristics closest to an optimal delay characteristic.

A first aspect of the present invention provides a method of
selecting packets transmitted from a first device to a second
device over a packet network, the method including the steps
olf: sending, from the first device to the second device, pack-
ets; recording the time of receipt of said packets according to
a clock 1in the second device; repeatedly, for each of a plurality
of groups of said packets: determining an optimal inter-arrival
time between successive packets at the second device; calcu-
lating, for each packet in said group, the inter-arrival time
between the packet and the preceding packet; selecting the
packet 1n said group which has an inter-arrival time which 1s
the closest to the optimal inter-arrival time.

The method of this aspect can provide a packet (or mes-
sage) selection technique that selects packets with low packet
delay variation (PDV) or noise imnduced by their passage
across the network. The selected packets can then be used for
applications which require low noise characteristics, such as
clock synchronization.

Preferably the groups of packets are all the packets arriving,
within a selected time window prior to the current time (1.¢.
the time at which the selection process runs).

In certain embodiments, the optimal inter-arrival time 1s
determined as the mean of the inter-arrival times of the pack-
ets 1n the group.

In alternative embodiments, the optimal inter-arrival time
1s determined as the mean of the inter-arrival times of all
packets received since a predetermined time equal to or prior
to the receipt of the first packet 1n the group.
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In these embodiments, a “running mean” of the inter-ar-
rival times may be maintained or estimated by the method to
avoid the need to calculate the mean afresh on the arrival of
cach packet or once all the packets 1n the group have been
received. This results in a computationally efficient calcula-
tion of the optimal inter-arrival time. One particular example
of such a running mean uses an exponentially weighted mov-
ing average of the inter-arrival times.

In other embodiments, the optimal inter-arrival time 1s
determined as the median of the inter-arrival times of the
packets in the group. In alternative embodiments, the optimal
inter-arrval time 1s determined as the median of the inter-
arrival times of all packets received since a predetermined
time equal to or prior to the receipt of the first packet in the
group.

Using a median rather than a mean may have advantages
since 1t will be less influenced by outlier data points (values
that are particularly small or large and therefore not typical of
the data set as a whole) and skewed data. However, since the
calculation of a median requires the storing of the inter-arrival
time data for all packets which are to be used 1n the calculation
of the median, the amount of such data 1s preferably limited to
a selected “window” of packets prior to the time of the cal-
culation.

The choice of the length of window may be varied depend-
ing on the situation. A longer window requires greater storage
of previous values, and a more complex sorting operation to
calculate the median. A shorter window runs the risk of not
being statistically representative of the overall data set and
being skewed by low frequency noise effects.

In certain embodiments the method further includes the
steps of: sending, from the first device to the second device,
timestamps which are the time of sending said packets from
the first device according to a clock in the first device; and
determining, for each packet in said group, the inter-departure
time between the packet and the preceding packet from the
first device, wherein an optimal inter-arrival time 1s deter-
mined for each packet as the inter-departure time between
said packet and the preceding packet.

This selection of packets which most closely retain their
inter-packet spacing from the transmitting device on arrival at
the recerving device can be assumed to have experienced the
minimum packet delay variation in their passage over the
network.

The plurality of groups of packets may be discrete (1.e. have
no overlapping members). In particular the groups of packets
may be the packets which arrive within a sequence of time
windows with each group starting with the first packet after
the last packet in the previous window. Alternatively, the
groups of packets may contain common packets. One particu-
lar implementation of the latter arrangement 1s where the
groups are the packets arriving within a sequence of “sliding”™
windows each of which may include, for example, the final
75%, 50%, 25% or 10% of the previous window, plus a
corresponding proportion of packets arriving after the end of
the previous window.

In particular embodiments of this aspect, the packets are
timing messages sent from a master device to a slave device
over the packet network. Preferably the packets are timing
messages sent under the IEEE 1588 Precision Time Protocol
(PTP).

In such embodiments, the method may further include the
step of using the selected packets in the synchronization of a
clock in the slave device to a master clock in the master
device.

Frequency and time synchronmization play a very important
role in mobile networks. For example, mobile wireless base
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stations derive their carner radio frequencies from highly
accurate reference clocks in the network. However, the pri-
mary challenge 1n the design of a clock synchronization sys-
tem for packet networks 1s to deal with packet delay variations
(PDVs)—that 1s, the vanation of the packet transit delays.
IEEE 1588 Precision Time Protocol (PTP)1s now the protocol
of choice 1n the commumication mndustry for distributing tim-
ing information from a master to one or more slaves. A clock
recovery mechanism is then used at recerver side for recovery
of the master clock. PDV is the primary contributor to the
noise 1n the recovered clock and various techniques are
needed to mitigate 1ts effect. The clock recovery problem
becomes even more challenging in particular when timing,
information 1s sent 1 an end-to-end fashion from master to
slave (without any form of timing assistance from the inter-
mediate packet network). By using only the selected packets
(1.e. those with low levels of PDV) in the synchronization of
the slave clock, a more accurate synchromization may be
achieved. The selected packets can be used together with a
clock recovery mechanism to mitigate the etffects of PDV and
thus minimize the noise 1n the recovered clock at the slave.
Theresulting effect1s that the slave may be able to recover the
master clock to a higher quality as 11 the communication path
between master and slave is free of PDV.

The method of the present aspect may include any combi-
nation of some, all or none of the above described pretferred
and optional features.

The methods of the above aspect 1s preferably imple-
mented by a slave device according to the first aspect of this
invention or in a system according to the third aspect of this
invention, as described below, but need not be.

Further aspects of the present invention include computer
programs for runmng on computer systems which carry out
the methods of the above aspect, including some, all or none
of the preferred and optional features of that aspect.

At their broadest, devices of the present invention provide
a packet selection function which selects the packets arriving
at the device which have characteristics closest to an optimal
delay characteristic.

A second aspect of the present mvention provides a first
networked device connected to a second networked device
over a packet network, wherein the first networked device has
a clock and 1s arranged to: recerve packets from the second
device; record the time of receipt of said packets according to
said clock; repeatedly, for each of a plurality of groups of said
packets: determine an optimal inter-arrival time between suc-
cessive packets at the first device; calculate, for each packetin
said group, the 1nter-arrival time between the packet and the
preceding packet; select the packetin said group which has an
inter-arrval time which 1s the closest to the optimal 1nter-
arrival time.

The networked device of this aspect can operate a packet
(or message) selection technique that selects packets with low
packet delay variation (PDV) or noise induced by their pas-
sage across the network. The selected packets can then be
used by the first networked device for applications which
require low noise characteristics, such as clock synchroniza-
tion.

Preferably the repeated selection process in the device 1s
performed by a processor 1n the device.

Preferably the groups of packets are all the packets arriving,
within a selected time window prior to the current time (1.¢.
the time at which the selection process runs).

In certain embodiments, the optimal inter-arrival time 1s
determined as the mean of the inter-arrival times of the pack-
ets 1n the group.

10

15

20

25

30

35

40

45

50

55

60

65

12

In alternative embodiments, the optimal inter-arrival time
1s determined as the mean of the inter-arrival times of all
packets received since a predetermined time equal to or prior
to the receipt of the first packet 1n the group.

In these embodiments, a “running mean” of the inter-ar-
rival times may be maintained or estimated by the method to
avold the need to calculate the mean afresh on the arrival of
cach packet or once all the packets 1n the group have been
received. This results 1n a computationally efficient calcula-
tion of the optimal iter-arrival time. One particular example
of such a running mean uses an exponentially weighted mov-
ing average of the inter-arrival times.

In other embodiments, the optimal inter-arrival time 1s
determined as the median of the inter-arrival times of the
packets in the group. In alternative embodiments, the optimal
inter-arrval time 1s determined as the median of the inter-
arrival times of all packets received since a predetermined
time equal to or prior to the receipt of the first packet in the
group.

Using a median rather than a mean may have advantages
since 1t will be less intluenced by outlier data points (values
that are particularly small or large and therefore not typlcal of
the data set as a whole) and skewed data. However, since the
calculation of a median requires the storing of the inter-arrival
time data for all packets which are to be used 1n the calculation
of the median, the amount of such data 1s preferably limited to
a selected “window™ of packets prior to the time of the cal-
culation.

The choice of the length of window may be varied depend-
ing on the situation. A longer window requires greater storage
of previous values, and a more complex sorting operation to
calculate the median. A shorter window runs the risk of not
being statistically representative of the overall data set and
being skewed by low frequency noise effects.

In certain embodiments, the first networked device 1s fur-
ther arranged to: receive, from the second networked device,
timestamps which are the time of sending said packets from
the second device according to a clock 1n the second device;
and determine, for each packet 1n said group, the inter-depar-
ture time between the packet and the preceding packet from
the second device, wherein an optimal inter-arrival time 1s
determined for each packet as the inter-departure time
between said packet and the preceding packet.

This selection of packets which most closely retain their
inter-packet spacing from the transmitting device on arrival at
the recerving device can be assumed to have experienced the
minimum packet delay variation 1n their passage over the
network.

The plurality of groups of packets may be discrete (1.e. have
no overlapping members). In particular the groups of packets
may be the packets which arrive within a sequence of time
windows with each group starting with the first packet after
the last packet in the previous window. Alternatively, the
groups of packets may contain common packets. One particu-
lar implementation of the latter arrangement 1s where the
groups are the packets arriving within a sequence of “sliding”™
windows each of which may include, for example, the final
75%, 50%, 25% or 10% of the previous window, plus a
corresponding proportion of packets arriving after the end of
the previous window.

In particular embodiments of this aspect, the second net-
worked device 1s a master device and the first networked
device 1s a slave device and the packets are timing messages
sent from the master device to the slave device over the packet
network.

Preferably the packets are timing messages sent under the

IEEE 1588 Precision Time Protocol (PTP).
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In such embodiments, the first networked device may be
turther arranged to synchronize a clock 1n the first networked
device to a master clock 1n the master device using the
selected timing messages.

Frequency and time synchronization play a very important
role in mobile networks. For example, mobile wireless base
stations derive their carrier radio frequencies from highly
accurate reference clocks in the network. However, the pri-
mary challenge 1n the design of a clock synchronization sys-
tem for packet networks 1s to deal with packet delay variations
(PDVs)—that 1s, the variation of the packet transit delays.
IEEE 1588 Precision Time Protocol (PTP)1s now the protocol
of choice 1n the communication industry for distributing tim-
ing information from a master to one or more slaves. A clock
recovery mechanism 1s then used at recerver side for recovery
of the master clock. PDV 1s the primary contributor to the
noise 1n the recovered clock and various techniques are
needed to mitigate its effect. The clock recovery problem
becomes even more challenging in particular when timing,
information 1s sent 1n an end-to-end fashion from master to
slave (without any form of timing assistance from the inter-
mediate packet network). By using only the selected packets
with low levels of PDV 1n the synchronization of the slave
clock, amore accurate synchronization may be achieved. The
selected packets can be used together with a clock recovery
mechanism to mitigate the effects of PDV and thus minimize
the noise 1n the recovered clock at the slave. The resulting
elfect 1s that the slave 1s able to recover the master clock to a
higher quality as 1t the communication path between master
and slave 1s free of PDV.

The networked device of this aspect preferably operates by
carrying out the relevant steps of a method according to the
first aspect described above.

The networked device of the present aspect may include
any combination of some, all or none of the above described
preferred and optional features.

At their broadest, systems of the present invention provide
a packet selection function which selects the packets trans-
mitted from a first device to a second device which have
characteristics closest to an optimal delay characteristic.

A third aspect of the present invention provides a net-
worked system, the system including: a first networked
device; a second networked device having a clock; and a
packet network connecting the first and second devices,
wherein the second networked device 1s arranged to: receive
packets from the first device; record the time of receipt of said
packets according to said clock; repeatedly, for each of a
plurality of groups of said packets: determine an optimal
inter-arrval time between successive packets at the second
device; calculate, for each packet 1n said group, the inter-
arrival time between the packet and the preceding packet;
select the packet 1n said group which has an inter-arrival time
which 1s the closest to the optimal inter-arrival time.

The system of this aspect can operate a packet (or message)
selection technique that selects packets with low packet delay
variation (PDV) or noise induced by their passage across the
network. The selected packets can then be used by the second
networked device for applications which require low noise
characteristics, such as clock synchronization.

Preferably the repeated selection process in the second
device 1s performed by a processor in that device.

Preferably the groups of packets are all the packets arriving,
within a selected time window prior to the current time (1.¢.
the time at which the selection process runs).

In certain embodiments, the optimal inter-arrival time 1s
determined as the mean of the inter-arrival times of the pack-
ets 1n the group.
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In alternative embodiments, the optimal inter-arrival time
1s determined as the mean of the inter-arrival times of all
packets received since a predetermined time equal to or prior
to the receipt of the first packet 1n the group.

In these embodiments, a “running mean” of the inter-ar-
rival times may be maintained or estimated by the method to
avold the need to calculate the mean afresh on the arrival of
cach packet or once all the packets 1n the group have been
received. This results 1n a computationally efficient calcula-
tion of the optimal iter-arrival time. One particular example
of such a running mean uses an exponentially weighted mov-
ing average of the inter-arrival times.

In other embodiments, the optimal inter-arrival time 1s
determined as the median of the inter-arrival times of the
packets in the group. In alternative embodiments, the optimal
inter-arrval time 1s determined as the median of the inter-
arrival times of all packets received since a predetermined
time equal to or prior to the receipt of the first packet in the
group.

Using a median rather than a mean may have advantages
since 1t will be less intluenced by outlier data points (values
that are particularly small or large and therefore not typlcal of
the data set as a whole) and skewed data. However, since the
calculation of a median requires the storing of the inter-arrival
time data for all packets which are to be used 1n the calculation
of the median, the amount of such data 1s preferably limited to
a selected “window™ of packets prior to the time of the cal-
culation.

The choice of the length of window may be varied depend-
ing on the situation. A longer window requires greater storage
of previous values, and a more complex sorting operation to
calculate the median. A shorter window runs the risk of not
being statistically representative of the overall data set and
being skewed by low frequency noise effects.

In certain embodiments, the second networked device 1s
turther arranged to: receive, from the first networked device,
timestamps which are the time of sending said packets from
the first device according to a clock in the first device; and
determine, for each packet 1in said group, the inter-departure
time between the packet and the preceding packet from the
first device, wherein an optimal inter-arrival time 1s deter-
mined for each packet as the inter-departure time between
said packet and the preceding packet.

This selection of packets which most closely retain their
inter-packet spacing from the transmitting device on arrival at
the recerving device can be assumed to have experienced the
minimum packet delay variation 1n their passage over the
network.

The plurality of groups of packets may be discrete (1.e. have
no overlapping members). In particular the groups of packets
may be the packets which arrive within a sequence of time
windows with each group starting with the first packet after
the last packet in the previous window. Alternatively, the
groups of packets may contain common packets. One particu-
lar implementation of the latter arrangement 1s where the
groups are the packets arriving within a sequence of “sliding”™
windows each of which may include, for example, the final
75%, 50%, 25% or 10% of the previous window, plus a
corresponding proportion of packets arriving after the end of
the previous window.

In particular embodiments of this aspect, the first net-
worked device 1s a master device and the second networked
device 1s a slave device and the packets are timing messages
sent from the master device to the slave device over the packet
network.

Preferably the packets are timing messages sent under the

IEEE 1588 Precision Time Protocol (PTP).
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In such embodiments, the second networked device may be
turther arranged to synchronize a clock 1n the first networked
device to a master clock 1n the master device using the
selected timing messages.

Frequency and time synchronization play a very important
role in mobile networks. For example, mobile wireless base
stations derive their carrier radio frequencies from highly
accurate reference clocks in the network. However, the pri-
mary challenge 1n the design of a clock synchronization sys-
tem for packet networks 1s to deal with packet delay variations
(PDVs)—that 1s, the variation of the packet transit delays.
IEEE 1588 Precision Time Protocol (PTP)1s now the protocol
of choice 1n the communication industry for distributing tim-
ing information from a master to one or more slaves. A clock
recovery mechanism 1s then used at recerver side for recovery
of the master clock. PDV 1s the primary contributor to the
noise 1n the recovered clock and various techniques are
needed to mitigate its effect. The clock recovery problem
becomes even more challenging in particular when timing,
information 1s sent 1n an end-to-end fashion from master to
slave (without any form of timing assistance from the inter-
mediate packet network). By using only the selected packets
with low levels of PDV 1n the synchronization of the slave
clock, amore accurate synchronization may be achieved. The
selected packets can be used together with a clock recovery
mechanism to mitigate the effects of PDV and thus minimize
the noise 1n the recovered clock at the slave. The resulting
elfect 1s that the slave 1s able to recover the master clock to a
higher quality as 1t the communication path between master
and slave 1s free of PDV.

The system of this aspect preferably operates by carrying
out a method according to the above described first aspect.

The system of the present aspect may include any combi-
nation of some, all or none of the above described preferred
and optional features.

Packet selection techmiques according to embodiments of
the present invention will now be described.

Let T(n) denote the time base (e.g., in clock ticks) of the
transmitter and R(n) the time base of the recerver. These two
functions correspond to the timestamps of the two clocks at
discrete time 1nstants n, n=0, 1, 2, . . . . When timestamps are
transmitted over the packet network, they will arrive at the
receiver with vanable delay. If d(n) and d(n-1) denote the
delay experienced by the nth and (n-1) th timestamp at the
receiver, respectively, then the delay variation induced by the
network 1s given as j(n)=d(n)-d(n-1). The timestamp differ-
ence between the nth and (n—1) th generated timestamp at the
transmitter 1s defined as AT(m)=1(n)-T(n-1). Taking the
transmission of Sync messages at the master, for example,
AT(n) can be calculated as AT(n)=T1,(n)-T,(n-1).

At the recerver, the timestamp difference between the nth
and n—1th timestamp arrivals measured by the receiver clock
1s defined as AR(n)=R(n)-R(n-1). Note that the timestamp
difference measured by the recerver includes the delay varia-
tion (PDV) experienced between the two arrivals, that 1s:

AR(n)=AT(n)+j(n) (8)

where j(n) stands for nth sample’s PDV. Again taking the
reception of Sync messages at the slave, for example, AR(n)
can be calculated as AR(n)=1,(n)-T, (n-1). FIG. 11 1llus-
trates the effects of the PDV on the PTP message inter-arrival
times at the slave. We can deduce from FIG. 11 that j(n) can
have values spread higher and lower around zero, that 1s, 1(n)
1s not necessarily a zero mean Gaussian random variable.

A goal of the packet selection techniques described below
1s to select pairs of consecutive timing packets in such a way
that the spacing between packets 1 each individual pair waill
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be constant across all selected pairs (in the average sense) at
the slave. Essentially, the goal 1s to present to the clock
recovery mechanism a stream of timing packets that appear to
depart from the master and arrive at the slave with no etiects
of delay vanations. Timing packets that have constant spacing
generate the least noise 1n the recovered clock at the slave.

Example Packet Selection Techniques

Two main techniques are described here, the first 1s based
on extracting timing packets that create a constant spacing
based on averaging AR (n), and the second 1s based on extract-
ing the best packets that are the closest to satistying the

criterion AR(n)=AT(n).
Averaging of Inter-Arrival Times of Timing Messages

Let us consider the following equation

E[AR(m)|=E[AT()[+E[j()[=AT+u;, 9)

where E[*] 1s the expectation operator (mean), E[AT(n)]=AT
is a constant for PTP transmissions, E[j(n)]=y, 1s the mean of
1(n) which 1s not necessarily Gaussian. For a stationary dis-
tribution, the mean E[AR(n)] 1s a constant and thus can serve
as the criterion for selecting the optimal (best) timing packets.
The best packet in a window of packets 1s the packet closest to
the mean value. The reason 1s that by selecting the packet
closest to the mean value (which 1s a constant or almost a
constant), we are selecting the packet with minimal PDV (i.e.,
the packet with minimal displacement from a reference mean
position). These packets produce a stream of timing packets
with near-constant inter-arrival times at the slave. The
“residual PDVs” in this stream of near-constant spacing of
timing packets can easily be handled by filtering process in
the slave clock recovery mechanism as explained above. In
practice, there are a number of ways of measuring E[AR(n)],
like the running mean, median or mode.

The packet selection algorithm according to a first embodi-
ment of the present invention, which will be called the “Mean
of Inter-Arrival Times (MNIAT)”, 1s based on the running
mean of AR(n). To estimate the runming mean of the under-
lying distribution, we use the simple Exponentially Weighted

Moving Average (EWMA) filter,

Mn)=awAR(n)+(1-a)Mn-1), 0<a<l (10)

where ¢ 1s the forgetting factor and M(n) 1s the mean estimate
for nth time instant (or measurement window). The MNIAT
algorithm minimizes the PDV by using the mean estimator

M(n).

The packet selection algorithm according to a second

embodiment of the present invention, which will be called the
“Median of Inter-Arrival Times (MDIAT)”, 1s based on the
median of AR values 1n a sampling window. We evaluate the
Median of the underlying distribution as follows:

1S} =sortl]ARk) |, n—-L+1 <k=n1l=<l=<L (11)

(Sir1y25 L odd (12)
Mn)=11
5 (Srj2 +S1422), L even

where L 1s the window length of AR values. The MDIAT
algorithm minimizes the PDV by using the above median
estimator.
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Using either the MNIAT or MDIAT algorithms, the packet
selection function g(x, ) (see box 12 1n FIG. 7), 1s then defined
as follows:

c=arg(x;) = glx) =mun{x, — M), n—-L+1<k<n (13)

k

where X, , 1s the AR value of the selected packet, n 1s the
discrete sampling time nstant, L 1s the window size of AR
samples, and x, 1s the k-th element 1n the packet selection
window.
Measures of Central Tendency

A measure of central tendency 1s a single value that
attempts to describe a set of data by 1dentifying the central
position within that set of data. As such, measures of central
tendency are sometimes called measures of central location.
They are also classed as summary statistics. The mean (often
called the average) 1s most likely the measure of central
tendency that people are most familiar with, but there are
others, such as, the median and the mode. The mean, median
and mode are all valid measures of central tendency but,
under different conditions, some measures of central ten-
dency become more appropriate to use than others.

Mean: The mean (or average) 1s the most popular and well
known measure of central tendency. It can be used with
both discrete and continuous data. The mean 1s not often
one of the actual values observed in the data set. How-
ever, one of 1ts important properties 1s that 1t 1s the value
that produces the lowest amount of error from all other
values 1n the data set. An important property of the mean
1s that 1t includes every value 1n the data set as part of the
calculation (and any change in any of the scores will

alfect the value of the mean). In addition, the mean 1s the
only measure of central tendency where the sum of the
deviations of each value from the mean 1s always zero.

The mean has one main disadvantage: 1t 1s particularly

susceptible to the influence of outliers. These are values

that are unusual compared to the rest of the data set by
being especially small or large 1in numerical value.

Therefore, 1n this situation we would like to have a better

measure of central tendency. Taking the median would

be a better measure of central tendency 1n this situation.
Median: The median 1s the middle score for a set of data
that has been arranged in order of magnitude. The

median 1s less affected by outliers and skewed data. A

time when we usually prefer the median over the mean

(or mode) 1s when our data 1s skewed (1.e. the frequency

distribution for the data 1s skewed). If we consider the

normal distribution—as this 1s the most Ifrequently
assessed 1n statistics—when the data 1s perfectly normal
then the mean, median and mode are 1dentical. More-
over, they all represent the most typical value in the data
set. Infact, 1n any symmetrical umimodal distribution the
mean, median and mode are equal. However, as the data
becomes skewed the mean loses 1ts ability to provide the
best central location for the data as the skewed data 1s
dragging 1t away from the typical value—we find that
the mean 1s being dragged 1n the direction of the skew.

However, the median best retains this position and 1s not

as strongly influenced by the skewed values. In these

situations, the median 1s generally considered to be the
best representative of the central location of the data.

The more skewed the distribution the greater the differ-

ence between the median and mean, and the greater

emphasis should be placed on using the median as
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opposed to the mean. The median of a statistical distri-
bution with cumulative distribution function D(X) 1s the
value x such that D(x)=V4. For a symmetric distribution,
it 1s therefore equal to the mean.

Mode: The mode 1s the most frequent score 1n the data set.
On a histogram it represents the highest bar 1n a bar chart
or histogram. Normally, the mode 1s used for categorical
data where we wish to know which 1s the most common
category. However, one of the problems with the mode 1s
that it 1s not unique, so 1t leaves us with problems when
we have two or more values that share the highest fre-
quency. This 1s particularly problematic when we have
continuous data, as we are more likely not to have any
one value that 1s more frequent than the other. This 1s
why the mode 1s very rarely used with continuous data.
Another problem with the mode 1s that it will not provide
us with a very good measure of central tendency when
the most common mark 1s far away from the rest of the
data 1n the data set. The mode 1s the least used of the
measures of central tendency and can only be used when
dealing with nominal data.

Equalizing Inter-Departure and Inter-Arrival Times of Tim-
ing Messages

Let us define an error variable as a difference between

receiver and transmitter inter-arrivals as follows:

e(n)=AR(n)-AT(n)=j(n) (14)

e(n)—=0—= AR(n)=AT(n) (15)

The packet selection function according to a third embodi-
ment of the present invention, which will be called “Equaliz-
ing Inter-Departure and Inter-Arrival Times (EDAT)”, mini-
mizes the effects of PDV by selecting timing messages such
so that

e(n)=AR(n)-AT(n)=0 (16)

The best packet here 1s the one that minimizes the error
variable as 1t minimizes the PDV as well. This 1s done by
selecting the packet within a window of packets with differ-
ence between inter-arrival time and inter-departure time clos-
est to the zero (AR(n)=~AT(n)) as this 1s the packet experienc-
ing minimal PDV. These packets would thus best preserve the
constant timing signal spacing at the transmuitter.

The MNIAT, MDIAT and EDAT algorithms, which all
share the same underlying 1dea, all allow for selecting the
packet that minimizes the PDV. In the MNIAT, MDIAT and
EDAT algorithms, the timestamps associated with the opti-
mal packet 1n a window are captured then used 1n the slave
clock recovery mechanism. A key advantage of using these
techniques 1s that there 1s no need to switch between different
packet selection criteria as 1s required in MMMA (see [1] for
details) and moreover, the algorithms work for many other
PDV distributions without any special handling.
Performance Evaluation of the MNIAT Algorithm

In this section the performance of the MNIAT algorithm 1s
evaluated using the TDEV clock stability qualification met-
ric. The following parameters are used 1n all tests: ensemble
s1ze 1s 10000 samples and T, 1s equal to one second. The FIG.
12 shows the performance comparison between MMMA and
MNIAT using different graphic markers with MMMA being
shown by plus, circle and cross markers, whereas MNIAT by
square, right-pointing and down-pointing triangles. The fil-
tering parameter a i equation (10) above 1s set to 0.01.

We can see from FIG. 12 that MNIAT outperforms the
MMMA for the 20% and 40% loads whilst 1t performs
equally for the 80% load. This last case i1s because the
MMMA algorithm outputs similar values using 1t’s averaging
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technique as MINIAT algonthm and thus performs similarly.
When detailed comparison 1s provided (see FIG. 13) MNIAT

algorithm outperforms MMMA. For other types of PDV dis-
tribution the MNIAT algorithm greatly outperforms the
MMMA. The i1dea for the MMMA 1s based on averaging the
deltaR 1tself for 80% load conditions and using the output of
averaging for the PLL, rather then selecting a packet with

value close to the estimate of the deltaR average as done by
the MNIAT (that 1s why the MNIAT has only slightly better

results for 80% load). For other load conditions the MMMA
1s not using averaging and thus failing to select the optimal
packet. The TDEV with MNIAT 1s more than 100 times better
tor the 20% and 40% loads.

Next the performance of the MNIAT algorithm 1s studied
tor different values of a (as shown 1n FI1G. 13 for the different
load conditions). Generally, the smaller the parameter a 1s the
more precise the estimate of the underlying mean, but the
longer it takes the filter to converge to that value. The results
in FIG. 13 show that the MNIAT algorithm performs better
when lower values of a are being used.

Performance Evaluation of the MDIAT Algorithm

In this section the performance of the MDIAT algorithm 1s
evaluated, again using the TDEV clock stability qualification
metric. FIG. 14 shows the performance of MDIAT and
MMMA for different PDV distributions. The following setup
1s used 1n all tests: ensemble size 1s 10000 samples long and

T, 1s equal to one second. The window length L 1n (11) 1s set
to 0.

We see from FIG. 14 that MDIAT outperforms the MMMA
for the 20% and 40% loads while performs equally for the
80% load case similar to MINIAT. It can be seen that the
differences between MNIAT and MDIAT results are not sig-
nificant (compare FI1G. 12 to F1G. 14). Logically, the greatest
impact 1n terms of performance will be governed by the
parameter L. FIG. 135 presents the performance of MDIAT
algorithm for different settings of parameter L.

From FIG. 15, 1t can be seen that the MDIAT technique 1s
not atfected much by different settings of the parameter L.
Similar to the MNIAT, the MDIAT has 1ts mitializing part.
The imtialization (which 1s equivalent to convergence) of the
MDIAT imvolves how much time as 1t takes to fill the window
with L samples. Since 1t takes only 80 samples at most 1n our
case, we assume that the MDIAT 1nitialization part does not
aifect the performance at all.
Performance Evaluation of the EDAT Algorithm

In this section the performance of the EDAT technique 1s
evaluated, again using the TDEV clock stability qualification
metric. The results of EDAT and MNIAT (with a=0.01) are
compared for different types of PDV distributions as shown in
FIG. 16. The EDAT performs similar to the MNIAT {for
shorter windows, while it outperforms the MNIAT when
using longer windows (>1500 samples) That 1s because
when a longer window 1s applied then it 1s more likely that the
EDAT will see and select a sample with the truly lowest
variance (zero PDV). As observed earlier, there 1s no better
selection criterion for clock recovery than selecting the
packet with inter-arrival time closest to the inter-departure
time.

The systems and methods of the above embodiments may
be implemented 1n a computer system (1n particular 1n com-
puter hardware or 1n computer soitware) 1n addition to the
structural components and user interactions described.

The term “computer system™ includes the hardware, soft-
ware and data storage devices for embodying a system or
carrying out a method according to the above described
embodiments. For example, a computer system may com-

prise a central processing unit (CPU), mput means, output
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means and data storage. Preferably the computer system has
a monitor to provide a visual output display (for example 1n
the design of the business process). The data storage may
comprise RAM, disk dnives or other computer readable
media. The computer system may include a plurality of com-
puting devices connected by a network and able to commu-
nicate with each other over that network.

The methods of the above embodiments may be provided
as computer programs or as computer program products or
computer readable media carrying a computer program
which 1s arranged, when run on a computer, to perform the
method(s) described above.

The term “computer readable media” includes, without
limitation, any non-transitory medium or media which can be
read and accessed directly by a computer or computer system.
The media can include, but are not limited to, magnetic stor-
age media such as floppy discs, hard disc storage media and
magnetic tape; optical storage media such as optical discs or
CD-ROMs; electrical storage media such as memory, includ-
ing RAM, ROM and flash memory; and hybrids and combi-
nations of the above such as magnetic/optical storage media.

While the invention has been described in conjunction with
the exemplary embodiments described above, many equiva-
lent modifications and variations will be apparent to those
skilled 1n the art when given this disclosure. Accordingly, the
exemplary embodiments of the invention set forth above are
considered to be 1llustrative and not limiting. Various changes
to the described embodiments may be made without depart-
ing from the spirit and scope of the invention.

In particular, although the methods of the above embodi-
ments have been described as being implemented on the
systems of the embodiments described, the methods and sys-
tems of the present ivention need not be implemented in
conjunction with each other, but can be implemented on
alternative systems or using alternative methods respectively.
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The invention claimed 1s:

1. A method of selecting packets transmitted from a first
device to a second device over a packet network, the method
including the steps of:

sending, from the first device to the second device, packets;

recording the time of receipt of said packets according to a

clock 1n the second device;

repeatedly, for each of a plurality of groups of said packets:

determining an optimal inter-arrival time between succes-

stve packets at the second device;

calculating, for each packet 1n said group, the inter-arrival

time between the packet and the preceding packet;
selecting the packet in said group which has an inter-arrival
time which 1s the closest to the optimal inter-arrival time;
sending, from the first device to the second device, times-
tamps which are the time of sending said packets from
the first device according to a clock 1n the first device;
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determining, for each packet in said group, the inter-depar-
ture time between the packet and the preceding packet
from the first device,

wherein an optimal inter-arrival time 1s determined for

cach packet as the inter-departure time between said
packet and the preceding packet; and

using the selected packets 1n the synchronization of the

clock m the second device to the clock 1n the first device.

2. A method according to claim 1 wherein the groups of
packets are all the packets arriving within a selected time
window prior to the current time.

3. A method according to claim 1 wherein the second
device 1s a master device and the first device 1s a slave device
and the packets are timing messages sent from the master
device to the slave device over the packet network.

4. A first networked device connected to a second net-
worked device over a packet network, wherein the first net-
worked device has a clock, a memory, and a processor
coupled to the memory, the processor configured to:

receive packets from the second device;

record the time of receipt of said packets according to said

clock:

repeatedly, for each of a plurality of groups of said packets:

determine an optimal inter-arrival time between successive

packets at the first device;

calculate, for each packet in said group, the inter-arrival

time between the packet and the preceding packet;
select the packet 1n said group which has an inter-arrival
time which 1s the closest to the optimal inter-arrival time;
receive, from the second networked device, timestamps
which are the time of sending said packets from the
second device according to a clock 1n the second device;
and
determine, for each packet in said group, the inter-depar-
ture time between the packet and the preceding packet
from the second device,

wherein an optimal inter-arrival time 1s determined for

cach packet as the inter-departure time between said
packet and the preceding packet; and

synchronize the clock in the first networked device to the

clock 1n the second networked device using the selected
timing messages.

5. A networked device according to claim 4 wherein the
groups ol packets are all the packets arriving within a selected
time window prior to the current time.
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6. A networked device according to claim 4 wherein the
second networked device 1s a master device and the first

networked device 1s a slave device and the packets are timing

messages sent from the master device to the slave device over
the packet network.

7. A networked system, the system including:
a first networked device;

a second networked device having a clock, a memory, and
a processor coupled to the memory; and

a packet network connecting the first and second devices,
wherein the processor of the second networked device 1s
coniigured to:

recerve packets from the first device;

record the time of receipt of said packets according to said
clock:

repeatedly, for each of a plurality of groups of said packets:

determine an optimal inter-arrival time between successive
packets at the second device;

calculate, for each packet in said group, the inter-arrival
time between the packet and the preceding packet;

select the packet 1n said group which has an inter-arrival
time which is the closest to the optimal inter-arrival time;

recerve, Irom the first device, timestamps which are the
time of sending said packets from the first device accord-
ing to a clock in the first device; and

determine, for each packet 1 said group, the inter-depar-
ture time between the packet and the preceding packet
from the first device,

wherein an optimal inter-arrival time 1s determined for
cach packet as the inter-departure time between said
packet and the preceding packet; and

synchronize the clock 1n the second device to the clock 1n
the first device using the selected timing messages.

8. A networked system according to claim 7 wherein the
groups ol packets are all the packets arriving within a selected
time window prior to the current time.

9. A networked system according to claim 7 wherein the
first networked device 1s a master device and the second
networked device 1s a slave device and the packets are timing
messages sent from the master device to the slave device over
the packet network.
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