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(57) ABSTRACT

In an NoC bus system, data 1s transmitted between first and
second nodes through a router. The data includes perfor-
mance-ensuring data which guarantees throughput and/or a
permitted time delay. The first node generates packets, each
including the data to be transmitted and classification infor-
mation that indicates the class of that data to be determined
according to 1ts required performance, and controls transmis-
s1on of the packets. The router includes a butler section con-
figured to store the recetved packets separately after having
classified the packets according to their required performance
by reference to the classification information, and a relay
controller configured to control transmission of the packets
stored 1n the buffer section at a transmission rate which 1s
equal to or higher than the sum of transmission rates to be
guaranteed for every first node associated with the classifica-
tion information by reference to each piece of the classifica-
tion information.
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FIG. 18
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BUS SYSTEM AND ROUTER

This 1s a continuation of International Application No.
PCT/1P2013/004449, with an international filing date of Jul.
22, 2013, which claims priority of Japanese Patent Applica-

tion No. 2012-163833, filed on Jul. 24, 2012, the contents of
which are hereby incorporated by reference.

BACKGROUND

1. Technical Field

The present application relates to a technology for control-
ling a network of communications buses (distributed buses)
provided for a bus system 1n a semiconductor integrated cir-
cuit.

2. Description of the Related Art

An NoC (Network-on-Chip) 1s a network of communica-
tions buses to be provided on a semiconductor chip which 1s
a semiconductor integrated circuit. In an NoC, buses are
connected together via routers and traflic flows are transmiut-
ted from a plurality of masters through the same bus shared.
As aresult, the number of buses to use can be cut down and the
buses can be used more efficiently.

In an NoC, however, a bus 1s shared by tratfic flows coming,
from multiple masters, and therefore, 1t 1s difficult to ensure
performance (more specifically, to ensure throughput and
delay).

Those multiple masters pass tratfic flows which require
mutually different kinds of performances independently of
each other. As a result, a traffic flow which needs to be trans-
mitted with as short a time delay as possible (1.¢., a traffic flow
of time-delay-guaranteed type), a traflic tlow which always
needs to be transmitted 1n a constant transmission quantity for
sure (1.e., a traific flow of throughput guaranteed type) and a
traffic ﬂow which needs to transmit a huge size of data at
irregular intervals will be transmitted through the same bus as
a miX.

As for an NoC, it 1s important to realize a performance
ensuring scheme for satistying the performance required by
cach tratfic flow (in terms of at least one of throughput and
time delay) at a minimum required bus bandwidth. If the
performance of an NoC 1s ensured, the buses can be used
more eificiently and the NoC can be designed at the minimum
required bus bandwidth to satisiy the required performance.
As a result, the hardware design and development of buses
can be carried out more easily.

Some conventional routers determine the levels of priority
of a given traflic tlow. Ifthe data of a traffic flow of a hugh level
of priority 1s stored in a builer, then such a router performs
transmission processing with the level of priority of that
builer switched to a high level. F1G. 1A 1llustrates an exem-
plary configuration for a router 301 which outputs the data of
traffic flows with high levels of priorities that are stored in
butters 304 and 303 carlier than the traffic flow stored 1n the
other buffer 301. In FIG. 1A, the numerals indicate the
respective levels of priorities, and the larger a numeral, the
higher the level of priority indicated by the numeral 1s. The
router 301 determines, according to the levels of priorities of
the data that are stored at the respective tops of the input
butlers, which traflic flows should be provided as output data.

In such a router, however, traific flows with mutually dif-
terent levels of priorities can be present in the same buifer. As
a result, a traific tflow with a high level of priority will be
interfered with by a traflic flow with a low level of priority,
which 1s a problem.

Techniques for coping with such a problem are disclosed
in, for example,:
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United States Laid-Open Patent Publication No. 2005/
0117589; and

Jean-Jacques Lecler and Gilles Baillieu, “Application

Driven Network on Chip Architecture Exploration and

Refinement for a Complex SoC”, Springer Verlag’s

Design Automation for Embedded Systems Journal,
Volume 15, Number 2, pp. 133-158.

FIG. 1B 1llustrates a modified configuration for the router
301 shown 1n FIG. 1A. Specifically, 1n the router 301 shown
in FIG. 1B, the level of priority of each iput butler 1s deter-
mined by the highest level of priority of the messages stored
there, and the data 1s output according to the respective levels
of priornities of the mput buffers.

In the example 1illustrated 1n FIG. 1B, one message, of
which the level of priority 1s Level 3, and three messages, of
which the level of priority 1s Level 1, are stored 1in the input
buifter 302. Two messages, of which the level of priority 1s
Level 2, and two messages, of which the level of priority 1s
Level 1, are stored 1n the mput buifer 303. And one message,
of Wthh the level of prlorlty 1s Level 1, one message, of
which the level of prionity 1s Level 2, and two messages, of
which the level of priority 1s Level 3, are stored in the input
butter 304.

The priority level of each input butler 1s determined by the
highest priority level of the messages stored in that input
butler. That 1s why the priority levels of the input butiers 302,
303 and 304 become Levels 3, 2 and 3, respectively. Since the
messages are sent 1n the descending order of priorities, the
messages stored at the respective tops of the input butlers 302
and 304 are sent as a result.

Thus, the mput builer 302 that stores a message, of which
the level of priority 1s Level 3, can advance the transmission
processing preferentially without depending on the levels of
priorities of the preceding messages stored. Consequently,
the time delay of such a message with a high level of priority
can be reduced even 1f the preceding space of the buifler 1s

occupied with messages with a low level of priority.

SUMMARY

The prior art technique needs further improvement 1n view
of performance on an NOC.

One non-limiting, and exemplary embodiment provides a
technique to improve higher performance on an NOC.

In one general aspect, disclosed herein 1s a bus system for
a semiconductor circuit to transmit data between a {irst node
and at least one second node through a network of buses and
at least one router which 1s arranged on any of the buses. The
data to be transmitted includes performance-ensuring data
which guarantees at least one of throughput and a permitted
time delay. The first node includes: a packet generator which
generates a plurality of packets, each of which includes the
data to be transmitted and classification information that 1ndi-
cates the class of the data to be transmuitted to be determined
according to its required performance; and a transmission
controller which controls transmission of the packets. The at
least one router includes: a buil

er section which stores the
received packets separately after having classified the packets
according to their required performance by reference to the
classification information; and a relay controller which con-
trols transmission of the packets that are stored 1n the builer
section at a transmission rate which 1s equal to or higher than
the sum of transmission rates to be guaranteed for every first
node associated with the classification information by refer-
ence to each piece of the classification information.
According to the above aspect, by adopting a buiter which
1s configured to change the data to be transmitted according to
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the required performance and by adjusting the transmission
schedule between a master and a router, the router can mini-
mize mutual mterference and the bus’ operating frequency to
ensure the required performance can be estimated to be a low
value. For example, since a traific flow 1n a performance
ensured class with a high prionty level can be transmitted
without being interfered with by a traflic flow 1 a non-
performance-ensured class with a low prionty level, the rate
of the traffic flow to interfere when the bus bandwidth is
estimated can be reduced. As a result, a bus of which the
performance can be ensured at a low operating frequency can
be established without making overestimation. In addition,
the extra bus band to be produced by worst estimation can be
reduced as much as possible by adjusting the transmission
schedule between the master and the router. In other words,
the extra bus band can be used more etfficiently.

These general and specific aspects may be implemented
using a system, a method, and a computer program, and any
combination of systems, methods, and computer programs.

Additional benefits and advantages of the disclosed
embodiments will be apparent from the specification and
Figures. The benefits and/or advantages may be individually
provided by the various embodiments and features of the

specification and drawings disclosure, and need not all be
provided 1n order to obtain one or more of the same.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1A illustrates an exemplary configuration for a router
301 which outputs the data of traific tflows with high levels of
priorities that are stored 1in butfers 304 and 303 earlier than the
traflic flow stored 1n the other buffer 301.

FIG. 1B 1illustrates a modified configuration for the router
301 shown 1n FIG. 1A in which the level of prionty of each
input buffer 1s determined by the highest level of priority of
the messages stored there, and the data 1s output according to
the respective levels of priorities of the input butfers.

FI1G. 2 shows a processing policy according to this embodi-
ment to be applied to the performance-ensured class and the
non-performance-ensured class.

FIG. 3 1llustrates an exemplary NoC which 1s implemented
using routers 103 as an embodiment of the present invention.

FIG. 4 shows the concepts of respective components of an
NoC.

FI1G. 5 schematically 1llustrates a configuration for the NoC
shown 1n FIG. 3.

FIGS. 6 A and 6B show exemplary transmission rate values
to be set for respective routers.

FIGS. 7A and 7B show how the effect achieved varies
depending on whether the configuration of the router 103 1s
applied to the Internet or to a semiconductor bus system.

FI1G. 8 1s a flowchart showing the procedure of operation of
an NoC including routers according to an embodiment of the
present invention.

FIG. 9 shows the rule of classifying bus masters so that
performance-ensuring data and non-performance-ensuring
data can be distinguished from each other, to say the least, 1n
order to lower an estimated bus’ operating Ifrequency
required.

FIG. 10 shows specific exemplary definitions of specifica-
tions required for trailic flows to be generated by masters.

FI1G. 11 shows respective classes to which the bus masters
101 are grouped and their specific examples.

FI1G. 12 1llustrates a configuration for a master NIC 102.

FI1G. 13 shows the tlow of operation of the master NIC 102.

FI1G. 14 1llustrates a data structure for each packet 202.
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FIG. 15 1llustrates a configuration for a rate controller 804
provided for the master NIC 102.

FIG. 16 shows a rate value stored in a rate value storage
1003.

FIG. 17 shows the flow of operation of a rate controller 804.

FIG. 18 shows how a transmission determination circuit

1001 performs transmission determining processing step
S1103.

FIG. 19 shows the flow of operation of a timer processor
1002.
FIG. 20 illustrates how to carry out a general flow control

between the master NIC 102 and the router 103.

FIGS. 21A and 21B show how a flow control and a rate

control are different.

FIG. 22 1llustrates a configuration for the router 103.

FIG. 23 shows class priority level information to be stored
in class mformation storage 1411.

FIG. 24 shows a specific example of the results of arbitra-
tion conducted by the output arbitrator 1410 of the router 103
between respective butlers to transmit packets from 1n order
to determine their order of priorities.

FIG. 25 shows the tlow of operation of the router 103.

FIG. 26 shows what 1s input to, and output from, the class
analyzer 1403 of the router 103.

FIG. 27 illustrates a configuration for the rate controller
1409 of the router 103.

FIG. 28 shows the flow of operation of the rate controller
1409.

FIG. 29 shows the procedure in which the rate controller
1409 performs transmission determining processing step.

FIG. 30 shows a specific example of the management infor-
mation for the timer processor.

FIG. 31 shows the tlow of operation of the timer processor
2002 of the rate controller 1409.

FIG. 32 shows exemplary transmission rate values that are
managed by the rate value storage 2003 on a class-by-class
basis.

FIG. 33 shows the tlow of operation of an output arbitrator
1410.

FIG. 34 1s a tlowchart showing how the output arbitrator
1410 carries out the processing step S2805 of conducting
arbitration between the input butfers 1415 to transmit packets
from.

FIG. 35 shows a specific exemplary format for manage-
ment imnformation to be stored 1n the buffer information stor-
age 1407 of the router 103.

FIG. 36 illustrates exemplary NoCs which can be used as
other embodiments of the present invention.

FIG. 37 illustrates an exemplary buller arrangement to be
adopted 1n a situation where a command and data are sepa-
rated from each other.

FIGS. 38A and 38B show how the delay mvolved with a
command can be shortened, which 1s an effect to be achieved
by separating the command and data from each other.

FIG. 39 shows generally how to multiplex and transmit a
packet.

FIG. 40 1illustrates how packets may be transmitted
depending on whether the packets are multiplexed or not.

FIG. 41 illustrates a packet multiplexing format for a
packet 202.

FIG. 42 1s a flowchart showing how the master NIC 102
operates to get packet multiplexing done.

FIG. 43 1llustrates a packet multiplexing configuration for
a slave NIC 104.

FI1G. 44 shows the flow of packet multiplexing operation of

the slave NIC 104.
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FIG. 45 illustrates an example in which multiple masters
and multiple memories on a semiconductor circuit and com-

mon input/output (I/0) ports to exchange data with external
devices are connected together with distributed buses.

FI1G. 46 illustrates a multi-core processor in which a num-
ber of core processors such as a CPU, a GPU and a DSP are
arranged 1n a mesh pattern and connected together with dis-
tributed buses in order to improve the processing perior-
mance of these core processors.

FI1G. 47 1llustrates how classification may be done accord-
ing to the priority level of a time-delay-guaranteed class.

DETAILED DESCRIPTION

According to the conventional method, however, 1t 1s not
until the other messages that have been stored in advance have
been transmitted, to say the least, that such a message with a
high level of prionty 1s transmitted. For that reason, the time
delay caused by a router to such a message with a high level
of priority 1s aflected by other messages with a low level of
priority, and therefore, tends to be a significant one.

To ensure performance under such a condition, the band-
width provided should be significantly broader than what 1s
actually needed. In addition, the transmission bandwidth
required varies according to the ratio of high and low levels of
priorities 1n a butler.

According to an exemplary embodiment of the present
invention, a bus’ band 1s obtained so as not to be overesti-
mated with respect to the performance required for each
traffic flow runming through the bus. After that, the bus” extra
band to be produced by being estimated in a worst case
scenario 1s cut down as much as possible.

Before exemplary embodiments of the present disclosure
are described, the terms to be used 1n this description will be
defined. It should be noted that some terms other than the
tollowing ones will also be defined as needed 1n the following
description of embodiments.

““lo have a burst property” refers herein to a situation where
while a bus master 1s transmitting the communication data of
traific flows continuously, those traific flows have only a short
permitted time delay or request a broad bandwidth. As such
communication data to be transmitted by a bus master with a
burst property, video based data may be classified, for
example. On the other hand, as communication data 1n a
time-delay-guaranteed class with no burst property, USB data
may be classified. It 1s determined from a designer’s point of
view whether given data has a burst property or not.

The “non-performance-ensuring data” 1s data which needs
to guarantee neither throughput nor time delay.

The “requested bandwidth” refers herein to the transmis-
sion quantity per unit time of a traific flow, of which the
throughput 1s guaranteed.

The “deadline” of a traffic tlow refers herein to a time by
which the traffic tlow 1s supposed to arrive at 1ts destination
(1.e., slave) as specified by a bus master that has started to
transmait the tratfic tlow.

For example, according to exemplary embodiments of the
present invention, the bus system and router to be described
below can be obtained.

Specifically, an embodiment provides a bus system for a
semiconductor circuit to transmit data between a first node
and at least one second node through a network of buses and
at least one router which 1s arranged on any of the buses. The
data to be transmitted includes performance-ensuring data
which guarantees at least one of throughput and a permitted
time delay. The first node includes: a packet generator con-
figured to generate a plurality of packets, each of which
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includes the data to be transmitted and classification informa-
tion that indicates the class of the data to be transmitted to be
determined according to 1ts required performance; and a
transmission controller configured to control transmission of
the packets. The at least one router includes: a buifer section
configured to store the recerved packets separately after hav-
ing classified the packets according to their required perfor-
mance by reference to the classification information; and a
relay controller configured to control transmission of the
packets that are stored in the bufler section at a transmission
rate which 1s equal to or higher than the sum of transmission
rates to be guaranteed for every first node associated with the
classification information by reference to each piece of the
classification information.

In one embodiment, the at least one router includes a plu-
rality of routers. The plurality of routers operate at the same
operating frequency, and the respective relay controllers pro-
vided for those routers control transmaission of the packets at
the same transmission rate. And the same transmission rate 1s
set to be equal to or higher than the maximum one of the
transmission rates to be guaranteed by the plurality of routers.

In another embodiment, a transmission rate to be guaran-
teed has been set in advance with respect to each perfor-
mance-ensuring data. The transmission controller controls
transmission of packets of the performance-ensuring data
either at a predetermined rate which exceeds a transmission
rate to be guaranteed by the performance-ensuring data or
without imposing a limit to the transmission rate. The at least
one router 1s able to transmit the packets of the performance-
ensuring data at a rate exceeding the transmission rate to be
guaranteed by using a first band 1n which the transmission rate
to be guaranteed 1s able to be maintained and a second band
which 1s an extra band. The relay controller classifies, by
reference to the classification information, the respective
packets of the performance-ensuring data among the plurality
of packets that are stored in the buifer section into packets to
be transmitted using the first band and packets to be transmut-
ted using the first and second bands, and transmits preferen-
tially the packets to be transmitted using the first band.

In another embodiment, the data to be transmitted further
includes non-performance-ensuring data which guarantees
neither throughput nor permitted time delay. The transmis-
sion controller controls transmission of packets of the non-
performance-ensuring data without imposing a limait to their
transmission rate. The bulfer section stores the received pack-
cts ol the non-performance-ensuring data separately. And the
relay controller transmits the packets of the performance-
ensuring data and the packets of the non-performance-ensur-
ing data in this order.

In another embodiment, the packet generator further gives
time information about the deadlines of the packets to the
packets, and as for packets to which the same piece of clas-
sification information 1s given, the relay controller deter-
mines the order of transmission of the packets according to
their deadlines.

In another embodiment, the time information about the
deadlines 1s information about a deadline by which the pack-
ets are supposed to arrive at the at least one second node,
information about a time when the first node transmitted the
packets, information about an accumulated value of process-
ing times by the first node and the router, or information about
the value of a transmission counter indicating the order of
transmission of the packets from the first node.

In another embodiment, 11 the time information about the
deadlines does indicate the deadlines, the relay controller
transmits packets with closer deadlines more preferentially
than the other packets.
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In another embodiment, as for each of the packets to be
transmitted using the first and second bands, the relay con-
troller and the transmission controller determine a rate
exceeding a transmission rate to be guaranteed based on the
processing ability of a node or link that 1s going to cause a
bottleneck for the bus system.

In another embodiment, the performance-ensuring data
includes burst data with a burst property and non-burst data
with no burst property. The classification information given
by the packet generator 1s able to distinguish the burst data
from the non-burst data. The buffer section of the at least one
router stores the burst data and the non-burst data in the
multiple buffers separately. And the relay controller of the at
least one router transmits the packets of the burst data and
then the packets of the non-burst data.

In another embodiment, the transmission controller of the
first node transmits the burst data at a predetermined trans-
mission rate, and the relay controller transmits at least the
burst data at a predetermined transmission rate.

In another embodiment, the at least one second node
includes a plurality of second nodes, and the buller section of
the at least one router stores the packets of the respective
second nodes 1n the plurality of buffers separately from each
other.

In another embodiment, the packets include command-
sending packets and data-sending packets, and the relay con-
troller transmits the command-sending packets without
imposing any limit to their transmission rate.

In another embodiment, the packets include command-
sending packets and data-sending packets, and the buffer
section of the at least one router stores the command-sending
packets and the data-sending packets 1n the plurality of buil-
ers separately from each other.

In another embodiment, the packet generator of the first
node multiplexes the packets and transmits a resultant multi-
plexed packet.

In another embodiment, the first node that transmits the
multiplexed packet and the at least one router include a signal
line to transmit information indicating division positions at
which the multiplexed packet 1s restored to respective data.

A router according to another embodiment of the present
invention 1s arranged on any of buses that form a network 1n
a bus system for a semiconductor circuit to relay data to be
transmitted between a first node and at least one second node
of the bus system. The first node generates and transmits a
plurality of packets, each of which includes the data to be
transmitted and classification information that indicates the
class of the data to be transmitted to be determined according
to 1ts required performance. The data to be transmitted
includes performance-ensuring data which guarantees at least
one of throughput and a permitted time delay. And the router
includes: a buller section which stores the receirved packets
separately after having classified the packets according to
their required performance by reference to the classification
information; and a relay controller which controls transmis-
sion of the packets that are stored in the bufler section at a
transmission rate which i1s equal to or higher than the sum of
transmission rates to be guaranteed for every first node asso-
ciated with the classification information by reference to each
piece of the classification information.

Hereinafter, a router as an embodiment of the present
invention will be described with reference to the accompany-
ing drawings.

What will be described in the following description 1s a
technique for increasing the transmission efliciency of dis-
tributed buses (NoC) 1n a semiconductor integrated circuit at
as low a bus’ operating frequency as possible based on quan-
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titative tentative calculations while minimizing mutual inter-
ference between multiple tratfic flows running through the
buses with mutually different required performances. What
will also be described 1n the following description 1s a con-
figuration for a router that ensures performance (in terms of
throughput and permitted time delay) for use in the NoC and
the QoS (Quality of Service) of the distributed buses.

The present mventors set “classes”, into any of which a
grven tratfic tlow 1s to be grouped according to 1ts required
performance. That 1s to say, a traflic flow running out of a bus
master as an output node 1s grouped nto any of those classes
that have been set and a buller to store the tratfic flow 1s
provided separately 1n a router for each of those classes 1n
order to reduce interference between the classes. For
example, 1 this description, roughly two major classes,
namely, a performance-ensured class and a non-perior-
mance-ensured class, are set. And each of these classes may
be subdivided into sub-classes according to its required per-
formance. It will be described in further detail later with
respect to exemplary embodiments how to set such classes
and sub-classes.

In one embodiment of the present invention, with respect to
a traific flow of the performance-ensured class, on which a
relatively strict performance requirement 1s imposed, routers
and bus masters perform transmission processing at a high
priority level and at a controlled rate. On the other hand, a
traffic flow of the performance-ensured class, on which a less
strict performance requirement 1s imposed, and a traific tlow
of the non-performance-ensured class, on which no perfor-
mance requirement 1s imposed at all, are transmitted at a low
priority level but at a rate exceeding the requested band. As a
result, the traffic flow of the performance-ensured class can
definitely have 1ts performance ensured. On the other hand,
the traflic flow of the performance-ensured class with less
strict performance requirement and the traffic flow of the
non-performance-ensured class can be transmitted using the
bus’ extra band to be produced by worst estimation. By reduc-
ing the interference between those classes of performance
requirement and using the bus more efliciently, there 1s no
need to overestimate the required bus bandwidth to ensure the
performance, and a performance-ensured bus can be estab-
lished at a low bus’ operating frequency. On top of that, since
the bus’ operating frequency can be decreased, the power
dissipation by the bus and the required chip area can be both
reduced, the flexibility of layout can be increased, and the
restriction of bus lines (e.g., distance of bus lines to be wired)
can be relaxed.

FIG. 2 shows a processing policy according to this embodi-
ment to be applied to the performance-ensured class and the
non-performance-ensured class.

Suppose Performance-Ensured Classes A, B and C and
Non-Performance-Ensured Class Z have been defined as trat-
fic flow classes as shown 1n FIG. 2.

As for traffic flows of Classes A and B, routers and bus
masters set a transmission rate (upper limit value) based on
the requested bandwidth and control the transmission rate of
the trailic flows, thereby ensuring their performance. In par-
ticular, a traific flow of Class A needs to satisty a more strict
performance requirement than a traffic flow of Class B does,
and therefore, 1s transmitted at a higher priority level.

A traffic flow of Class C 1s transmitted by routers and bus
masters at a transmission rate exceeding the requested band.
As a result, the bus’ extra band can be used with the perfor-
mance ensured.

A traffic flow of Class Z 1s processed at a lower priority
level than a traffic flow of any of the other classes described
above. In this case, non-performance-ensuring data can be




US 9,270,604 B2

9

transmitted without putting an upper limait to the transmission
rate and the bus’ extra band can be used. In addition, the
routers can group the builers mnto the respective classes, can
reduce the interference between the classes by performing the
transmission control on a class-by-class basis, and can trans-
mit a traific flow with a high prionty level at a shorter time
delay. As aresult, the bus can be used more efficiently with the
performance ensured at a lower bus’ operating frequency.

In this description, the “worst estimation” refers herein to
calculating the bus bandwidth at which the performance can
be ensured by expecting, during the design process, the traffic
flow status when the bus system 1s 1n the worst-case scenario.
Actually, however, the traffic flow rate may sometimes be
lower than 1n the worst-case scenario, and there will be an
extra band, 1.e., a margin, in the bus.

<QOverall Configuration>

FI1G. 3 1llustrates an exemplary NoC which 1s implemented
using routers 103 as an embodiment of the present mnvention.
In FIG. 3, illustrated are an exemplary butifer configuration
tor the routers 103 and how a packet may be transmitted.

This NoC includes a bus master 101, a master network
intertace controller (NIC) 102, at least one router (such as the
router 103), a slave NIC 104, and a slave 103.

The bus master 101 (which will be sometimes simply
referred to herein as a “master”) 1s connected to the master
NIC 102. The master and slave NICs 102 and 104 are con-
nected together via the at least one router (such as the router
103). The slave NIC 104 1s connected to the slave 105. In the
following description, each of the routers 1s supposed to have
the same configuration and perform the same operation.
Thus, the router 103 will be described as an example of the at
least one router.

The router 103 includes an mput bulfer section 1404 to
store the packets 202. Specifically, the input butler section
1404 stores the packets 202 on a class-by-class basis accord-
ing to the class of each of those packets 202 to relay. The
router 103 includes such an mput butier section 1404, and
therefore, can arrange the order of priorities of the packets
202 to transmit as will be described 1n detail later. Also, since
the master NIC 102 and the router 103 transmit the packets at
rates that have been set 1n advance for the respective classes,
cach of the NIC 102 and router 103 includes a rate controller
(to be described later).

The master NIC 102 generates one or more packets 202
based on the communication data 201 recerved from the bus
master 101, divides the packet 202 1nto data units, of which
the size 1s small enough to send it in one cycle of the bus’
operating frequency, and transmits those data units. In this
description, such data units, of which the size 1s small enough
to send them 1n one cycle of the bus’ operating frequency, will
be referred to herein as “flits”. In FIG. 3, illustrated are a
number of such flits 203.

The packet to be transmitted 1s stored in the mput butler
section 1404 of the router 103, 1s sent on a tlit-by-1lit basis
from the router 103 and other routers, and then arrives at the
slave NIC 104. In response, the slave NIC 104 reconstructs
cach packet based on those flits 203 receirved, restores the
original communication data based on a plurality of packets,
and transmits the original communication data to the slave
105.

FI1G. 4 shows the concepts of respective components of an
NoC.

In this description, some of these components will be col-
lectively referred to as follows.

The bus master 101 and the master NIC 102 will be col-

lectively referred to herein as a “first node 2117
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The slave 105 and the slave NIC 104 will be collectively
referred to herein as a “second node 215”.

More than one router 103 will be regarded herein as a
single router macroscopically, and will be referred to herein
as a “‘router 2006

And the first and second nodes 211 and 215 and the entire
router 206 will be collectively referred to herein as a “bus
system 3501.

Herematter, a router 206 according to an exemplary
embodiment of the present invention will be described with
reference to the accompanying drawings.

FIG. 5 schematically 1llustrates a configuration for the NoC
shown 1n FIG. 3.

First of all, the master NIC 102 receives data about each
traffic flow 1n the input buffer section (not shown) from the
master 101 and transmits the packets 202 at a transmission
rate which has been set for each master 101 to be high enough
to satisly the performance requirement on each traffic flow.

The router 103 includes an input butier section 1404 and a
rate controller 1409.

The mput bulfer section 1404 (will be simply referred to
heremn as a “bullfer section™) includes mput builers 1405,
which store traffic flows that have been grouped according to
their destinations and their classes. In the example illustrated
in FIG. 5, each of those imnput butfers 1405 1s implemented as
an FIFO (First In, First Out) buffer. By being provided with
such an 1nput butfer section 1404, the router 103 can change
the tratiic flows to transmit so as to prevent a tratfic flow of a
high priority level class from being atfected by a tratfic flow
of a low priority level class. Even though the buffer 1s sup-
posed to be an input butler 1n this embodiment, this configu-
ration 1s also applicable in the same way, even 11 the builer 1s
included as an output buifer. The reason 1s that the packets just
need to be stored separately according to the performance
requirement and the rate of transmission of the packets to an
adjacent router or slave NIC just needs to be controlled, no
matter where the bulfers are arranged.

The rate controller 1409 transmits the packets at a trans-
mission rate that has been set on a class-by-class basis. For
example, the rate controller 1409 may set the transmission
rate 1n the form of a transmission interval. In this description,
the rate controller will be sometimes referred to herein as a
“relay controller”.

As the transmission rate set by the rate controller 1409 of
the router 103, a transmission rate value which 1s equal to or
greater than the transmission rate guaranteed for the master
NIC 102 needs to be set on a class-by-class basis, because the
packets 1ssued by a plurality of masters are confluent there.
For example, 11 there are N masters that have been grouped
into the same class and 1f the transmission rate 1s set at a
predetermined transmission interval, the transmaission inter-
val 1s set to be equal to or smaller than the value obtained by
dividing the transmission interval of the master NIC by N.
That 1s to say, the packets are transmitted at a transmission
rate that 1s equal to or greater than the sum of the transmission
rates to be guaranteed by the respective masters. Optionally, 1T
such a rate control 1s performed 1n the routers, not just in the
master NICs, the time delay and throughput of each class can
be guaranteed end-to-end.

Specifically, as a method for getting the transmission rate
set by a router, an 1individual transmission rate value may be
set for each router based on the rate to be guaranteed for the
traffic flow running through that router.

FIGS. 6 A and 6B show exemplary transmission rate values
to be set for respective routers.

FIG. 6A 1illustrates an example 1n which a minimum guar-
anteed transmission rate value 1s set based on the tratfic flows
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running through the respective routers. For example, as
shown 1n FIG. 6A, the sum of the transmission rates to be
guaranteed for the respective traific flows coming from the
masters A0 and Al 1s set to be the traffic flow transmission
rate for the router R2 and controlled. If the transmission rates
of the respective routers are set by such a method, the bus
operating frequencies of the respective routers can be mini-
mized. However, the implementation cost will rise, because
the respective routers should be designed to have the best
frequencies.

According to another exemplary embodiment, the same
transmission rate value may also be set for the respective
routers. In that case, the traffic flow transmission rates of the
respective routers may be set, with respect to each class, to be
the transmission rate ol a router where tratfic tflows to be
guaranteed are confluent with each other most heavily 1n the
overall system, and controlled.

For example, as shown 1n FIG. 6B, the router R2 sets the
traffic flow transmission rate of each router based on the
transmission rate value (1.e., the sum of the rates guaranteed
tor the masters B0, B1 and B2) of the router R3 where traflic
flows are confluent with each other most heavily. By setting
the transmission rate that 1s the highest 1n the entire system to
be the transmission rate of each router, a bottleneck will be
hardly created in the entire network. Consequently, the per-
formance can be ensured more easily and the hardware can be
laid out more easily, because the bus system can be designed
at a single operating frequency.

In this exemplary embodiment, the highest transmission
rate 1n the entire system 1s supposed to be set in common to be
the transmission rate at the relay controller of each router.
However, this 1s just an example. Alternatively, the transmis-
s10n rate may even be set to be higher than the highest trans-
mission rate in the entire system.

Nevertheless, 11 every router were operating at the same
operating frequency and if the transmission rate were set to be
the same 1n every relay controller, an excessively high trans-
mission rate would be set for some routers. In that case, those
routers should operate at a more than necessarily high oper-
ating frequency.

It should be noted that 1t the operating frequency that
makes the routers operate at the sum of the respective trans-
mission rates to be guaranteed 1s excessively high, then not
every router has to be driven at the same operating {frequency.
Alternatively, as 1in a system bus or a local bus, the operating
frequency may be changed on a bus role basis, a router with
the highest transmission rate may be selected, and the trans-
mission rate may be set. In this manner, 1t 1s possible to
prevent the operating frequency ol a router on a local bus
which 1s relatively close to a master from going excessively
high.

The classes in the put buffer section 1404 may be
grouped 1nto a time-delay-guaranteed class which needs to
take the time delay into consideration and a non-time-delay-
guaranteed class which does not have to take the time delay
into consideration. The time-delay-guaranteed class 1s subdi-
vided into Class A with a burst property and Class B with any
other property. In this embodiment, the mput buifers are
allocated according to those subdivided low-order classes.

As for the low-order classes of the time-delay-guaranteed
class and the non-time-delay-guaranteed class, any arbitrary
number of input bulfers may be allocated to any arbitrary
number of classes.

In this embodiment, the “time-delay-guaranteed class™ 1s
supposed to be subdivided based on a permitted time delay.
However, the “time-delay-guaranteed class™ may also be sub-
divided based on throughput, not on time delay. That 1s to say,
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according to this embodiment, the time-delay-guaranteed
class may be subdivided based on at least one of time delay
and throughput.

The mput butlfer section 1404 of the router 103 and the
input bulfer section (not shown) of the master NIC 102 are
configured so that buffers are separated according to their
destinations. By separating the buflfers not only on a class-
by-class basis but also according to their destinations, inter-
ference between tratfic flows with mutually different destina-
tions can be reduced. Also, even if the bus 1s congested with
tratfic flows bound for a certain destination, tratfic flows
bound for another destination can secure butters for sure, and
can be transmitted just as intended.

In addition, 1f the buflers are separated as described above,
interference between traific flows with mutually different
priority levels and interference between tratfic flows with
mutually different destinations can be reduced by changing
the transmission rate according to the class and the destina-
tion 1n a situation where those bullers are implemented as
FIFOs. Nevertheless, 11 the transmission rate can be changed
and 11 the butlers to use can be managed on a class-by-class
basis or on a destination basis by using randomly accessible
memories, for example, then those bullers do not have to be
physically separated from each other.

For example, not only randomly accessible memories but
also an address table as data may be provided for the router
103. The address table 1s a table with which the storage
addresses and stored packets are managed on a destination
slave basis for each class in the memory. By using those
memories and such an address table, any arbitrary packet
stored 1n the mput butfer of the router 103 can be freely read
from and written to. As a result, effects to be obtained by
logically separating the bullers can be achieved. Even i pack-
cts with low priority levels or bound for a certain destination
are stored in a buflfer, packets with high priority levels or
bound for another destination can be transmitted without
interfering with the former packets.

Still alternatively, the bus system may also be configured so
that butlers to be used by a tratfic tlow with a low priority level
are usable for a traffic flow with a high priority level. In that
case, the buifers usable for the traific flow with the high
priority level will include both butfers not to be intertered
with by the traffic flow with the low priority level and butters
to be interfered with by the traffic flow with the low priority
level. However, just at least one builer not to be interfered
with by the traflic flow with the low priority level needs to be
secured. In that case, interference by the traffic flow with the
low priority level can be reduced.

Furthermore, as a method for controlling the transmission
rate between the rate controller 1409 of the router 103 and the
rate controller (not shown) of the master NIC 102, the packet
transmission interval 1s controlled according to this embodi-
ment, because such a method can be implemented easily. For
example, 1f a traific flow needs to be transmitted at a higher
transmission rate, the transmission rate can be increased by
setting the transmission interval to be a narrower one. Spe-
cifically, 1f the traffic flow transmission rate needs to be
doubled, then the transmission interval may be halved. On the
other hand, 1f the traffic flow transmission rate needs to be
halved, then the transmission interval may be doubled. How-
ever, the transmission rate may also be controlled by any other
method such as a technique for measuring the size or length of
data that has been transmitted per unit time or 1n a unit cycle.
Furthermore, even though the slave is generally implemented
as a memory or a memory controller, the slave does not have
to be amemory but may also be any other arbitrary node such
as a master, an I/O or a router.

[l
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The tflow control to be carried out by the router 103 of this
embodiment 1s quite different from a flow control to be
applied to the Internet. Hereinafter, the reason will be
described with reference to FIGS. 7A and 7B.

FIGS. 7A and 7B shows how the effect achieved varies
depending on whether the configuration of the router 103
described above 1s applied to the Internet or to a semiconduc-

tor bus system.

On the Internet (as shown 1n FIG. 7A), the tlow control of
data transmitted from a master 1s carried out based on the
exchange between the master and a slave compliant with the
TCP (Transmission Control Protocol). Meanwhile, each
router on the transmission route performs a routing control
for determining the transmission route or the QoS control.
However, no routers on the Internet carry out any flow con-
trol. Instead, since data 1s just transmitted through the Inter-
net, no matter how much space 1s left 1n a buffer at an adjacent
node, data could be lost due to buifer overtlowing.

In the exampleillustrated 1n FIG. 7A, each of Routers 1 and
2 and Slave, of which the butfer still has a space left, can
receive data that has been transmitted from the adjacent node.
On the other hand, Router 3, of which the buffer has no space
left, cannot store the data in 1ts bufler and causes buifer
overflowing. In addition, even 1f packets are discarded on the
router end 1n order to avoid convergence before the builer
overtlows, data could be lost, too.

On the other hand, 1n the semiconductor bus system to
which this embodiment 1s applied (see FIG. 7B), the flow
control 1s carried out between every pair of nodes on the
transmission route. Specifically, for that purpose, before
sending data, each node sees 11 there 1s any space leit 1n the
butiler of the adjacent destination node. And the node trans-
mits the data only 11 there 1s still a space left 1n the builer.

That 1s why by stopping transmitting the data 11 there 1s no
space left 1n the buffer at the destination node, butler over-
flowing can be avoided. In the example illustrated 1n FI1G. 7B,
only Master and Routers 1 and 3 which have confirmed that
there 1s still a space left in the buffer at the adjacent destina-
tion node (which may also be a router) transmit data, while
Router 2 which has failed to confirm that there 1s a space leit
in the butier at the adjacent destination node stops transmit-
ting the data. As a result, the data loss due to buller overflow-
ing can be avoided. As can be seen, the semiconductor bus
system to which this embodiment 1s applied 1s quite different
from the Internet technology 1n the respect that no data 1s
supposed to be lost on the transmission route.

If the disclosure of the embodiments described above were
applied to the Internet, then excessive amounts of data would
be sent on a non-rate-controlled traffic flow or on a traific flow
to be transmitted at a rate exceeding the requested bandwidth
to cause buller overflowing and packet loss on the route. On
sensing that packetloss, the transmission node would retrans-
mit the data with the data size cut down dynamically. Conse-
quently, 1n that case, it should be difficult to maximize the
eificiency to use the extra band and to ensure the performance
in terms of time delay and throughput.

On the other hand, the semiconductor bus system described
above does not lose, but accumulates, the excessive amounts
of data that has been transmitted. That 1s why each router can
transmit low priority level data that has been accumulated in
the buifer by taking advantage of a time interval 1n which no
high priority level data 1s being transmitted, and therefore,
can use the bus more efficiently. Each router will have such a
time interval 1n which no high prionty level data i1s being
transmitted and 1n which there 1s amargin in the bus band. The
router of this embodiment can make data flow by using that
extra band as will be described later.
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<(General Flow>

FIG. 8 1s a flowchart showing the procedure of operation of
an NoC 1ncluding routers according to an embodiment of the
present invention.

The bus master 101 transmits communication data 201 to
the master NIC 102 (1n Step S501). In response, the master
NIC 102 transforms the communication data 201 received
into packets 202 and transmits the packets 202 to the router
103 at a transmission rate to be set on a class-by-class basis (in

Step S502).

The master NIC 102 sets the transmission rates of time-
delay-guaranteed classes A and B to be a transmission rate at
which the performance required by each of these classes in
terms of the requested bandwidth and time delay 1s satisfied.
As for the transmission rate of Class C, on the other hand, the
master NIC 102 may or may not set the transmission rate to be
an upper limit value exceeding the requested bandwidth 1n
order to use the extra band while ensuring the performance 1n

terms of requested bandwidth and delay.

And as for the transmission rate of the non-time-delay-
guaranteed class (1.e., Class 7)), the master NIC 102 does not
put an upper limit to the transmission rate 1 order to use the
extra band. It should be noted that the transmission priority
levels of these four classes are supposed to decrease 1n the
order of Classes A, B, C and Z. That 1s to say, Class A 1s
processed at the highest prlonty level. FIG. 2 shows a differ-
ence 1n priority level and a difference 1n rate control between
the performance ensured classes A, B and C and the non-
performance ensured class Z.

The more than one router 103 transmits the packets at a
preset rate value 1n the descending order of the class priority
levels according to the destination slave IDs and classes of the
packets 202 recerved (1n Step S503).

The slave NIC 104 converts the packets 202 recerved from
the router 103 into the original communication data 201 and
then transmits the communication data to the slave 105 (in
Step S504). In response, the slave 105 interprets the commu-
nication data 201 received to determine whether or not the
slave 105 needs to respond to the communication data 201
received (in Step S503). If the answer 1s YES, the slave 105
generates communication data as a response and transmits the
communication data to the slave NIC 104 (in Step S506). The
slave NIC 104 converts the communication data 201 which
has been recerved as a response from the slave into packets
202 and transmits the packets 202 to the router 103 (1n Step
S507). The router 103 checks out the destination of the pack-
cts 202 recerved, determines their target and transmits them to
the target (1n Step S508). Meanwhile, the master NIC 102
converts the packets 202 received 1nto the communication
data 201 and then transmits the communication data 201 to
the bus master 101 (1n Step S509).

FIG. 9 shows the rule of classitying bus masters so that the
performance-ensuring data and the non-performance-ensur-
ing data can be distinguished from each other, to say the least,
in order to lower the estimated bus’ operating frequency
required. The designer of a bus system sets the class of a given
bus master according to this classification rule. Although this
1s not an operation to be performed by a router, 1t will be
described anyway 1n the following description.

In order to classily respective masters 1n advance, first of
all, the designer defines the specification required for a traflic
flow generated by every master during the design process (in
Step S3201).

The designer groups a master which has a low priority level
and which just needs to make a traific flow run only when the
bus 1s not occupied into Class 7Z (1in Step S3202). Such a
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master grouped mto Class 7 generates a non-performance-
ensured tratlic flow, which may be data output from a proces-
sor, for example.

The designer groups a master which needs to transfer data
at a rate exceeding the requested bandwidth into Class C (in >
Step S3205), to which masters 1n charge ol some processor-
or graphics-related processing belong. Class C further
includes a master that outputs a tratlic flow which should be
transmitted at rates that vary with time but that are always
equal to or higher than a certain rate as 1n filter processing, for
example, and which may be transmitted as a preceding flow at
a rate that 1s equal to or higher than an average requested
bandwidth time wise.

The designer groups a master which belongs to the time-
delay-guaranteed class, on which a strict requirement 1is
imposed 1n terms of requested bandwidth and permitted time
delay, and which has a burst property into Class A (1n Step
S53203). A traflic flow generated by such a master in Class A
1s subjected to transmission processing most preferentially, »g
and therefore, 1s transmitted by a router without interfering
with a traffic flow 1n any other class. Consequently, the per-
formance of each traific flow can be ensured 1n terms of time
delay and throughput at an even lower bus’ operating fre-

quency. 25

The designer groups the other masters into Class B (in Step
S53204).

FIG. 10 shows spec1ﬁc exemplary definitions of specifica-
tions required for tratfic flows to be generated by masters.

The required specifications are defined by various param- 30
cters. Examples of those parameters include a master 1D, a
traffic flow requested bandwidth, a permitted time delay, the
length of a packet when generated, and a destination slave ID.

I1 the slave 1s a memory, the type of the communication data,
which may be Read access or Write access, for example, 1s 35
also defined. For example, the 1tem on the second row of the
table shown 1n FIG. 10 indicates the attributes of a traffic flow
generated by a master of which the master ID 1s 0. This traffic
tlow has a requested bandwidth of 800 megabytes per second
(MB/s), a permitted time delay o1 0.2 us and one packet length 40
of 10 flits, and 1s a Write access with respect to a slave of
which the slave ID 1s O.

<Respective Components>

FIG. 11 shows respective classes to which the bus masters
101 are grouped and their specific examples. In this embodi- 45
ment, once a bus master 101 1s determined, its class 15 sup-
posed to be determined automatically. However, 1f a certain
bus master performs multiple kinds of processing and sends a
traffic flow, the class may be determined on a traffic flow
basis. 50

One of the following two methods may be adopted as a
method for defining classes on a traffic flow basis.

For example, the classes may be defined on a traffic tlow
basis by having a bus master add class specitying information
to data that forms a traifl
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ic flow and send such data to a master 55
NIC. As described above, the specification reqmred for a
traific flow to be generated by each bus master 1s defined by
the designer. The bus master naturally knows the specifica-
tions required for a traific flow and therefore can specity the
class. 60
Alternatively, the master NIC may define the classes on a
traffic flow basis. The master NIC stores, in a memory in
advance, a table (not shown) in which the identifier of each
traific flow 1s associated with a class. A bus master adds an
identifier associated with the specifications required for a 65
traffic flow to the data that forms the traffic flow and then
sends the data to the master NIC. In response, the master NIC
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can determine the class of that tratfic flow by reference to the
table with the identifier of the traific flow recerved.

According to this embodiment, the bus masters 101 are
grouped 1nto respective classes following the classification
rule shown 1n FI1G. 9. Specifically, the classes are grouped into
time-delay-guaranteed classes (1.e., Classes A, B and C) n
which the time delay needs to be taken 1nto consideration and
a non-time-delay-guaranteed class (1.e., Class Z) in which the
permitted time delay 1s so long that the time delay can be
guaranteed even without taking the delay into consideration.

The time delay guaranteed class 1s subdivided 1nto a class
in which a traffic flow 1s transmitted at a rate exceeding the
requested bandwidth (1.e., Class C), a class which generates a
traffic tlow with a burst property and of which the permitted
time delay 1s particularly short or the requested bandwidth 1s
particularly broad (i.e., Class A), and the other class 1n which
delay and throughput need to be taken into consideration (i.e.,
Class B).

For example, masters such as encoders and decoders which
need to transmit a huge size of data 1n a short period are
grouped 1into Class A, masters such as peripherals and I/Os are
grouped 1nto Class B, and masters in charge of some proces-
sor- or graphics-related processing, involving a data transfer
of which the performance needs to be ensured, are grouped
into Class C.

Into the non-time-delay-guaranteed class (1.e., Class 7),
grouped 1s a master that generates a traffic flow for which the
performance does not have to be ensured 1n terms of through-
put and time delay and which has a low priornity level and may
just need to be transmitted only when the bus 1s not occupied.
Naturally, the classes may also be grouped on a traffic flow
basis as described above. For example, a traffic flow for
graphics related processing, for which the performance does
not have to be ensured, and a traflic flow including the output
data of a processor are grouped into Class Z. It should be
noted that 1f the processor or graphics related traific flow
includes data for which the performance needs to be guaran-
teed 1in terms of time delay or throughput, such a traific flow
may also be grouped mto a performance-ensured class,
instead of Class Z.

Optionally, a class with an even higher priority level may
be provided for a traffic flow or master for which a particu-
larly strict performance requirement (on a permitted time
delay or a requested bandwidth) 1s imposed among other
classes, and such a traffic flow or master may be grouped into
such a class.

Portions (a), (b) and (a) of FIG. 47 illustrate how classifi-
cation may be done according to the priority level of a time-
delay-guaranteed class. In FIG. 47, the closer to the top of the
paper a class 1s located, the higher the priority level of that
class 1s. In each of these portions (a), (b) and (¢) of FIG. 47,
classification 1s supposed to be done independently of each
other. It should be noted that there 1s no correspondence 1n
priority level between these portions (a), (b) and (¢) of FIG.
47.

Portion (a) of FIG. 47 illustrates an exemplary set of pri-
ority levels for Classes A, B and C as described above. As far
as the priority level 1s concerned, Class A has the highest
priority level, and the priority level decreases 1n the order of
Classes B and C.

In another example, to shorten the time delay to be caused
by some processor related tratfic flow belonging to Class C,
another high-priority-level class D may be provided for such
a traffic flow, separately from the other tratfic flows belonging
to the same Class C. Portion (b) of FIG. 47 illustrates such
Class D, of which the priority level 1s lower than that of Class
B but higher than that of Class C. Some processor related
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traific tlow 1s grouped into such Class D. In order to shorten
the time delay, at least a traflic flow with a requested band-
width that has been set with respect to Class D 1s transmitted
at a higher priority level than a traffic flow belonging to Class
C.

In still another example, traflic flows to be grouped 1nto
Class D described above may also be grouped into subdivided
classes. Portion (¢) of FIG. 47 1llustrates exemplary classes
which have been subdivided with a traffic flow to be trans-
mitted at a rate exceeding the requested bandwidth taken 1nto
consideration. In this example, Classes A, B, D, C1, C and C2
have been set 1n the descending order of priorities.

First of all, among traffic flows to be grouped 1nto Class D,
a class to Wthh traffic flows exceeding the requested band-
width belong 1s set to be Class C1. As a result, those traffic
flows exceeding the requested bandwidth are transmitted at a
higher priority level than traffic tlows also exceeding the
requested bandwidth but belonging to Class C.

Alternatively, among tratfic flows to be grouped into Class
D, a class to which ftraffic flows exceeding the requested
bandwidth belong may also be set to be Class C2. As a result,
those traffic tlows exceeding the requested bandwidth are
transmitted at a lower priority level than traffic flows belong-
ing to Class C.

It all of those tratfic flows that have been grouped into Class
D at first need to be transmitted at as high a priority level as
possible the time delay to be caused by a tratfic flow belong-
ing to Class D may be set to be shorter than what 1s caused by
a traffic flow belonging to Class C. On the other hand, if those
traffic flows exceeding the bandwidth requested for Class D
need to be transmitted at a low prionty level, those traiffic
flows exceeding the requested bandwidth may be grouped
into Class C2, and the time delay to be caused by a tratfic flow
belonging to Class C2 may be shorter than what 1s caused by
a tratfic tlow belonging to Class C.

Optionally, 1n order to transmit a traific flow belonging to
Class D preferentially, an extra band may be secured 1n
advance for such a traffic tlow. For example, 1n a time interval
in which traffic flows are transmitted at a bandwidth
requested for Class C but no traffic flows belonging to Class
D are transmitted, traffic flows belonging to Class C are
transmitted 1n advance using the extra band. As a result, there
will be no need to transmit those traffic flows belonging to
Class C that have already been transmitted in advance. That 1s
to say, this means reserving an extra band for the future.
Specifically, in a time interval in which no traffic tlows
belonging to Class D are transmitted, tratfic flows belonging,
to Class C are transmitted at a rate exceeding the requested
bandwidth. As a result, the sum of the traific flows belonging,
to Class C to be transmitted 1n the future can be reduced and
the extra band can be used to transmit other traific flows.
Consequently, the interference with tratfic flows belonging to
Class C can be reduced and the time delay to be caused by
traific flows belonging to Class D can be shortened.

FI1G. 12 illustrates a configuration for the master NIC 102,
which 1s comprised mostly of hardware circuits. Each com-
ponent of the master NIC 102 1s implemented as a combina-
tion of multiple circuit elements. Alternatively, each compo-
nent may also be implemented as either a single integrated
circuit or multiple integrated circuits.

The master NIC 102 includes a destination analyzing sec-
tion 801, an mput buil

er section 802, a master information
storage 803, a rate controller 804, an output changer 805, a
packet generator 806 and a buffer use information communi-
cation circuit 807.

The destination analyzing section 801 communicates with
the bus master 101 to receive the communication data 201, a
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destination slave ID 705, a deadline time 707 and a source 1D
704 and store the respective data.

The input butler section 802 stores the communication data
201 on a destination basis.

The master information storage 803 stores what the desti-
nation analyzing section 801 has gotten by communicating
with the bus master 101, 1.¢., the source 1D 704 identifying
that bus master 101, the class to which the bus master 101
belongs, the deadline time 707, or the destination slave 1D
705.

The rate controller 804 determines the transmission rate
based on the rate value that has been set 1n advance 1n the rate
value storage 1003 and controls the transmission rate of pack-
ets. In this description, the rate controller will be sometimes
referred to herein as a “transmission controller”.

A bus master which 1s going to transmit performance-
ensuring data, on which a strict performance requirement 1s
imposed, sets the transmission rate to be a transmission rate
that needs to be guaranteed. On the other hand, a bus master
which 1s going to transmit data at a rate exceeding the
requested bandwidth either sets the traflic flow rate value
(upper limit value) to be a transmission rate exceeding the
requested bandwidth or does not set the tratfic flow rate value
(upper limit value) at all 1n order to use the extra band. With
respect to a traflic flow 1n the non-performance-ensured class,
the bus master does not set the traffic tlow rate value (upper
limit value). As a result, the traffic flow 1s always ready to be
transmitted and can be transmitted using the extra band.

It should be noted that 1f the rate value (upper limit value)
1s set to be a transmission rate exceeding the requested band-
width, then the rate value (upper limit value) could be deter-
mined based on the processing ability of a node or link that
would cause a bottleneck for the entire bus system. For
example, suppose a particular link would cause a bottleneck
where the traffic flow becomes the heaviest in the entire bus
system. In that case, the transmission performance of that link
1s determined based on the operating frequency and width of
the bus so as to use the link with maximum efficiency, and the
transmission rate (upper limit value) 1s determined based on
the transmission performance. Alternatively, 1n such a situa-
tion, a certain use case may be supposed and the extra band,
and eventually the rate value, may be determined by subtract-
ing the requested bandwidth of the performance-ensuring
data that has been transmitted from another bus master. Also,
if the slave 1s a memory, a bottleneck could be produced
depending on the ability of the memory to process the com-
munication data. That 1s why the transmission rate (upper
limit value) can be set to be high enough for the memory to
transmit a size of data that can be processed continuously. As
a result, the bottleneck of the bus system can be used most
eificiently without transmitting a traffic flow at an excessively
high rate.

The output changer 8035 changes the butlers for transmis-
s1ion according to the communication data 201 stored 1n the
input buifer section 802, information provided by the rate
controller 804 about whether or not the packets are ready to be
transmitted, and information provided by the buffer use infor-
mation communication circuit 807 about buifers available
from the slave router 1402, and outputs the data stored 1n the
input butler section 802 to the packet generator 806.

The packet generator 806 converts the communication data
provided by the output changer 805 into packets, divides each
of those packets into {flits, and then transmits the flits. In
converting the communication data into packets, the packet
generator 806 adds a header and an end code to the data to be
communicated, as will be described later.

FIG. 13 shows the tlow of operation of the master NIC 102.
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The destination analyzing section 801 gets information by
communicating with the bus master 101 and records the des-
tination slave ID and deadline of the traffic flow to be trans-
mitted to the master information storage 803 (1n Step S901).
Information about the deadline 1s added to each packet by the
master NIC 102. Also, in this embodiment, the permitted time
delay may be represented by the maximum relative time
(difference) between a point in time when a packet 1s trans-
mitted from a source node and a point 1n time when the packet
arrives at a destination node. Meanwhile, the deadline 1s
represented by an absolute time by which the packet should
arrive at the destination node. Both of the time delay and
deadline may be represented as either absolute times or rela-
tive times as well.

The destination analyzing section 801 stores the commu-
nication data 201 recerved 1n an input buifer associated with
cach destination slave 1n the input builer section 802 (in Step
S902).

The output changer 805 1nquires of the rate controller 804
whether or not input butlers are ready to transmit packets. In
response to the inquiry, the rate controller 804 informs the
output changer 805 about whether input buifers are ready to
transmit packets or not so that the transmission rate that has
been set 1s not exceeded (in Step S903).

The buffer use information communication circuit 807 gets
information about available bufiers from the slave router
1402. In accordance with the buffer availability information
provided by the builer use information communication cir-
cuit 807, the output changer 805 allocates available butlers at
the destination to the communication data that 1s stored 1n the
input butler section 802.

In accordance with the information provided about
whether bullers are ready to transmit packets or not and the
results of the builer allocation, the output changer 803 trans-
fers the communication data 201 from the input butlers that
are ready to transmit packets (1n Step S904).

The packet generator 806 generates a header 701 for the
communication data 201 received based on the information
provided by the master information storage 803 (including
the source 1D 704, the destination slave ID 705, the deadline
707, and the class 706 that has been set 1n advance with
respect to the master information storage 803) and the input
buffer number 708 that 1s the buffer allocation result. Then,
the packet generator 806 generates a packet 202 by adding the
header 701 and the end code 702 to the communication data
201, divades the packet 202 into tlits, and transters those flits
(in Step S903).

FI1G. 14 1llustrates a data structure for each packet 202.

The packet 202 includes communication data 201, header
information 701 and an end code 702.

The communication data 201 1s real data to be communi-
cated between the bus master 101 and the slave 105 and may
be moving picture or audio data, for example.

The header information 701 includes information about a
start code 703 indicating the beginning of a packet, a source
ID 704 to identily the master, a destination slave ID 705 to
identify the slave that 1s the target, a class 706 to which a given
traific flow belongs, a deadline 707 by which the communi-
cation data should arrive at either the slave 105 or the bus
master 101, and an input butfer number allocation result 708
which 1s stored 1n each router 103.

The end code 702 1s a piece of information indicating the
end of a packet.

According to this embodiment, by generating the header
701 including the class 706 1n generating the packet 202, the
router 103 can transmit data on a class-by-class basis. In this
case, the class 706 just needs to be a piece of information that
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indicates the class of given data to be determined by 1ts
required performance (which will be referred to herein as
“classification information™). Thus, the packet may be gen-
erated so as to include information about the order of priori-
ties ol transmission of respective data classes, for example,
instead of the class 706. As another exemplary piece of infor-
mation that indicates the class of given data, a packet may be
generated so as to include a combination of the bufier num-
bers that can be stored 1n each router, and the order of priori-
ties of transmission may be determined by the butier numbers
stored 1n the router.

FIG. 15 illustrates a configuration for the rate controller
804 that 1s provided for the master NIC 102.

The rate controller 804 includes a transmission determina-
tion circuit 1001, a timer processor 1002 and a rate value
storage 1003.

On recerving an mquiry about whether or not respective
input butlers are ready to transmit packets from the output
changer 805, the transmission determination circuit 1001
determines, based on the transmission rate, whether those
builers are ready to transmit packets or not, and notifies the
output changer 805 of the result of the decision.

The timer processor 1002 includes a timer for measuring,
the transmission interval of packets 201 1n order to control the
transmaission rate.

The rate value storage 1003 stores the values of preset
transmission rates in order to control the transmission rate of
packets to be transmitted from the master.

In the rate controller 804, respective components may be
implemented as different pieces of hardware. For example,
cach of the transmission determination circuit 1001 and the
timer processor 1002 may be implemented as either a com-
bination of multiple circuit elements or a single integrated
circuit. The rate value storage 1003 may be loaded with the
transmission rate either by retrieving the transmission rate
from a nonvolatile memory when the power is turned ON to
start the bus system or by getting a preset transmission rate
from another node through a signal line. Optionally, the rate
controller 804 may be implemented as a combination of a
computer program and a computer (integrated circuit) that
executes that program.

FIG. 16 shows a rate value stored 1n the rate value storage
1003. If the transmission rate 1s controlled by the transmis-
s1on interval of packets, a transmission interval value 1s set 1n
advance. The transmission rate may be either set to be the
same value for each class or set individually on a master-by-
master basis. It should be noted that the term “transmission
interval” 1s shown 1n FIG. 16 just for convenience sake and
does not have to be stored actually. Instead, by clearly defin-
ing the storage area, either the transmission interval value
itsell or information corresponding to the transmission inter-
val value (1.e., information indicating the value of the trans-
mission rate) just needs to be held.

The same can be said about any of the drawings to be
referred to in the following description. That 1s to say, even i
the data structure 1s described 1n a similar format, the char-
acters shown on the first row do not have to stored actually.

FIG. 17 shows the flow of operation of the rate controller
804.

The timer processor 1002 retrieves a preset rate value from
the rate value storage 1003 (1n Step S1101). Specifically, with
respect to a class to be grouped as a time-delay-guaranteed
class, a rate value that ensures the performance in terms of a
time delay and a throughput may be set. On the other hand,
with respect to a class to be grouped as a non-time-delay-
guaranteed class, no upper limit 1s set with respect to the rate
value 1n order to use the extra band with maximum efficiency.
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On receiving an inquiry about whether the input buffers in
the input bulfer section 802 are ready to transmit packets or
not from the output changer 805 (1.¢., if the answer to the
query of the processing step S1102 1s YES), the transmission
determination circuit 1001 determines, based on the timer
value provided by the time processing section 1002, whether
those buflers are ready to transmit packets or not (1n Step
S51103).

And the transmission determination circuit 1001 provides
the transmissibility information thus obtained for the output
changer 805.

FIG. 18 shows how the transmission determination circuit
1001 performs the transmission determining processing step
S1103.

The transmission determination circuit 1001 gets the cur-
rent timer value from the timer processor 1002 on an input
butler basis (1n Step S1201).

If the timer value 1s not positive (i.e., 1f the answer to the
query of the processing step S1202 1s NO), then the answer 1s
“those butlers are ready to transmit”. On the other hand, 11 the
timer value 1s positive (1.e., i1f the answer to the query of the
processing step S1202 1s YES), then the answer 1s “those
butlers are not ready to transmat™.

FI1G. 19 shows the tlow of operation of the timer processor
1002.

The timer processor 1002 carries out a timer control in
order to control the transmission rate. Belfore starting its
processing, first of ail, the timer processor 1002 resets the
value of 1ts own timer 1nto zero. Next, 1f the timer processor
1002 has recerved the result of transmission 1n transmitting
the communication data from the mput buffer (1.e., if the
answer to the query of the processing step S1302 1s YES), the
timer processor 1002 sets the timer value to be the rate value
that has been retrieved from the rate value storage 1003.

After that, the timer processor 1002 decrements the timer
value every cycle of the bus’ operating frequency until the
timer value gets equal to zero (1n Step S1304).

According to this processing, while the timer value 1s posi-
tive, the timer processor 1002 refrains from transmitting the
communication data 201 that i1s stored in the associated
buftfer. In this manner, the transmission rate can be controlled
so as not to exceed the preset rate value. However, the trans-
mission rate may also be controlled by any method other than
what has just been described, as mentioned above.

FI1G. 20 1llustrates how to carry out a general flow control
between the master NIC 102 and the router 103. In this
description, the “flow control” refers herein to recerving the
communication status at the destination and controlling the
transmission of packets according to the communication sta-
tus. For example, the control to be performed by the master
NIC 102 that gets butler availability information from routers
on the route leading from the source to the destination and
from the slave NIC and that transmuits the packets by reference
to the bulfer availability information 1s an exemplary flow
control.

FIGS. 21A and 21B show how the flow control and rate
control are different. FIG. 21A shows how the transmission
quantity per unit time changes if the rate control 1s performed,
while FI1G. 21B shows how the transmission quantity per unit
time changes 11 no rate control 1s performed. As shown in FIG.
21A, by performing the rate control, the transmission quan-
tity per unit time of the packets being transmitted from either
the master NIC or the router 1s controlled so as not to exceed
the preset rate value (upper limit value). On the other hand, 11
the flow control 1s carried out without performing any rate
control, the transmission control by the flow control within
the physical band prevails as shown in FIG. 21B. For
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example, 1n that case, the packets can be transmitted using the
entire physical band of the bus without being restricted by the
transmission rate. Also, even when the rate value (upper limit
value) 1s set so as to exceed the requested bandwidth, the
transmission control by the tlow control will also prevail if the
rate value 1s set to be a sulliciently large value. Also, as for the
flow control of this embodiment, the router 103 and the mas-
ter NIC 102 perform a flow control by transmitting packets by
reference to the buffer availability information in the input
bufler section at the destination.

<Router>

FIG. 22 1llustrates a configuration for the router 103.

The router 103 receives a packet 202 from either a master
router 1401 or a master NIC 102 and transmits the packet 202
to either a slave router 1402 or a slave NIC 104. The master
and slave are connected together through bus lines.

The router 103 includes a class analyzer 1403, an input
builer section 1404, an output port selector 1406, a builer
information storage 1407, a bulfer use information commus-
nication circuit 1408, a rate controller 1409, an output arbi-

trator 1410, a class mformation storage 1411 and a switch
changer 1412.

The class analyzer 1403 recerves the packet 202, and ana-
lyzes the header information 701 by reference to the packet’s
start code, thereby getting the class, destination slave ID and
deadline. In addition, the class analyzer 1403 gets the butifer
availability information in the slave router 1402 from the
butifer use mnformation communication circuit 1408 and allo-
cates mput buifers according to the class. The result of the
allocation will be stored in the buffer information storage
1407.

The mput butier section 1404 stores the packets on a class-
by-class basis.

The output port selector 1406 determines the output port
number by the destination slave ID that has been gotten by the
class analyzer 1403 and stores the output port number 1n the
buifer information storage 1407.

The buffer information storage 1407 stores various kinds
of information about the packet 202 that 1s stored 1n the input
butler section 1404 (including the class, destination slave 1D,
deadline, output port number, and result of allocation of the
input buflers to the slave master).

The buffer use information communication circuit 1408
gets the butler availability information from the slave router
1402, gets the available information 1n the mput buifer sec-
tion 1404 from the buifer information storage 1407, and
provides the availability information for the buifer use infor-
mation communication circuit 1408 in the master router
1401.

The rate controller 1409 gets the class of the packets 202
that are stored 1n the input butier section 1404 from the butier
information storage 1407 and controls the transmission of the
packets according to the packets’ guaranteed transmission
rate on a class-by-class basis. The transmission rate to be
guaranteed on a class-by-class basis 1s determined based on
the rate value that has been set 1n the rate value storage 2003
(not shown 1n FIG. 22 but to be described later).

The rate controller 1409 notifies the output arbitrator 1410
of the result of the rate control as a packet transmission
permission signal. In response to the transmission permission
signal received, the output arbitrator 1410 conducts arbitra-
tion so as to sequentially give high priorities to the packets, of
which the transmission rates are equal to or lower than the
guaranteed transmission rate, and give low priorities to the
packets, of which the transmission rates exceed the guaran-
teed transmission rate.
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The rate value to be set for the rate value storage 2003 (to
be described later) 1s set to be equal to or greater than the
guaranteed rate value that has been set by the master NIC 102
so that traffic flows belonging to the same class can be con-
fluent to each other while maintaining their requested band-
widths. For example, 11 the rate control 1s carried out based on
the transmission interval, the transmission interval of the
router 103 1s set using the value (P/N) which 1s obtained by
dividing the transmission interval P that has been set by the
master NIC 102 by the number of masters N belonging to the
same class, thereby transmitting the traific flows while main-
taining their requested bandwidths. As for the non-time-de-
lay-guaranteed class, on the other hand, no upper limit 1s
imposed on the transmission rate so as to use the bus’ extra
band more efliciently.

To determine their order of transmission, the output arbi-
trator 1410 conducts arbitration between the packets to trans-
mit according to the priority levels of classes that are stored in
the class information storage 1411, the deadlines gotten from
the buifer information storage 1407, and the transmission
permission signal gotten from the rate controller 1409.

The class information storage 1411 stores in advance the
priority levels of those classes.

FIG. 23 shows the class priority level information to be
stored 1n the class information storage 1411.

In this example, the lower the priority level of a given class
1s, the higher the priority given to its transmission processing
1s. For example, the priority level of Class A 1s *“1”, and Class
A 1s processed most preferentially. Meanwhile, since the
priority levels of Classes B and C are “2” and “3”, respec-
tively, Class B 1s processed second most preferentially, next to
Class A. And Class C 1s processed after Class B. Naturally,
any other arbitrary set of priority levels may be allocated
according to the number of the classes designed.

Based on the priority levels and deadlines thus defined, the
output arbitrator 1410 of the router 103 conducts arbitration
and performs transmission processing between the input budtl-
ers 1n the descending order of their priority levels and 1n the
ascending order of their deadlines (1.e., an input butier with a
higher priority level or a closer deadline than any other input
butlfer 1s processed most preferentially).

FIG. 24 shows a specific example of the results of the
arbitration conducted by the output arbitrator 1410 of the
router 103 between respective bullers to transmit packets
from 1n order to determine their order of priorities. Suppose
there are packets at two output ports with two different num-
bers 1n input butlers that have been grouped into Classes A, B,
C and 7. More specifically, suppose there are packets at
Output Ports #0 and #1 1n mput buffers that have been
grouped 1nto Classes A, B, C and Z, for example. First of all,
with respect to Output Port #0, the output arbitrator 1410
extracts mput butlers belongmg to a class with the hlghest
prlorlty level (e.g., mput butfers in Class A) from input buil-
ers 1n which packets that are ready to transmit are stored.
Next, the output arbitrator 1410 further extracts an input
buffer with the closest deadline from those input builers
extracted. On the other hand, 11 no mnput buffers have been
extracted at all, then the output arbitrator 1410 extracts a
single mput butler belonging to a class with the highest pri-
ority level or with the closest deadline from nput buifers 1n
which packets that are not ready to transmait are stored. In any
case, the output arbitrator 1410 regards the input buifer that
has been extracted as an input butfer to transmit packets from
with respect to Output Port #0. Subsequently, the output
arbitrator 1410 selects an mput builer to transmit packets
from with respect to Output Port #1 through the same arbi-
tration procedure.
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Based on the result of the arbitration that has been con-
ducted by the output arbitrator 1410 and the output port
number that 1s stored 1n the buffer information storage 1407,
the switch changer 1412 turns the switch and transmits the
packets.

According to the method of this embodiment, the order of
transmission ol packets 1s supposed to be determined within
the same class by comparing their deadlines to each other. The
deadline may be any piece of information as long as the
information indicates the degree of temporal urgency with
which a given packet needs to be transmitted within the same
class. For example, the deadline may be a time by which
communication data should arrive at the destination slave or
a time by which a response from the slave should arrive at the
source master. Likewise, the permitted time delay may be
cither the amount of time it takes for a packet transmitted
from a master to reach a slave through a forward route or the
amount of time 1t takes for a packet transmitted from the
source master to reach the slave and go back to the master
through the forward and backward routes. The degree of
temporal urgency with respect to transmission does not have
to be represented by the deadline but may also be represented
by the time when the packet was transmitted, the amount of
time that has passed since the transmission time (1.e., infor-
mation about the accumulated processing time at the master
NIC 102 and the router 103) or the number of packets that
have been transmitted so far up to the transmission time (1.¢.,
the count of the transmission counter indicating the order of
transmission ol packets at the master NIC 102). In this
description, these pieces of information will be sometimes
referred to herein as “time information concerning the dead-
line” collectively.

When this semiconductor system 1s implemented, the time
may be indicated by the count of a counter to be driven by a
bus clock signal supplied to the semiconductor bus system,
for example. I the amount of time that has passed since the
transmission time 1s used instead of the deadline, the header
needs to have a space to store the count of counter that
measures the time passed instead of the deadline, and the
count of the counter may be incremented by one at the master
NIC 102 or the router 103 every operating clock pulse. Alter-
natively, i a transmission counter that indicates the order of
transmission ol packets instead of the deadline 1s used, the
transmission counter may be provided for the packet genera-
tor 806, which may increment the count of its transmission
counter every time a packet 1s transmitted, and the count of
the transmission counter at the time of transmission may be
added to the header. Although an up-counter is supposed to be
used i this example, the up-counter may be naturally
replaced with a down-counter.

FIG. 25 shows the tlow of operation of the router 103.

The class analyzer 1403 receives a packet 202 from the
master router 1401 (1n Step S1501).

Next, the class analyzer 1403 analyzes the header informa-
tion 701 (including the destination slave 1D, class and dead-
line) of the packet 202 and records the information in the
builer information storage 1407 (1n Step S1502).

Then, the class analyzer 1403 extracts an input buifer num-
ber from the packet 202 and stores the packet in an associated
input butler 1405 in the input buller section 1404 (in Step
S1503).

Next, the output port selector 1406 selects an output port
number for the packet 202 based on the destination slave 1D
(1n Step S1504). The output port number may generally be
selected either by using a routing table to be determined
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statically by how the router 1s connected or by making calcu-
lations using the destination slave ID following a certain rule,
for example.

The rate controller 1409 measures the transmission rates of
packets 1n respective classes with respect to each output port
number, and decides that the packets stored in the input butier
section 1404 are ready to be transmitted so as to allow the
output arbitrator 1410 to see 1f the actual transmission rate 1s
greater than the preset rate value (1n Step S1503). It should be
noted that with respect to a traific tlow, for which the rate
value (upper limit value) has been set by the rate controller
1409 to be the guaranteed rate value, that traffic flow rate can
be guaranteed. In this description, such a traflic flow will be
referred to herein as a “traffic flow to be transmitted using a
first band (i.e., the band to be secured for that traffic flow)”.
On the other hand, with respect to a traific flow of which the
rate value has been set to be greater than the guaranteed rate
value, an extra band can be used with that transmission rate
guaranteed. In this description, such a traffic flow will be
referred to herein as a “traflic flow to be transmitted using the
first band and a second band (i.e., the extra band)”. Further-
more, i no rate value (upper limit value) has been set with
respect to the rate control, then the transmission interval may
be set to be zero, for example. In that case, the tratfic flow can
be transmitted continuously and the extra band can be used to
the upper limit of the bus’ physical bandwidth at maximum.

The bufler use information commumnication circuit 1408
gets buller availability information to be used when buffers
are allocated 1n the slave router 1402 (in Step S1506). In this
description, the bulfer availability information indicates
whether there are any packets stored 1n, and how many {lits
are available from, each of the mput buifers 1405 that are
allocated to the destination slaves in respective classes 1n the
slave router 1402. It should be noted that i1 the mput buffer
section 1404 1s comprised of a single randomly accessible
memory and an address table which manages the addresses
on a destination slave basis with respect to each class, then a
plurality of packets can be stored 1n a single input buifer. That
1s why 1n that case, the number of packets available and the
number of flits available are obtained on a destination basis
with respect to each class, and used as pieces of the builer
availability information.

The class analyzer 1403 allocates buifers available from
the slave router 1402 to unallocated input butfers that should
store packets at the slave router on a destination slave ID basis
with respect to each class (1n Step S1507).

The output arbitrator 1410 conducts arbitration between
the packets that are stored in the input butfer section 1405 and
that are going to be transmitted in the descending order of
priorities. And if there 1s any extra band available, the output
arbitrator 1410 also conducts arbitration between even pack-
ets that the rate controller 1409 have found not ready to be
transmitted to give them low priorities (1n Step S1508). The
rate controller 1409 1n the router controls the transmission at
a rate value (upper limit value) based on the requested band-
width, thereby transmitting, 11 the bus has any extra band,
either a traffic flow exceeding the requested bandwidth or a
non-performance-ensured traific flow while ensuring the
required performance. In this manner, the extra band can be
used more eificiently.

Based on the result of the decision that has been made by
the output arbitrator 1410, the switch changer 1412 turns the
switches 1n order to transmit the packet 202 and then does
transmit the packet 202 (1n Step S1509).

If the packet 202 has already been transmitted (1.e., 1t the
answer to the query of the processing step S1510 1s YES), the
buffer information storage 1407 initializes the information
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stored 1n the input buller 1n question (1n Step S1511). Other-
wise (1.e., 1f the answer to the query of the processing step
S1510 1s NO), the packet continues to be transmitted.

FIG. 26 shows what 1s input to, and output from, the class
analyzer 1403 of the router 103.

The class analyzer 1403 receives a packet 202 from the
master router 1401 and notifies the output port selector 1406
ol the destination slave ID to determine where the packet 202
should be transferred. Then, the class analyzer 1403 gets an
output port number and records the output port number in the
builer information storage 1407. Also, the class analyzer
1403 retrieves the buller availability information of the slave
router 1402 from the buffer use information communication
circuit 1408 on a destination slave ID basis with respect to
cach class 1n order to allocate an input buffer 1n the slave
router 1402. Then, the class analyzer 1403 makes the buiier
information storage 1407 record the header 701 and output
port number of the packet 202. And the class analyzer 1403
makes the mput buller section 1404 store the packet 202.

FIG. 27 illustrates a configuration for the rate controller
1409 of the router 103. Just like the rate controller 804 of the
master NIC 102, this rate controller 1409 also controls the
rate by adjusting the transmission interval of packets using a
timer. The timer processor 2002 manages 1ts timer indepen-
dently on an output port number basis with respect to each
class. And the transmission determination circuit 2001 gets a
timer value on an output port number basis with respect to
cach class and determines whether or not the buflfers are ready
to transmit packets. A rate value that has been set on a class-
by-class basis 1s stored 1n the rate value storage 2003. And by
seeing 11 the transmission rate exceeds that rate value, the
decision 1s made, on an output port basis with respect to each
class, whether the mnput butlers are ready to transmit packets
or not. Optionally, 1n order to use the extra band, the output
arbitrator 1410 sometimes gets packets transmitted from
input buifers that are not ready to transmit packets. Also, the
rate value of each class may be set 1n advance by the designer
according to the performance required. For example, with
respect to a performance-ensured traific flow, the rate value 1s
set to be the guaranteed transmaission rate. With respect to a
non-performance-ensured traific flow, on the other hand, no
rate value (upper limit value) 1s set. Furthermore, 11 no upper
limit rate value 1s set, the transmission interval may be set to
be zero, for example.

FIG. 28 shows the flow of operation of the rate controller
1409.

First of all, the timer processor 2002 of the rate controller
1409 retrieves the rate value of each class from the rate value
storage 2003 (in Step S2101).

Next, the transmission determination circuit 2001 gets the
output port number and class of each mput butfer from the
output arbitrator 1410 (1n Step S2102).

Subsequently, the transmission determination circuit 2001
determines, based on the timer value provided by the timer
processor 2002, whether the buffers are ready to transmit
packets or not, with respect to the output port number and
class gotten (in Step S2103).

And the transmission determination circuit 2001 provides
the transmissibility information for the output arbitrator 1410
(1n Step S2104).

FIG. 29 shows the procedure in which the rate controller
1409 performs the transmission determining processing step.

First of all, the transmission determination circuit 2001 of
the rate controller 1409 recerves information about the output
port number and class from the output arbitrator 1410 (1n Step

32201).
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Next, the transmission determination circuit 2001 gets a
timer value associated with the output port number and class
from the timer processor 2002 (1n Step S2202).

If the timer value gotten 1s positive (1.e., 11 the answer to the
query of the processing step S2203 1s YES), the transmission
determination circuit 2001 decides that the buflers are not
ready to transmit packets. On the other hand, unless the timer
value gotten 1s positive (1.e., 11 the answer to the query of the
processing step S2203 1s NO), the transmission determina-
tion circuit 2001 decides that, if the answer to the query of the
processing step S2205 1s NO, the bullers are ready to transmit
packets with respect to a performance-ensured class (1.e.,
unless the builer belongs to Class Z) (in Step S2204) but
decides that, if the answer to the query of the processing step
S2205 1s YES, the buffers are not ready to transmit packets
with respect to a non-performance-ensured class (1.e., when
the butter belongs to Class Z) (1n Step S2206).

FI1G. 30 shows a specific example of the management infor-
mation for the timer processor. For example, the second row
of the table shown 1n FIG. 30 says that the timer value asso-
ciated with Class A at Output Port #0 1s zero. It the timer value
1s zero, then it means that no packets have been transmitted
for at least as long a period of time as the preset transmission
interval since the packets were transmitted last time, and
therefore, this 1s a “transmissible” state. Meanwhile, the third
row of this table says that the timer value associated with
Class B at Output Port #0 1s six. This means that this 1s a
“non-transmissible” state in which transmission 1s prohibited
in order to set the packet transmission rate to be equal to or
smaller than the transmission rate that has been set 1n the rate
value storage 2003. However, this also means that the time
value will be zero, and the “transmissible’ state will be recov-
ered again, 1n six cycles. Also, 1f no rate value 1s set with
respect to a non-performance-ensured class, the timer value
can always be kept zero through the operation to be described
later by setting the transmission mterval to be zero. As for the
non-performance-ensured class (such as Class 7)), processing,
1s always carried out with low priorities, and therefore, trans-
mission 1s always prohibited 1rrespective of the timer value.
Furthermore, 1n the case of a class 1n which packets are
transmitted at a rate exceeding the requested bandwidth (e.g.,
in Class C) or the non-performance-ensured class, 1f there are
no transmissible packets in the mput butler, some packets
may be transmitted even 1n the non-transmissible state. As a
result, the bus’ extra band can be used.

FI1G. 31 shows the flow of operation of the timer processor
2002 of the rate controller 1409.

The timer processor 2002 resets each timer value 1nto zero
when starting to operate. And if the timer processor 2002
receives the result of transmission (1.€., the class and output
port number of the input buflfer that have been transmaitted)
trom the output arbitrator 1410 when transmitting the packets
(1.e., 11 the answer to the query of the processing step S2401 1s
Y_JS) the timer processor 2002 sets the associated timer
value to be the rate value that has been set 1n the rate value
storage 2003 (1.e., the transmission interval 1n this case). No
matter whether the result of transmission has been received
(1.., 1f the answer to the query of the processing step S2401 1s
Y_JS) or not (1 ¢., 11 the answer to the query of the processing
step S2401 1s NO), the timer value 1s decremented by one
every cycle of the bus’ operating frequency and will eventu-
ally be decreased to zero (1n Step S2403). Although the timer
processor 2002 of this embodiment controls the transmission
rate for the router 103, the transmission rate may also be
controlled by any other method. Specifically, the transmis-
s1on rate may also be controlled by the bit rate. Alternatively,
the number of cycles 1n which packets are transmitted for a
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certain period of time may be specified. Still alternatively, the
transmission interval may also be specified on a time basis,
not on a cycle basis. Depending on what embodiment 1s
adopted, as long as the transmission rate 1s satisiied 1n the
long term, the transmission rate may exceed a suiliciently low
rate for just a short period of time.

FIG. 32 shows exemplary transmission rate values that are
managed by the rate value storage 2003 on a class-by-class
basis. For example, 11 the rate 1s controlled by the transmis-
s1on mnterval, the value that has been set represents the trans-
mission interval. Specifically, in FIG. 32, the value of Class A
1s set to be “10””, which means that packets can be transmaitted
every ten cycles at maximum from each output port of the
router 103. As for Class Z, on the other hand, the value 1s set
to be “0””, which means that packets 1n a traffic flow belonging
to Class Z can be transmitted continuously at no transmission
intervals from the router 103. It should be noted that the
shorter the transmaission interval that has been set, the higher
the transmission rate (1.e., the longer the transmission inter-
val, the lower the transmission rate). The rate value storage
2003 may set the transmission rate either by retrieving the
transmission rate from a nonvolatile memory when the power
1s turned ON to start the bus system or by getting a preset
transmission rate from another node through a signal line.

FIG. 33 shows the flow of operation of the output arbitrator
1410.

First of all, the output arbitrator 1410 gets the priority level
of each class from the class information storage 1411 (in Step
S2801).

Next, i order to select an input buffer 1415 to transmut
packets from, the output arbitrator 1410 retrieves information
about the mput butfer 1415 (including the output port num-
ber, class’ attribute information and deadline) from the buiier
information storage 1407 (in Step S2802).

Subsequently, 1n order to inquire of the rate controller 1409
whether or not buifer 1s ready to transmit packets, the output
arbitrator 1410 notifies the rate controller 1409 of the output
port number and class’ attribute imnformation of the input
butiler (1n Step S2803) and gets information about whether the
butler 1s ready to transmit or not from the rate controller 1409
(1n Step S2804).

Then, based on the transmissibility/non-transmissibility
information, output port number, class’ attribute information,
and deadline thus gotten, the output arbitrator 1410 chooses a
buifer with the highest class prionty level from those input
butlers that are ready to transmuit packets from with respect to
cach output port number. ITtwo or more buifers have the same
priority level, then the output arbitrator 1410 chooses a builer
with the closest deadline from them. In this manner, the
output arbitrator 1410 conducts arbitration between the mnput
builers to transmit packets from (in Step S2805).

Thereatter, the output arbitrator 1410 notifies the switch
changer 1412 of the combination of the input butier to trans-
mit packets from and the output port number (in Step S2806)
and then notifies the rate controller 1409 of the information
about the input buffer 1415 to transmit the packets from (i.e.,
the class and output port number of that input butler) (in Step
S2807).

FIG. 34 15 a flowchart showing how the output arbitrator
1410 carries out the processing step S28035 of conducting
arbitration between the input buffers 1415 to transmit packets
from.

The output arbitrator 1410 carries out a control operation
so that mput buifers that are ready to transmit packets are
given high priorities and that input buffers that are not ready
to transmit packets are given lower priorities than the former
input butiers.
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First of all, the output arbitrator 1410 extracts input builers
that are ready to transmit packets from the input buffers 1415
(in Step S2901) and then chooses an input buller with the
highest class priority level from those 1input buffers extracted
with respect to each output port number (1n Step S2902). 5

Next, the output arbitrator 1410 extracts an input buffer
with the closest deadline with respect to each output port
number and regards the mput buffer as an mput bulfer to
transmit packets from (in Step S2903).

Subsequently, with respect to an output port number from 10
which no 1input butlers that are ready to transmit packets from
have been extracted, the output arbitrator 1410 extracts an
input buifer that 1s not ready to transmit packets from the
input buffers 1415 belonging to a class other than Classes A
and B with respect to each output port number (1n Step 15
S52904). Then, the output arbitrator 1410 chooses an 1nput
builter with the highest class prionty level from those input
butlers extracted with respect to each output port number (in
Step S2905). Finally, the output arbitrator 1410 chooses an
input butier with the closest deadline from those input butlers 20
extracted with respect to each output port number (1n Step
S52906).

FIG. 35 shows a specific exemplary format for the man-
agement mnformation to be stored in the buifer information
storage 1407 of the router 103. 25

The buffer information storage 1407 stores the class and
destination slave ID associated with each input butier 1405.

In addition, the buffer information storage 1407 also stores
information about whether or not any packets are stored 1n
cach input buifer 1405, the deadlines, the output port numbers 30
that have been selected based on the destination slave 1Ds,
and the results of allocation of the input buifers (1.e., the input
butiler IDs) at the slave router 1402.

For example, look at the item on the second row of the table
shown 1n FIG. 35. This item represents pieces of information 35
about the mput buifer ID0 at Input Port #0 of the router 103.

As mdicated by this 1tem, a packet belonging to Class A and
having a destination slave ID of zero 1s stored in the input
butter 1405. The deadline of the packet 1s 100, and the output
port number allocated to the packet by the output port selector 40
1406 1s zero. And the mput buftfer 1D allocated by the class
analyzer 1403 to the slave router 1402 1s zero.

The 1item on the third row of this table represents pieces of
information about the mput buifer ID1 at Input Port #0. As
indicated by this item, a packet belonging to Class A and 45
having a destination slave ID of one 1s stored in the input
builer 14035. As this item says i1t has no data, 1t can be seen that
no packets are stored there.

FI1G. 36 illustrates exemplary NoCs which can be used as
other embodiments of the present invention. 50
It should be noted that a router according to an embodiment

of the present invention lowers the bus’ operating frequency

to ensure the required performance and uses the extra band
more eificiently by dividing the buffers and controlling the
transmission according to the required performance. That 1s 55
why no matter how the routers are connected there, any of
various types of NoCs such as the mesh, torus and tree types
shown 1n portions (a), (b), and (¢) of FIG. 36 can be used.

According to the embodiment described above, by group-
ing the butifers into respective classes as described above, the 60
router can narrow the required bus bandwidth while minimiz-
ing the interference by low-prionty classes. However, the
builers may also be grouped according to the types of packets.

There are two types of packets, namely, command-sending,
packets and data-sending packets. 65

And there are two types of commands. One type 1s a com-
mand including request information which needs to be used
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to read data when having a Read access to a slave. The other
type 1s a command including data write response information
when having a Write access to a slave. A Read request com-
mand 1s transmitted from a master and recerved at a slave. A
Write response command 1s transmitted from a slave and
received at a master.

Likewise, there are two types of data, too. One type 1s data
including content to be written on a slave when having a Write
access. The other type 1s data including content that has been
read out from a slave when having a Read access. A packet
including Write data 1s transmitted from a master and
received at a slave. A packet including Read data 1s transmut-
ted from a slave and received at a master.

For example, to decrease the delay involved with a Read
access, the router may perform no rate control on a packet
including a Read access command and may perform a rate
control only on a packet including Write access data. In that
case, by providing buffers separately for the command and
the data, interference that would be caused due to a difference
in controlling method between the command and the data can
be reduced. As a result, the maximum time delay of the
command can be estimated to be an even smaller value and
the bus bandwidth to ensure the required performance can be
reduced.

FIG. 37 1llustrates an exemplary bulfer arrangement to be
adopted 1n a situation where a command and data are sepa-
rated from each other. No rate control 1s carried out on the
command and a rate control 1s carried out only on the data. In
this embodiment, a configuration in which butlers are physi-
cally separated 1s supposed to be used. However, as long as
the bulfers are logically separated, the butfers do not have to
be physically separated from each other.

FIGS. 38A and 38B show how the delay mvolved with a
command can be shortened, which 1s an effect to be achieved
by separating the command and data from each other.

In FIG. 37, the router 103 includes an input butler section
1404 1including a command mput butfer 3701 and a data input
butter 3702. By separately providing mput buiters 1403 for
the command and the data in this manner, transmission can be
changed between the command and the data, and their mutual
interference can be reduced. Suppose while the packets of
Write access data 1n Class A which are stored in the mnput
butilfer 3702 have their transmission stopped by the rate con-
trol, the packets of a Read access command which do not have
to be subjected to any rate control arrive and get stored in the
command mput buffer 3701. In that case, the router 103 can
start transmitting the Read access packets immediately
thanks to the effect achieved by the separate arrangement.
FIG. 38A 1llustrates at what times those packets are transmiut-
ted 1n a situation where put buifers 1405 are separately
provided for the command and the data.

On the other hand, 11 those packets should be stored 1n the
same 1nput buller in the order of arrival and unless the trans-
mission could be changed between those packets (e.g., if the
input butler was implemented as a single FIFO), then the
Write access packets that have arnved earlier would have
their transmission stopped by the rate control and the Read
access packets that have arrived later would have their trans-
mission stopped by being affected by the Write access pack-
cts that precede them. FIG. 38B shows packet transmission
times 1n a situation where the transmission cannot be changed
between the packets. In that case, the packets that should be
stored in the same mput butier would interfere with each other
to cause an 1ncreased delay, and therefore, the operating fre-
quency to ensure the required performance should be esti-
mated to be higher than 1n the situation shown in FIG. 38A.
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That 1s why by adopting a method 1n which input butters
are provided separately for the Write data packets to be sub-
jected to the rate control and for the Read command packets
not to be subjected to the rate control and 1n which the trans-
mission can be changed between those two groups of packets,
the transmission delay of the Read command packets can be

reduced. As a result, the time delay to be caused at the router
due to their mutual influence can be reduced and the bus’
operating frequency to ensure the required performance can
be lowered.

Next, amethod for increasing the throughput of a particular
master per transmission interval and reducing the estimated
operating frequency required by transmitting multiplexed
packets will be described.

FIG. 39 shows generally how to multiplex and transmit a
packet. In this description, “to multiplex a packet” means that
the master NIC 102 generates a single packet based on mul-
tiple sets of communication data. The mnverse processing of
the “packet multiplexing™ 1s “packet demultiplexing™. The
slave NIC 104 demultiplexes the multiplexed packet received
and restores original sets of communication data.

FI1G. 40 1llustrate how packets may be transmitted depend-
ing on whether the packets are multiplexed or not. Portion (A)
of FIG. 40 1llustrates an example 1n which the packets are not
multiplexed. In this example, a packet 1s generated for each
set of communication data and transmitted. On the other
hand, Portion (B) of FIG. 40 illustrates an example 1n which
the packets are multiplexed. In this example, a packet 1s
generated based on multiple sets of communication data and
transmitted.

If packets are multiplexed by calculating the “maximum
transmission interval that can ensure the throughput perfor-
mance” with respect to each master based on the specifica-
tions required for that master, the maximum transmission
interval can be extended by increasing the transmission quan-
tity per transmission interval. A number ol masters to be
grouped 1nto the same class are controlled by the router at the
same transmaission interval. That 1s why 1fthere 1s a significant
difference 1n the maximum transmission interval that ensures
the throughput performance, the transmission interval should
be shortened more than necessarily and the estimated oper-
ating frequency tends to be an excessive one. For that reason,
by transmitting multiplexed packets to a master of which the
maximum transmission interval 1s relatively short within the
same class, the maximum transmission interval that can
ensure the throughput performance can be extended and the
required operating frequency can be lowered.

FIG. 41 1illustrates a packet multiplexing format for a
packet 202. This packet 202 includes not only the packet start
code 703 but also a communication data start code 709 at the
top of each set of communication data in order to store mul-
tiple sets of communication data 1n a single packet. And the
bus system includes a signal line dedicated to transmitting the
communication data start code 709. The communication data
start code 709 1s 1nserted to a division marker position when
communication data 1s restored, and 1s transmitted along the
packet through the dedicated signal line. By using such a
dedicated signal line, packet multiplexing can get done with-
out providing any complicated structure.

In this embodiment, in multiplexing packets, a dedicated
signal line 1s supposed to be used to transmit the communi-
cation data start code 709. However, information representing
the structure of multiple sets of commumnication data that have
been multiplexed may be added to the header. For example,
even 1f information about the number of sets of the commu-
nication data multiplexed and information about the data
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length of each set of communication data are added to the
header, the communication data can also be restored.

To carry out the packet multiplexing, the master NIC 102
may have the same configuration as what 1s shown 1n FI1G. 12.

FIG. 42 1s a flowchart showing how the master NIC 102
operates to get packet multiplexing done. For the purpose of
packet multiplexing, the output changer 805 transfers mul-
tiple sets ol communication data stored from an input builer
that 1s ready to transmit packets (in Step S6204). The packet
generator 806 adds the communication data start code 709 to
the top of each of the multiple sets of communication data
received and also adds the header 701 and the end code 702 to

those sets of data, thereby generating a packet (in Step
S56205).

In determining how many sets of data should be multi-
plexed together, the number does not have to be the number of
the sets of communication data stored as described above. For
example, 1I a master 1ssues a traflic flow only 1n a predeter-
mined pattern, 1ts behavior can be completely predicted dur-
ing the design process, and therefore, the number of the sets of
data to be multiplexed together may also be determined dur-
ing the design process. On the other hand, 1f a master 1ssues a
traffic tflow 1n an irregular pattern, a single packet may be
transmitted when a preset packet length 1s reached.

FIG. 43 1llustrates a packet multiplexing configuration for
the slave NIC 104, which includes a communication data
restoration circuit 6303 to restore multiple sets of communi-
cation data from the multiplexed packet. Besides the commu-
nication data restoration circuit 6303, the slave NIC 104
further includes a packet receiver 6301 which receives a
packet, a buifer information storage 6302 which stores infor-
mation about the packet (including 1ts source 1D, deadline and
class), an mput builer section 6304 which stores the restored
communication data, a buffer use information communica-
tion circuit 6307 which gets the slave’s (103) buller availabil-
ity information from the slave 105 and which provides butifer
availability information of the slave NIC 104 for the master
router 1401, and an output changing section 6305 which
allocates the number of the butlfer to store at the slave end by
reference to the bufler availability information, class and
source ID and which determines the order of transmission
based on the deadline and the class.

FIG. 44 shows the tlow of packet multiplexing operation of
the slave NIC 104. First of all, the packet receiver 6301
receives a packet 202 from the master router (1n Step S6401)
and writes information about the packet (including 1ts source
ID, deadline and class) in the packet mmformation storage
section 6302 (in Step S6402). Next, the communication data
restoration circuit 6303 removes the header 701 and the end
code 702 from the packet and restores the communication
data 201 (1n Step S6403). In the case of a multiplexed packet,
when the communication data 1s restored, the packet 1s
divided into multiple sets of communication data based onthe
communication data start code 709 that has been recerved
along with the packet.

The communication data restoration circuit 6303 stores the
communication data 201 in the input buifer section 6304 by
reference to the input buffer number 708 indicated by the
header 701 (1n Step S6404).

To allocate the number of the buifer to store at the slave
105, the slave NIC 104 retrieves the slave’s (1035) builfer
availability information from the slave 105. Meanwhile, to
allocate the number of the buttfer to store at the slave NIC 104,
the master router 1401 1s notified of the slave NIC’s (104)
builer availability information (in Step S6405). Then, the
output changing section 63035 allocates the number of the
builer to store at the slave 105 by reference to the slave’s
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buffer availability information gotten and the information
(including source ID and class) stored in the buffer informa-
tion storage 6302 (1in Step S6406). Thereafter, the output
changing section 63035 determines the order of transmission
ol the sets of the communication data 202 that are stored 1n the
input butfer section 6304 based on the class and the deadline,
and then transmits the communication data 202 and the input
buifer number 708 allocated to the slave 103 (in Step S6407).

(Exemplary Application #1)

Hereinafter, exemplary applications of a router according,
to an exemplary embodiment of the present invention to
actual devices will be described.

FI1G. 45 1llustrates an example 1n which multiple bus mas-
ters and multiple memories on a semiconductor circuit and
common input/output (I/O) ports to exchange data with exter-
nal devices are connected together with distributed buses.
Such a semiconductor circuit may be used in portable elec-
tronic devices such as cellphones, PDAs (personal digital
assistants) and electronic book readers, TVs, video recorders,
camcorders and surveillance cameras, for example. The mas-
ters may be CPUs, DSPs, transmission processing sections
and 1mage processing sections, for example. The slaves may
be volatile DRAMSs and/or nonvolatile flash memories. Also,
the iput/output ports may be USB, Ethernet™ or any other
communications interfaces to be connected to an external
storage device such as an HDD, an SSD or a DVD.

When multiple applications or services are used in parallel
(e.g., when multiple different video clips or musical tunes are
reproduced, recorded or transcoded, when books, photo-
graphs or map data are viewed or edited, and/or when games
are played), respective masters will access memories while
attempting to satisty different levels of performances
required. In such a situation, 11 the bus’ band can be used with
maximum efficiency by estimating the minimum required bus
bandwidth to ensure the performance required, the cost of
product development and implementation can be cut down
and the products can be marketed at an accelerated rate.

This can get done by defining the requested bandwidth to
be used by a master and the time delay permitted for the
master according to the type of the given application or ser-
vice, by arranging separately buffers which have been
grouped 1nto respective classes according to the required
performance, and by controlling the transmission using such
a scheme. That 1s to say, the bus’ bandwidth to ensure the
performance required can be estimated to be a small one by
using the extra band more efficiently 1n this manner while
mimmizing the imterference between multiple traific flows.

(Exemplary Application #2)

Next, an exemplary application of a router according to an
exemplary embodiment of the present invention to a multi-
core processor will be described.

FI1G. 46 illustrates a multi-core processor in which a num-
ber of core processors such as a CPU, a GPU and a DSP are
arranged 1n a mesh pattern and connected together with dis-
tributed buses 1in order to improve the processing perior-
mance of these core processors. In this configuration, each of
these core processors may function as either a first node or a
second node according to the present invention.

On this multi-core processor, communications are carried
out between the respective core processors. For example,
cach core processor has a cache memory to store necessary
data to get arnithmetic processing done. And information
stored 1n the respective cache memories can be exchanged
and shared with each other between those core processors. As
a result, their performance can be improved.

However, the communications are carried out between
those core processors on such a multi-core processor at
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respectively different locations, over mutually different dis-
tances (which are represented by the number of routers to
hop), and with varying frequencies of communication. That1s
why 1f data packets transmitted are just relayed with their
order of reception maintained, then applications with high
degrees of priority will be intertered with by applications with
low degrees of priority and 1t will take a lot more time to
transmit those packets. As a result, the performance of the
multi-core processor will decline.

On the other hand, 11 a router according to an embodiment
of the present ivention 1s used, the bus’ band can be used
highly efficiently and the required bus’ bandwidth can be
estimated to be an even smaller one by classifying the buifers
according to the attributes of an application executed by each
CPU. For example, 1n the case of an application in which a
memory needs to be accessed highly frequently, buifers may
be grouped 1nto a class with a higher priority level than in
other applications. On the other hand, 1n the case of an appli-
cation in which a memory needs to be accessed much less
frequently on a regular basis and 1n which an access request
can be 1ssued 1n advance, each trattic flow will be transmitted
through the bus for a shorter period of time and the bus” extra
band can be used by controlling the transmission rate beyond
the requested bandwidth while lowering the priority level. As
a result, the performance of each core processor, and eventu-
ally the processing time efficiency, can be improved.
(Exemplary Application #3)

In the foregoing description, the respective components of
the first node, router and second node are represented as
individual functional block sections. However, the operation
of the router described above may also be performed by
getting a program defining the processing of those functional
sections executed by a processor (computer) built 1n the
router. The procedure of processing of such a program 1s just
as shown 1n the various flowcharts that have been referred to
in the foregoing description.

In the embodiments and exemplary applications described
above, configurations in which the present invention 1s imple-
mented on a chip have been described. However, the present
invention can be carried out not just as such on-chip 1imple-
mentation but also as a simulation program for performing
design and verification processes before that on-chip imple-
mentation process. And such a simulation program 1s
executed by a computer. In this exemplary application, the
respective elements shown 1n FIG. 12 are implemented as a
class of objects on the simulation program. By loading a
predefined simulation scenario, each class gets the operations
of the respective elements performed by the computer. In
other words, the operations of the respective elements are
carried out either 1n series or in parallel to/with each other as
respective processing steps by the computer.

A data class that 1s implemented as router gets such a
simulation scenario, which has been defined by a simulator,
loaded, thereby setting conditions on not only the class of the
bus masters but also determining the timings to send packets
that have been received from a class of other routers, desti-
nation addresses, the degrees of priority, and the deadlines.

The data class that 1s implemented as routers performs its
operation until the condition to end the simulation, which 1s
described 1n the simulation scenario, 1s satisfied, thereby cal-
culating and getting the throughput and latency during the
operation, a variation in flow rate on the bus, and estimated
operating Irequency and power dissipation and providing
them to the user of the program. And based on these data
provided, the user of the program evaluates the topology and
performance and performs design and verification processes.
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For example, various kinds of information such as the ID of
a node on the transmitting end, the ID of a node on the
receiving end, the size of a packet to send, and the timing to
send the packet are usually described on each row of the
simulation scenario. Optionally, by evaluating a plurality of
simulation scenarios 1n a batch, 1t can be determined effi-
ciently whether or not the intended performance 1s ensured by
every possible scenario 1magined. Furthermore, by compar-
ing the performance with the topology or the number of nodes
of the bus and/or the arrangement of the transmitting nodes,
the routers and the receiving nodes changed, 1t can be deter-
mined what network architecture 1s best suited to the simula-
tion scenario. In that case, the configuration of any of the
embodiments described above can be used as design and
verification tools for this embodiment. That 1s to say, an
exemplary embodiment of the present invention can also be
carried out as such design and verification tools.

An embodiment of the present invention 1s applicable to a
router which 1s configured to maximize, based on quantitative
tentative computations, the bus transmission efficiency at a
relatively low (e.g., lowest) bus’ operating frequency with
respect to multiple traffic flows running with mutually differ-
ent levels of required performances through distributed buses
in a semiconductor itegrated circuit and yet to ensure per-
formance. That embodiment 1s also applicable to semicon-
ductor buses to which the QoS technology 1s incorporated.

While the present invention has been described with
respect to preferred embodiments thereof, 1t will be apparent
to those skilled 1n the art that the disclosed invention may be
modified in numerous ways and may assume many embodi-
ments other than those specifically described above. Accord-
ingly, 1t 1s mtended by the appended claims to cover all
modifications of the mvention that fall within the true spirit
and scope of the mvention.

What is claimed 1s:

1. A bus system 1ncluding a plurality of first nodes for use
in a semiconductor circuit to transmit data between a {first
node of the plurality of first nodes and at least one second
node through a network of buses and at least one router which
1s arranged on any of the buses,

the data to be transmitted including performance-ensuring
data which guarantees at least one of throughput and a
permitted time delay,

wherein the first node includes:

a packet generator configured to generate a plurality of
packets, each of which includes the data to be transmut-
ted and classification information that indicates the class
of the data to be transmitted to be determined according
to 1ts required performance; and

a transmission controller configured to control transmis-
sion of the packets, and

the at least one router includes:

a bufler section configured to store the recerved packets
separately after having classified the packets according
to their required performance by reference to the classi-
fication information; and

a relay controller configured to control transmission of the
packets that are stored 1n the builer section at a trans-
mission rate which 1s equal to or higher than the sum of
transmission rates to be guaranteed for every first node
of the plurality of first nodes associated with the classi-
fication mformation by reference to each piece of the
classification information.

2. The bus system of claim 1, wherein the at least one router

includes a plurality of routers,

the plurality of routers operate at the same operating fre-
quency, and the respective relay controllers provided for
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those routers control transmission of the packets at the
same transmission rate, and

the same transmission rate 1s set to be equal to or higher

than a maximum one of the transmission rates to be
guaranteed by the plurality of routers.

3. The bus system of claim 2, wherein the packets include
command-sending packets and data-sending packets, and

the relay controller transmits the command-sending pack-

ets without imposing any limait to their transmission rate.

4. The bus system of claim 2, wherein the packet generator
of the first node multiplexes the packets and transmits a
resultant multiplexed packet.

5. The bus system of claim 4, wherein the first node that
transmits the multiplexed packet and the at least one router
include a signal line to transmit information indicating divi-
s10n positions at which the multiplexed packet 1s restored to
respective data.

6. The bus system of claim 1, wherein a transmaission rate to
be guaranteed has been set in advance with respect to each
said performance-ensuring data,

the transmission controller controls transmission of pack-

ets of the performance-ensuring data either at a prede-
termined rate which exceeds a transmission rate to be
guaranteed by the performance-ensuring data or without
imposing a limit to the transmission rate,

the at least one router 1s able to transmit the packets of the

performance-ensuring data at a rate exceeding the trans-
mission rate to be guaranteed by using a first band 1n
which the transmission rate to be guaranteed 1s able to be
maintained and a second band which 1s an extra band,
and

the relay controller classifies, by reference to the classifi-

cation information, the respective packets of the perfor-
mance-ensuring data among the plurality of packets that
are stored 1n the buliler section into packets to be trans-
mitted using the first band and packets to be transmitted
using the first and second bands, and transmits prefer-
entially the packets to be transmuitted using the first band.

7. The bus system of claim 6, wherein as for each of the
packets to be transmitted using the first and second bands,

the relay controller and the transmission controller deter-

mine a rate exceeding a transmission rate to be guaran-
teed based on a processing ability of a node or link that
1s going to cause a bottleneck for the bus system.

8. The bus system of claim 7, wherein the packets include
command-sending packets and data-sending packets, and

the relay controller transmits the command-sending pack-

cts without imposing any limait to their transmission rate.

9. The bus system of claim 6, wherein the packets include
command-sending packets and data-sending packets, and

the relay controller transmits the command-sending pack-

ets without imposing any limait to their transmission rate.

10. The bus system of claim 1, wherein the data to be
transmitted further includes payload data which guarantees
neither throughput nor permitted time delay,

the transmission controller controls transmission of pack-

cts of the payload data without imposing a limit to their
transmission rate,

the butler section stores the received packets ol the payload

data separately, and

the relay controller transmits the packets of the perfor-

mance-ensuring data and the packets of the payload data
in this order.

11. The bus system of claim 1, wherein the packet genera-
tor further gives to the packets time information about dead-
lines of the packets, and
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as for packets to which the same piece of classification
information 1s given, the relay controller determines an
order of transmission of the packets according to their
deadlines.

12. The bus system of claim 11, wherein the time informa-
tion about the deadlines 1s information about a deadline by
which the packets are supposed to arrive at the at least one
second node, information about a time when the first node
transmitted the packets, information about an accumulated
value of processing times by the first node and the router, or
information about the value of a transmission counter indi-
cating the order of transmission of the packets from the first
node.

13. The bus system of claim 12, wherein 11 the time infor-
mation about the deadlines does indicate a deadline by which
the packets are supposed to arrive at the at least one second
node,

the relay controller transmits packets with closer deadlines

more preferentially than the other packets.

14. The bus system of claim 1, wherein the performance-
ensuring data includes burst data with a burst property and
non-burst data with no burst property, wherein the burst prop-
erty includes at least one of a time delay or a request for broad
bandwidth,

the classification information given by the packet generator

1s able to distinguish the burst data from the non-burst
data,

the butiler section of the at least one router stores the burst

data and the non-burst data 1in the multiple butfers sepa-
rately, and

the relay controller of the at least one router transmits the

packets of the burst data and then the packets of the
non-burst data.

15. The bus system of claim 14, wherein the transmission
controller of the first node transmits the burst data at a prede-
termined transmission rate, and

the relay controller transmits at least the burst data at a

predetermined transmission rate.

16. The bus system of claim 1, wherein the at least one
second node includes a plurality of second nodes, and
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the butler section of the at least one router stores the pack-
ets of the respective second nodes 1n the plurality of
butfers separately from each other.
17. The bus system of claim 1, wherein the packets include
command-sending packets and data-sending packets, and
the relay controller transmits the command-sending pack-
cts without imposing any limait to their transmission rate.
18. The bus system of claim 17, wherein the packets
include command-sending packets and data-sending packets,
and
the buller section of the at least one router stores the com-
mand-sending packets and the data-sending packets 1n
the plurality of butfers separately from each other.
19. A router arranged on any of buses that form a network
in a bus system including a plurality of first nodes for a
semiconductor circuit to relay data to be transmitted between
a first node of the plurality of first nodes and at least one
second node of the bus system,
wherein the first node generates and transmits a plurality of

packets, each of which includes the data to be transmiut-
ted and classification information that indicates the class
of the data to be transmitted to be determined according
to 1ts required performance,

the data to be transmitted includes performance-ensuring
data which guarantees at least one of throughput and a
permitted time delay, and

the router includes:

a bufler section configured to store the received packets
separately after having classified the packets according,
to their required performance by reference to the classi-
fication information; and

a relay controller configured to control transmission of the
packets that are stored 1n the bufler section at a trans-
mission rate which 1s equal to or higher than the sum of
transmission rates to be guaranteed for every first node
of the plurality of first nodes associated with the classi-
fication information by reference to each piece of the
classification information.
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