US009270596B2
a2y United States Patent (10) Patent No.: US 9,270,596 B2
Parker 45) Date of Patent: Feb. 23, 2016
(54) SELECTION OF VIRTUAL NETWORK (56) References Cited
ELEMENTS
U.S. PATENT DOCUMENTS
(71) Appllcant Verizon Patent and LicenSing Inc'ﬂ 2008/0085707 A 3 4/2008 Fadell “““““““““““““ 455/4353
Basking Ridge, NJ (US) 2010/0291943 Al* 11/2010 Mihaly et al. ................ 455/450
2010/0332617 Al* 12/2010 Goodwinetal. ............. 709/219
(72) Inventor: Benjamin J. Parker, Foster City, CA 2011/0022694 Al*  1/2011 Dalaletal. .................. 709/222
(US) 2012/0039323 Al* 2/2012 Hiranoetal. ................. 370/338
2012/0054345 Al* 3/2012 Sahuetal. .................... 709/226
_ _ _ _ 2012/0147824 Al* 6/2012 Van der Merwe et al. .... 370/329
(73) Assignee: Verizon Patent and Licensing Inc., 2012/0196570 Al1* 8/2012 Lindholmetal. ............ 455/411
Basking Ridge, NJ (US) 2012/0290643 Al* 11/2012 Fok Ah Chuen et al. ..... 709/203
2013/0058227 Al* 3/2013 Lemicux ..........ccoenneeen. 370/252
(*) Notice: Subject to any disclaimer, the term of this * cited by examiner
patent 1s extended or adjusted under 35
U.S.C. 154(b) by 212 days. Primary Examiner — Joseph Bednash
(37) ABSTRACT
(21) Appl. No.: 13/685,229 ‘ ,
A server may be configured to: receive a network selection
(22) Filed: Nov. 26. 2012 query, associated with a user device. The network selection
' T query may include information relating to a geographic loca-
: r tion of the user device. The server may also select, based on
(65) Prior Publication Data information included 1n the network selection query, a virtual
US 2014/0146673 Al May 29, 2014 network element that services the geographic location of the
user device and functions as a physical network element of an
(51) Int.CL evolved packet core (EPC) network or an internet protocol
HO4L 12/801 (2013.01) (IP) multimedia subsystem (IMS) network. The server may
(52) U.S.CL also enable use of the selected virtual network element by the
CPC e, HO4L 47/10 (2013.01)  user device; receive a data packet destined for the selected
(58) Field of Classification Search virtual network element; provide the data packet to the
CPC HO4T. 47/10- HOAL. 47/14- H04T. 47/125 selected virtual network element; and prevent the data packet
USP(i """" ’ 170/93 5’ 236 737 930 from being sent to a non-selected virtual network element.
See application file for complete search history. 20 Claims, 5 Drawing Sheets
500“\
. Network Selected
User device SGW Selection virtual
Server network
210 230 270 elements
| |
Session request >
510
Session establishment data
- 515 >
Data packet information >
520
Network selection gquery
530 Network s-eiectiun
A - Querya;e:pnnse fugit{;ﬂn
Liely response
- 545
Data packets >
530 Data packets
550 >
Data packets >
550
Data packet
- Data packets - - 52351: =
< Data packets -
555




U.S. Patent Feb. 23, 2016 Sheet 1 of 5 US 9,270,596 B2

= = o= om
royY¥ Yy roy roy raoyraon

Home

L T N N N N

L]

'.1'

T

o

ax

R, GW - ' network

elements

L L S

Home
location

_.,--—"—-.

-~
/

L

Roaming |
location

Virtual

network
elements

Network

selection
server




US 9,270,596 B2

Sheet 2 of S

Feb. 23, 2016

U.S. Patent

08¢

4 — NEVE
. 06¢ NOILVYLSIHOHO SOILATYNY
M YIAYIS M
"ﬂ SINI-A

a8¢
dIAYIS
Dd3-A ,_

. 4 NIVINOQ /_ xm_m/w._mum
 TVNLYIA |

NOILOI 145

WN-01¢
J21IA30
ENYR

L] -
- L
IIIIII

AdOMLAN

1-01¢

WI@..N. 4_ \ 317 4 ERiAELE
’ HIAY3S . : S ‘ d350
\ 435D

097
RS - VAV E 1
JH0D ,

JVYVV/SSHI




US 9,270,596 B2

Sheet 3 of 5

Feb. 23, 2016

U.S. Patent

Ot

d0OV4ddLNI
NOLLVOINNNINOD

J0IA3A AMOWIN

et

A0IAIA
1Nd1N0O

0Ee

JOIAJA LNdNI

51035
SNy

— 00¢



US 9,270,596 B2

SWw QOT> / SW G/

oo

€11°0°085 TS 125D I-SNI-Al - TT0

\r
< __ swoor>/swes
=
s [Eomrmw miov| omoeisTe | | oan| e
2 W00z / SwoST| sdawoor /sdawsor]  whoz| eroszeis|  mod|  woaAl _ ow
Z SWG0T> /5w o0z sdawosts /dawoot|  wmst| Gerocostsl  mes|  toaA e
5 T ) O i O IRl
Alinnoe Juswayl g UOIIBLLIOIU JUSWID|S HJOMITN
-
—
S
)
“ 197 0Ct Ol
=
W
e
00

U.S. Patent



US 9,270,596 B2

Sheet 5 of 5

Feb. 23, 2016

U.S. Patent

‘Bi1 4

-t
| 1senbai uoissag |

| | _
| | _
siayoed eye(q

| 949 > | syovoed eleq > |

| sjeyoed Bleq | : _

| | : :

| e | _

siayoed e1e

| 19 1ed _ 0GG | |
“ _ :

“ " sjoxord R | 1o

| _ _ _ syayoed ey _

" “ _ Svg _

P pr Iy SN
asuodsas Aeny

| oL | asuodsal Aland _ _

| LUONDBIOS HJOMIBN 0€S _ _

_ _ Alanb Uo)O8IsSs YIOMISN | |

| | _ 026 :

| | uoREWLIOU; 19v0ed eleQ

| | _ _

| _ | GLG |

_ | | BlEp JUSWIYSHORISS UoISSag :

_ | _ OLG |

| |

| |

| |

I |

SWEIETE
MIOM]OU
IENJIA
D9)08|9Q

0/¢C
JONIOS 0tc 0L
UORDDI9S 5DIASD 1OS
SIOMIBN MOS IADD JOS()
| S



US 9,270,596 B2

1

SELECTION OF VIRTUAL NETWORK
ELEMENTS

BACKGROUND

A user device may connect with a network element to allow
a user to perform a task via the user device (e.g., browse the
web, send and/or recerve e-mail, etc.). Data flow, associated
with performing tasks via the user device, may be cumber-
some and redundant when the user device relocates to another
geographic location and changes network element connec-
tions.

BRIEF DESCRIPTION OF THE DRAWINGS

FI1G. 1 illustrates an example overview of an implementa-
tion described herein:

FIG. 2 illustrates an example environment 1n which sys-
tems and/or methods, described herein, may be implemented;

FI1G. 3 illustrates example components of a device that may
be used within the environment of FIG. 2;

FIG. 4 illustrates an example data structure that may be
stored by a server shown i FIG. 2; and

FI1G. S1llustrates a call flow diagram of example operations
capable of being performed by an example portion of the
environment of FIG. 2.

DETAILED DESCRIPTION OF THE PREFERRED
EMBODIMENTS

The following detailed description refers to the accompa-
nying drawings. The same reference numbers 1n different
drawings may 1dentily the same or similar elements.

Systems and/or methods, as described herein, may connect
a user device that relocates from a “home™ network (e.g., a
network with which the user device 1s subscribed) to a “roam-
ing”” network (e.g., a network that the user device may not be
subscribed to but may use to send and/or receive data) to
virtual network elements that function as physical network
clements (e.g., network devices 1n an evolved packet core
(EPC), network devices 1n an internet protocol (IP) multime-
dia subsystem (IMS) network, etc.) associated with the home
network of the user device. For example, a virtual network
clement may include a software 1image stored on a server to
allow the server to function as a physical network element,
such as physical network device used to transter data packets
in the context of allowing a user device to perform a task. In
some 1mplementations, the server storing the software image
associated with the virtual network element may be stored by
a data center 1n a geographic location associated with the
roaming network.

FI1G. 1 illustrates an example overview of an implementa-
tion described herein. As shown 1n FIG. 1, assume that a user
device 1s located 1n a first geographic location (e.g., a “home”™
location) and that the user device connects with a first serving
gateway (e.g., SGW-1) that 1s part of a home network. In some
implementations, SGW-1 may connect with one or more net-
work elements (e.g., “home” network elements which service
the home network) to allow the user device to perform some
task. For example, SGW-1 may connect with home network
clements to allow the user device to perform a task, such as
send and/or receive e-mail, download a computer file (e.g., a
video file, an audio file, a text document file, or some other
file), browse the web, and/or perform some other function.

As further shown 1n FIG. 1, assume that the user device
relocates to a second geographic location (e.g., a “roaming’”
location) and that the user device connects with a second
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SGW (e.g. SGW-2) that 1s associated with a roaming net-
work. In some implementations, SGW-2 may connect with a
network selection server (e.g., by resolving to an internet
protocol (IP) address that 1s advertised by the network selec-
tion server) that may i1dentity virtual network elements with
which to connect. The network selection server may direct
SGW-2 to route data, associate with the user device, to one or
more virtual network elements (e.g., “virtual home” network
clements which service the “roaming” location and function
as physical network elements associated with the home loca-
tion) to allow the user device to perform some task. By redi-
recting SGW-2 to the virtual home network elements (1nstead
of the home network elements), the network selection server
may reduce delays 1n servicing the roaming user device. As a
result, the user device, via SGW-2, may connect with virtual
network elements that function as home network elements
and that service a geographic location 1n which the user
device 1s currently located and/or have network capacity to
satisly a resource demand associated with an application of
the user device.

In some 1implementations, an orchestration server may be
used to add, delete, or modity virtual network elements 1n lieu
of adding, deleting, or modifying physical network elements,
thereby saving costs associated with adding, deleting, or
moditying physical network elements.

FIG. 2 1s a diagram of an example environment 200 1n
which systems and/or methods described herein may be
implemented. As shown in FIG. 2, environment 200 may
include user devices 210 . . . 210-M (where M=1), a base
station 220, a serving gateway 230 (referred to as “SGW
2307), a mobility management entity device 240 (referred to
as “MME 240”), a packet data network (PDN) gateway
(PGW) 250, a home subscriber server (HSS)/authentication,
authorization, accounting (AAA) server 260 (referred to as an
“HSS/AAA server 2607), a call service control function
(CSCF) server 265 (referred to as “CSCF server 2657), net-
work selection server 270, analytics server 275, orchestration
server 280, virtual evolved packet core EPC (V-EPC) server
2835, virtual Internet protocol (IP) multimedia subsystem IMS
(V-IMS) server 290, and a network 295.

Environment 200 may include an evolved packet system
(EPS) that includes a long term evolution (LTE) network
and/or an EPC that operate based on a third generation part-
nership project (3GPP) wireless communication standard.
The LTE network may be a radio access network (RAN) that
includes one or more base stations, such as eNodeBs (eNBs),
via which user device 210 communicates with the EPC. As

shown 1n FIG. 2, the LTE network may include base station
220. The EPC may include SGW 230, MME 240, and/or

PGW 250 that enables user device 210 to communicate with
network 295 and/or an IMS core. The IMS network may
include HSS/AAA server 260 and/or CSCF server 2635 and
may manage authentication, connection initiation, account
information, a user profile, etc. associated with user device
210.

Environment 200 may also include a virtual domain
including V-EPC server 285 and V-IMS server 290 which
may function similarly to a physical EPC and a physical IMS
network. In some implementations, servers associated with
the virtual domain may be stored by a data center located in a
geographic location associated with a roaming network to
service user devices 210 located 1n geographic location asso-
ciated with the roaming network.

User device 210 may include a device that 1s capable of
communicating with base station 220 and a network (e.g.,
network 2935). For example, user device 210 may include a
radiotelephone, a personal communications system (PCS)
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terminal (e.g., that may combine a cellular radiotelephone
with data processing and data communications capabilities),
a personal digital assistant (PDA) (e.g., that can include a
radiotelephone, a pager, Internet/intranet access, etc.), a
smart phone, a laptop computer, a tablet computer, a camera,
a personal gaming system, or another type device that is
capable of communicating with base station 220.

Base station 220 may include one or more network ele-
ments that receive, process, and transmit traffic, such as
audio, video, text, and/or other data, destined for and/or
received from user device 210. In some implementations,
base station 220 may be an eNB device and may be part of the
LTE network. Base station 220 may recetrve traific from and/
or send traffic to network 295 via SGW 230 and PGW 250.
Base station 220 may send tratfic to and/or receive traific from
user device 210 via an air interface. One or more of base
stations 220 may be associated with a RAN, such as the LTE
network.

SGW 230 may include one or more network elements, such
as a data processing and tratfic transier devices. For example,
SGW 230 may include a gateway, a router, amodem, a switch,
a firewall, a network interface card (NIC), a hub, a bridge, a
proxy server, an optical add-drop multiplexer (OADM), or
some other type of device that processes and/or transfers
traffic. SGW 230 may, for example, aggregate traific received
from one or more base stations 220 and may send the aggre-
gated traffic to network 295 via PGW 250. In some imple-
mentations, SGW 230 may route and forward user data pack-
ets, may act as a mobility anchor for a user plane during
inter-eNB handovers, and may act as an anchor for mobaility
between LTE and other 3GPP technologies. For idle state user
device 210, SGW 230 may terminate a downlink (DL) data
path and may trigger paging when DL data arrives for user
device 210.

MME 240 may include one or more network elements that
may perform operations associated with a handoif to and/or
from the EPS. In some implementations, MME 240 may
perform operations to register user device 210 with the EPS,
to handoff user device 210 from the EPS to another network,
to handoff a user device 210 from the other network to the
EPS, and/or to perform other operations. MME 240 may
perform policing operations for traific destined for and/or
received from user device 210. MME 240 may authenticate
user device 210 (e.g., via interaction with HSS/AAA server
260).

PGW 250 may include one or more network elements, such
as a data processing and/or traific transfer devices. For
example, PGW 250 may include a gateway, a router, a
modem, a switch, a firewall, a NIC, a hub, a bridge, a proxy
server, an OADM, or some other type of device that processes
and transiers traific. PGW 2350 may, for example, provide
connectivity of user device 210 to external packet data net-
works by being a traffic exit/entry point for user device 210.
PGW 250 may perform policy enforcement, packet filtering,
charging support, lawiul intercept, and/or packet screening.
PGW 250 may also act as an anchor for mobility between
3GPP and non-3GPP technologies.

HSS/AAA server 260 may include one or more network
clements, such as a server device, that manages, updates,
and/or stores, 1n a memory associated with HSS/AAA server
260, profile information associated with user device 210. The
profile may include information that identifies applications
and/or services that are permitted for and/or accessible by
user device 210, information associated with bandwidth or
data rate thresholds associated with the applications or ser-
vices, information associated with a user of user device 210
(e.g., a username, a password, a personal 1dentification num-
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4

ber (PIN), etc.), rate information, minutes allowed, and/or
other information. Additionally, or alternatively, HSS/AAA
server 260 may 1nclude a device that performs authentication,
authorization, and/or accounting (AAA) operations for a
communication session associated with user device 210.

CSCF server 265 may include one or more network ele-
ments, such as a server device, that processes and routes calls
to and from user device 210 via the EPC. For example, CSCF
server 263 may process calls, recetved from network 295, that
are destined for user device 210. In another example, CSCF
server 260 may process calls, received from user device 210,
that are destined for network 295.

Network selection server 270 may include a computing
device, such as a server device, or a collection of server
devices. In some implementations, network selection server
270 may select virtual network elements with which user
device 210 may connect to transfer data packets to and from
user device 210 and/or network 295. For example, network
selection server 270 may select a virtual network element of
V-EPC server 285 or V-IMS server 290, such as a virtual SGW
clement, a virtual PGW eclement, etc. In some implementa-
tions, network selection server 270 may select virtual net-
work elements based on load-balancing techniques (e.g.,
based on network activity information), atfinity thresholds,
round-robin selection techniques, resource demand of a
selected application of user device 210, geographic location
ol a network query, and/or based on some other factor. In
some 1mplementations, network selection server 270 may
broadcast an IP address to SGW 230 such that SGW 230 may
detect and connect with network selection server 270.

In some 1mplementations, network selection server 270
may recerve data packets from user device 210 (e.g., viaSGW
230) and provide the data packets to selected virtual network
clements. Additionally, or alternatively, network selection
server 270 may direct SGW 230 to provide data packets to the
selected virtual network elements. In some implementations,
network selection server 270 may determine analytics data
relating to network activity data associated with a network
clement and may determine overloaded or under-loaded vir-
tual network elements based on the analytics data. Addition-
ally, or alternatively, network selection server 270 may pro-
vide the analytics data to analytics server 275. In some
implementations, network selection server 270 may function
as an authoritative domain name system (DNS) server and/or
a caching DNS server.

Analytics server 275 may include anetwork device, such as
a server device, or a collection of server devices. In some
implementations, analytics server 275 may receirve perfor-
mance data and thresholds associated with the performance
data, from network selection server 270. For example, ana-
lytics server 275 may receive analytics data (e.g., datarelating
to data rates or data throughput), and a threshold value asso-
ciated with the analytics data associated with a virtual net-
work element of V-EPC server 285 or V-IMS server 290 (e.g.,
a virtual SGW element, a virtual PGW element, etc.) or a
physical network element (e.g., SGW 230, MME 240, and/or
PGW 250).

In some implementations, analytics server 275 may 1den-
tify 1nstances 1n which the received performance data does
not satisty the threshold value of the performance indicator
tor the virtual network element. For example, analytics server
275 may 1dentily that the performance data, for a particular
performance indicator (e.g., data rate), does not satisiy a
threshold value associated with the performance indicator.
For example, assume that analytics server 275 recetves per-
formance data relating to a data rate of 110 gigabits per
second (Gbps). Further, assume that analytics server 275
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stores a threshold of greater than 100 Gbps for the data rate
performance indicator. In this example, analytics server 275
may determine that the performance data (e.g., 110 Gbps)
satisfies the threshold (e.g., greater than 100 Gbps).

In some 1implementations, analytics server 275 may send
instructions to orchestration server 280 to add, remove, com-
bine, or migrate virtual virtual network elements from V-EPC
server 285 and/or V-IMS server 290 such that the threshold
tor the performance indicator 1s satisfied.

Orchestration server 280 may include a network element,
such as a server device or a collection of server devices. In
some 1mplementations, orchestration server 280 may store
data associated with the topology of V-EPC server 285 and/or
V-IMS server 290. For example, orchestration server 280 may
store information for a virtual network element (or multiple
virtual network elements) associated with V-EPC server 285
and/or V-IMS server 290, such as the type of service and/or
function provided by the virtual network element, a virtual IP
address associated with the virtual network element, and/or
some other information regarding a virtual network element
or group of virtual network elements. Orchestration server
280 may also receive an mstruction from analytics server 273
to add, remove, or combine virtual network elements based
on performance data associated with the virtual network ele-
ments. Further, orchestration server 280 may execute the
istruction to add, remove, or combine virtual network ele-
ments based on recerving the istruction.

V-EPC server 285 may include a network element, such as
a server device or a collection of server devices. In some
implementations, V-EPC server 285 may store a virtual net-
work element (e.g., in the form of a virtual image file) to allow
V-EPC server 285 to function as a physical network element
associated with the EPC (e.g., a PGW 230, an SGW 230, an
MME 240, and/or some other network element associated
with the EPC). In some implementations, V-EPC server 285
may store multiple virtual network elements 1n a virtual con-
tainer that services a particular geographic location. For
example, V-EPC server 283 may store a first virtual container
including virtual network elements that service a first geo-
graphic location and a second virtual container including
virtual network elements that service a second geographic
location. In some implementations, V-EPC server 285 may
also include a virtual content delivery network and/or a vir-
tual session delivery network.

V-IMS server 290 may include a network element, such as
a server device or a collection of server devices. In some
implementations, V-IMS server 290 may store a virtual net-
work element (e.g., in the form of a virtual image file) to allow
V-IMS server 290 to function as a physical network element
associated with the IMS network (e.g., an HSS/AAA server,
a CSCF server, and/or some other network element associated
with the IMS network). In some implementations, V-IMS
server 290 may store multiple virtual network elements 1n a
virtual container that services a particular geographic loca-
tion. For example, V-IMS server 290 may store a first virtual
container including virtual network elements that service a
first geographic location and a second virtual container
including virtual network elements that service a second geo-
graphic location.

While virtual network elements associated with the EPC
are described as being stored by V-EPC server 2835 and virtual
network elements associated with the IMS network are
described as being stored by V-IMS server 290, 1n practice,
virtual network elements associated with the EPC and with
the IMS network may be stored by a single server. Further,
V-EPC server 285 and/or V-IMS server 290 may include

additional virtual network elements, such as a virtual DNS
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6

server, a virtual tunnel gateway (TTG), a virtual policy and
charging rule function (PCRF), and/or a virtual firewall. In
some i1mplementations, V-EPC server 285 and/or V-IMS
server 290 may include virtual network elements that may be
capable of functioning as a group of physical virtual network
clements associated with different geographic locations.

Network 2935 may 1include one or more wired and/or wire-
less networks. For example, network 2935 may include a cel-
lular network, a public land mobile network (PLMN), a sec-
ond generation (2G) network, a third generation (3G)
network, a fourth generation (4G) network, a fifth generation
(5G) network, and/or another network. Additionally, or alter-
natively, network 295 may include a wide area network
(WAN), a metropolitan area network (MAN), a telephone
network (e.g., the Public Switched Telephone Network
(PSTN)), an ad hoc network, an intranet, the Internet, a fiber
optic-based network, and/or a combination of these or other
types of networks.

The quantity of devices, network elements, and/or net-
works, 1llustrated in FIG. 2, 1s not limited to what 1s shown. In
practice, there may be additional devices, network elements,
and/or networks; fewer devices and/or networks; different
devices and/or networks; or differently arranged devices and/
or networks than illustrated 1n FIG. 2. Also, 1n some 1mple-
mentations, one or more of the devices of environment 200
may perform one or more functions described as being per-
formed by another one or more of the devices of environment
200. Devices of environment 200 may interconnect via wired
connections, wireless connections, or a combination of wired
and wireless connections.

FIG. 3 illustrates example components of a device 300 that
may be used within environment 200 of FIG. 2. Device 300
may correspond to user device 210, base station 220, SGW
230, MME 240, PGW 250, HSS/AAA server 260, CSCEF 265,
network selection server 270, analytics server 273, orchestra-
tion server 280, V-EPC server 285, and/or V-IMS server 290.
Each of user device 210, base station 220, SGW 230, MME
240, PGW 250, HSS/AAA server 260, CSCF 265, network
selection server 270, analytics server 275, orchestration
server 280, V-EPC server 285, and/or V-IMS server 290 may
include one or more devices 300, and/or one or more compo-
nents of device 300.

As shown 1n FIG. 3, device 300 may include a bus 305, a
processor 310, a main memory 315, a read only memory
(ROM) 320, a storage device 325, an mput device 330, an
output device 335, and a communication interface 340. In
some 1mplementations, device 300 may 1nclude additional
components, fewer components, different components, or
differently arranged components.

Bus 305 may include a path that permits communication
among the components of device 300. Processor 310 may
include a processor, a microprocessor, an application specific
integrated circuit (ASIC), a field programmable gate array
(FPGA), or another type of processor that interprets and
executes mstructions. Main memory 315 may include a ran-
dom access memory (RAM) or another type of dynamic
storage device that stores information or instructions for
execution by processor 310. ROM 320 may include a ROM
device or another type of static storage device that stores static
information or instructions for use by processor 310. Storage
device 325 may include a magnetic storage medium, such as
a hard disk drive, or a removable memory, such as a flash
memory.

Input device 330 may include a mechanism that permits an
operator to input information to device 300, such as a control
button, a keyboard, a keypad, or another type of input device.
Output device 335 may include a mechanism that outputs
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information to the operator, such as a light emitting diode
(LED), a display, or another type of output device. Commu-
nication interface 340 may include any transceiver-like
mechanism that enables device 300 to communicate with
other devices or networks. In some 1mplementations, com-
munication interface 340 may include a wireless interface, a
wired interface, or a combination of a wireless interface and
a wired interface.

Device 300 may perform certain operations, as described
in detail below. Device 300 may perform these operations 1n
response to processor 310 executing soltware instructions
contained 1 a computer-readable medium, such as main
memory 315. A computer-readable medium may be defined
as a non-transitory memory device. A memory device may
include space within a single physical storage device or
spread across multiple physical storage devices.

The software 1nstructions may be read into main memory
315 from another computer-readable medium, such as stor-
age device 325, or from another device via communication
interface 340. The software instructions contained 1n main
memory 315 may direct processor 310 to perform processes
that will be described later. Alternatively, hardwired circuitry
may be used 1n place of or in combination with software
instructions to implement processes described herein. Thus,
implementations described herein are not limited to any spe-
cific combination of hardware circuitry and software.

FIG. 4 1llustrates an example data structure 400 that may be
stored by one or more network elements 1n environment 200.
In some implementations, data structure 400 may be stored 1n
a memory of analytics server 275. In some implementations,
data structure 400 may be stored 1n a memory separate from,
but accessible by analytics server 275. In some implementa-
tions, data structure 400 may be stored by some other network
elements in environment 200, such as SGW 230, MME 240,
PGW 250, HSS/AAA server 260, CSCF 265, network selec-
tion server 270, orchestration server 280, V-EPC server 285,
and/or V-IMS server 290.

A particular mstance of data structure 400 may contain
different information and/or fields than another instance of
data structure 400. In some 1implementations, data structure
400 may correspond to information associated with geo-
graphic service areas of virtual network elements and net-
work activity of the virtual network elements. One instance of
data structure 400 may store information regarding one net-
work element 1n environment 200, whereas another instance
of data structure 400 may store information regarding another
network element in environment 200. In some 1implementa-
tions, network selection server 270 may select a network
clement based on information stored by data structure 400.

As shown 1n FIG. 4, data structure 400 may include virtual
network element information field 410, service area field 420,
and element activity field 430.

Virtual network element information field 410 may store
information for virtual network elements included in environ-
ment 200. For example, each entry of virtual network element
information field 410 may store information that identifies a
virtual network element. In some implementations, a virtual
network element may be identified based on an element 1den-
tifier (ID), a server ID, and a virtual element type. The server
ID may store information that identifies a server that stores an
image corresponding to the virtual network element (e.g.,
information that identifies a particular V-EPC server 285 or a
particular V-IMS server 290). In some implementations, net-
work element information field 410 may include information
that identifies a type of the virtual network element (e.g., a
virtual PGW, a virtual SGW, etc.). For example, as shown in
FIG. 4, virtual network element information field 410 may
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store information to 1dentify a virtual SGW having an element
ID of 123 and being stored by a server (e.g., V-EPC server
285) having the server ID of V-EPC-1.

Service area field 420 may store information that identifies
a service area associated with the virtual network element
identified 1n virtual network element information field 410.
For example, service area field 420 may store a center posi-
tion and a radius corresponding to the service area of a virtual
network element. As shown in FIG. 4, service area field 420
may store the center position 1n the form of longitude and
latitude coordinates and may store the radius 1n distance. For
example, service area field 420 may store information to
identify the longitude and latitude coordinates of “51.507,
—-0.129” and the radius 25 kilometers (km) for the virtual

network element having the element ID of “123.” In some
implementations, service area field 420 may store informa-
tion that 1dentifies a service area 1n another way, such as a
state border, a province, a zip code, efc.

Element activity fiecld 430 may store information that iden-
tifies network activity associated with virtual network ele-
ments. In some implementations, element activity field 430
may store network activity in terms of bandwidth, latency,
jtter, or in some other form. In some implementations, ele-
ment activity field 430 may store network activity for a virtual
network element 1n real time or over a period of time. Addi-
tionally, element activity field 430 may store information that
identifies threshold values 1n which the virtual network ele-
ment may be considered to be overloaded. As an example,
assume that the virtual network element having the element
ID of *123,” 1s consuming 100 megabytes per second (mbps)
of bandw1dth and 1s associated with a threshold that indicates
that the virtual network element 1s capable of handling less
than 150 mbps of bandwidth. In this example, element activ-
ity ficld 430 may store information that identifies bandwidth
activity (e.g., a real-time bandwidth activity or a bandwidth
activity over a period of time) of 100 mbps. Further, element
activity field 430 may store information that identifies a
threshold value of less than 150 mbps.

Further, assume that the virtual network element having the
clement ID of *“123” has a latency of 200 milliseconds (ms)
and a threshold value of less than 100 ms that indicates that
the virtual network element 1s overloaded when the latency of
the virtual network element exceeds 100 ms. Further, assume
that the virtual network element having the element ID of
“123” has a jitter of 50 ms with a threshold value of less than
25 ms that indicates that the virtual network element 1s over-
loaded when the jitter of the virtual network element exceeds
25 ms. In some implementations, analytics server 275 may
determine that the virtual network element having the 1D of
“123” may be overloaded since the latency activity value and
the jitter activity value do not satisty their respective thresh-
old values.

In some implementations, analytics server 275 may direct
orchestration server 280 to add virtual network elements
(e.g., add virtual 1mages representing virtual network ele-
ments to a server storing virtual network elements, such as
V-EPC server 285 and/or V-IMS server 290) based on deter-
mining an overloaded virtual network element. Additionally,
or alternatively, analytics server 275 may direct orchestration
server 280 to remove a virtual network element (e.g., delete a
virtual 1image representing a virtual network element) based
on 1dentitying a substantially under-loaded virtual network
clement (e.g., when the network activity of a network element
satisfies a threshold relating to when the network element 1s
considered to be substantially under-loaded). Additionally, or
alternatively, analytics server 275 may direct orchestration
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server 280 to combine the functions of multiple virtual net-
work elements based on i1dentifying multiple under-loaded
virtual network elements.

While particular fields are shown 1n a particular format in
data structure 400, 1n practice, data structure 400 may 1include
additional fields, fewer fields, different fields, or differently
arranged fields than are shown 1n FIG. 4.

In some 1mplementations, network selection server 270
may advertise an IP address to SGW 230 such that SGW 230
may resolve to the IP address advertised by network selection
server 270 (e.g., when user device 210 connects with SGW
230). As described above, network selection server 270 may
select virtual network elements with which user device 210
may connect (e.g., via SGW 230), such as virtual network
clements in the virtual domain. In some implementations, the
virtual domain may include V-EPC server 285 and V-IMS
server 290 which may each be provisioned to include one or
more virtual images to function as physical network devices
associated with a particular network (e.g., a network associ-
ated with a home network of user device 210).

For example, V-EPC server 285 may include virtual images
to function as SGWs 230, MMEs 240, or PGWs 250 associ-
ated with the home network. V-IMS server 290 may include
virtual images to function as HSS/AAA servers 260 or CSCF
servers 265, associated with the home network, and may
include iformation stored by physical HSS/AAA servers
260 or physical CSCF servers 265 (e.g., subscriber informa-
tion of user device 210, authorization information of user
device 210, etc.). In some implementations, orchestration
server 280 may be used to add, modity, or delete virtual
images stored by V-EPC server 285 and V-IMS server 290.

In some 1implementations, the virtual domain may include
multiple V-EPC servers 285 and multiple V-IMS servers 290
located 1n data centers associated with a geographical loca-
tion ol a roaming network which with user device 210 may
connect when user device 210 relocates from a home network
to the roaming network. As a result, user device 210 may
connect with the virtual network elements (e.g., via SGW
230) stored by servers located 1n the geographical location of
the roaming network.

FIG. S1llustrates a call flow diagram of example operations
capable of being performed by an example portion 500 of
environment 200. As shown in FIG. 5, portion 500 may
include user device 210, SGW 230, network selection server
2770, and selected virtual network elements (e.g., virtual net-
work elements selected by network selection server 270 for
use by user device 210). In some implementations, portion
500 may 1include components and/or perform functions
described above 1n connection with, for example, one or more
of FIGS. 1-3. FIG. 5 may correspond to example operations
that direct user device 210 to connect with virtual network
clements that service a geographic location 1 which user
device 210 1s currently located and/or with virtual network
clements that have capacity to satisiy a network demand of an
application of user device 210. For example, user device 210
may connect with virtual network elements via SGW 230
and/or via network selection server 270.

In FIG. 5, assume that user device 210 1s located 1n a
geographic location associated with a roaming network and
that user device 210 connects with SGW 230 (e.g., via base
station 220 that supports the roaming network). Further
assume that user device 210 receives a selection of an appli-
cation (e.g., a web browsing application, a messaging appli-
cation, etc.). In some implementations, user device 210 may
send session request 310 to SGW 230 (e.g., to access network
295 1n order to allow user device 210 to send and/or receive
data packets in the context of performing a function associ-
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ated with the selected application). As shown in FIG. 5, SGW
230 and user device 210 may exchange session establishment
data 515 (e.g., authentication data or some other session
establishment data) to establish a session.

As further shown 1n FIG. 5, user device 210 may provide
SGW 230 with data packet information 520 (e.g., data pack-
ets associated with performing a task via an application of
user device 210). For example, in the context of performing a
web browsing task, data packet information 520 may include
a request for data associated with a web page and/or a request
for data associated with a computer file stored by a web
server. Additionally, or alternatively, data packet information
520 may include some other data associated with performing
some other task via an application of user device 210 (e.g.,
data relating to message sending and/or receiving functions,
data relating to placing a voice over IP call, data relating to
placing a video over IP call, etc.).

As further shown 1 FIG. 5, SGW 230 may provide net-
work selection server 270 with network selection query 530.
In some implementations, SGW 230 may determine a
resource demand associated with data packet information 520
(e.g., ademand for a particular bandwidth, latency, and jitter),
and may also determine a location associated with data packet
information 520 (e.g., a network location or a geographic
location 1n which data packet information 520 were recerved
from user device 210 as determined by the location of SGW
230). In some 1implementations, network selection query 530
may include the resource demand associated with data packet
information 3520, the location associated with data packet
information 520, information for a task associated with data
packet imnformation 520 (e.g., a task to be performed by user
device 210, such as a task relating to message sending and/or
receiving functions, placing a voice over IP call, placing a
video over IP call, etc.), and/or some other information relat-
ing to data packet information 520 or user device 210.

In some 1mplementations, network selection server 270
may perform network selection function 340 based on receiv-
ing network selection query 330. For example, network selec-
tion server 270 may determine virtual network elements that
may receive data packet mmformation 520 in the context of
allowing user device 210 to perform a function via an appli-
cation of user device 210. In some implementations, network
selection server 270 may select virtual network elements
(e.g., virtual 1images stored by V-EPC server 285 or V-IMS
server 290) based on virtual network elements that service a
location associated with a current location of user device 210
and/or a location associated with data packet information 520
(e.g., anetwork or geographic location of the particular SGW
230 that recewved data packet information 520 from user
device 210).

In some 1mplementations, network selection server 270
may select virtual network elements based on a task to be
performed by user device 210. For example, network selec-
tion server 270 may select virtual network elements associ-
ated with V-EPC server 285 for tasks relating to a web brows-
ing function or for some other task associated with the EPC.
Additionally, or alternatively, network selection server 270
may select virtual network elements associated with V-IMS
server 290 for tasks relating to message sending and/or
receiving functions, tasks relating to placing or receiving
telephone calls, or some other task associated with the IMS
network.

In some 1mplementations, network selection server 270
may make an initial selection of virtual network elements
associated with V-EPC server 285 or V-IMS server 290 based
on a type of task to be performed by user device 210, as
described above. Further, network selection server 270 may
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narrow the initial selection based on load-balancing tech-
niques (e.g., by identifying virtual network elements having
available network capacity to satisiy a resource demand asso-
ciated with data packet information 520). In some implemen-
tations, network selection server 270 may select virtual net- 53
work elements 1n a manner that balances network load across
multiple virtual network elements associated with multiple
data centers. Additionally, or alternatively, network selection
server 270 may select virtual network elements that satisfy a
performance threshold (e.g., as determined by information 10
stored by analytics server 275).

Additionally, or alternatively, network selection server 270
may select virtual network elements based on some other
technique (e.g., a round robin selection technique, selection
of virtual network elements which are least loaded based on 15
network activity information stored by data structure 400). In
some 1mplementations, network selection server 270 may
enable the selected virtual network elements for use by user
device 210 based on performing network selection function
540. In some implementations, network selection server 270 20
may select virtual network elements based on information
stored by data structure 400 (e.g., service area mformation
corresponding to a current location of user device 210 and/or
using load-balancing techniques based on network element
activity 1nformation corresponding to available network 25
capacity to satisiy a resource demand associated with data
packet information 520).

As shown 1n FIG. 5, network selection server 270 may
provide query response 545 to SGW 230 including an indi-
cation that network selection server 270 has selected virtual 30
network elements and/or enabled use of the selected virtual
network elements. Additionally, query response 5435 may
include information for the selected virtual network elements
with which user device 210 may communicate in order to
send and/or receive data packets based on performing net- 35
work selection function 540. In some implementations, query
response 545 may include information (e.g., an authentica-
tion script or some other authentication mechanism) to allow
user device 210 to commumcate with the selected virtual
network elements (e.g., via SGW 230) 1n order to send and/or 40
receive data packets to and/or from the selected virtual net-
work elements 1n order to perform a task via an application of
user device 210.

As shown 1 FIG. §, user device 210 may recerve query
response 545 to indicate that network selection server 270 has 45
selected virtual network elements. In some implementations,
user device 210 may provide data packets 550 to SGW 230
based onreceiving query response 545, Data packets 550 may
include, for example, data relating to a communication (e.g.,

a call, a message, a web browsing instruction, etc.) to be 50
routed by the selected virtual network elements (e.g., in the
context of allowing user device 210 to perform a task via an
application of user device 210). In some 1mplementations,
network selection server 270 may receive data packets 550
(e.g., via SGW 230) and may provide data packets 550 to the 55
selected virtual network elements. Additionally, or alterna-
tively, user device 210 may provide data packets 550 to the
selected virtual network elements (e.g., via SGW 230) with-
out mvolving network selection server 270. In some 1mple-
mentations, (e.g., when data packets are provided to the 60
selected virtual network elements via network selection
server 270), network selection server 270 may prevent data
packets 550 from being sent to virtual network elements that
are not selected.

In some implementations, the selected virtual network ele- 65
ments may provide data packets 5535 based on receiving data
packets 550. Data packets 555 may include, for example, data
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relating to a response of data packets 550 (e.g., data relating
to a web page requested by user device 210 via data packets
550, data relating to a computer file requested by user device
210 via data packets 550, etc.). As shown in FIG. 5, the
selected virtual network elements may provide data packets
555 to user device 210 via network selection server 270
and/or SGW 230. In some implementations, the selected vir-
tual network elements may provide data packets 5355 to user
device 210 independently of network selection server 270.
While a particular series of operations and/or data tlows
have been described above with regards to FIG. 5, the order of
the operations and/or data flows may be modified in other
implementations. Further, non-dependent operations may be
performed 1n parallel. Additionally, the operations and/or
data flows are not limited to what 1s shown in FIG. 5. For
example, network selection server 270 may provide analytics
information regarding virtual network elements to analytics
server 275 such that analytics server 275 may store the ana-
lytics information in data structure 400. Additionally, or alter-

natively, network selection server 270 may communicate
with V-EPC server 2835 and/or V-IMS server 290 to perform

health checks on V-EPC server 283 and/or V-IMS server 290.

As described above, user device 210, via SGW 230, may
connect with virtual network elements (e.g., virtual EPC net-
work elements and/or virtual IMS network elements) that
service a geographic location 1n which the user device 1s
currently located and/or with virtual network elements hav-
ing network capacity to satisiy a resource demand associated
with an application of the user device. In some implementa-
tions, orchestration server 280 may be used to add, delete, or
modily virtual network elements 1n lieu of the expensive act
of installing and/or modifying physical network elements.
Additionally, or alternatively, physical network elements may
be added, deleted, or modified in accordance with network
resource demands associated with a particular geographic
location.

The {foregoing description provides illustration and
description, but 1s not intended to be exhaustive or to limit the
possible 1mplementations to the precise form disclosed.
Modifications and variations are possible 1in light of the above
disclosure or may be acquired from practice of the implemen-
tations.

It will be apparent that different examples of the descrip-
tion provided above may be implemented 1n many different
forms of software, firmware, and hardware 1n the implemen-
tations 1llustrated 1n the figures. The actual software code or
specialized control hardware used to implement these
examples 1s not limiting of the implementations. Thus, the
operation and behavior of these examples were described
without reference to the specific software code—it being
understood that soiftware and control hardware can be
designed to implement these examples based on the descrip-
tion herein.

Even though particular combinations of features are
recited 1n the claims and/or disclosed 1n the specification,
these combinations are not intended to limit the disclosure of
the possible implementations. In fact, many of these features
may be combined in ways not specifically recited i the
claims and/or disclosed in the specification. Although each
dependent claim listed below may directly depend on only
one other claim, the disclosure of the possible implementa-
tions includes each dependent claim 1n combination with
every other claim in the claim set.

No element, act, or instruction used 1n the present applica-
tion should be construed as critical or essential unless explic-
itly described as such. Also, as used herein, the article “a” 1s
intended to include one or more items and may be used
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interchangeably with “one or more.” Where only one item 1s
intended, the term “one” or similar language 1s used. Further,
the phrase “based on” 1s intended to mean “based, at least in
part, on” unless explicitly stated otherwise.
What 1s claimed 1s:
1. A method comprising:
receiving, by one or more servers, a network selection
query associated with a user device after the user device
relocates from a home network to a roaming network,
the network selection query including information relat-
ing to a geographic location of the user device within
the roaming network;
selecting, by the one or more servers and after recerving the
network selection query, a plurality of virtual network
clements based on a type of task to be performed by the
user device,
the plurality of virtual network elements being located
within the roaming network and functioning as physi-
cal network elements of the home network;
selecting, by the one or more servers and based on a par-
ticular technique, a virtual network element of the plu-
rality of virtual network elements,
the home network including one of an evolved packet
core (EPC) network or an internet protocol (IP) mul-
timedia subsystem (IMS) network;
enabling, by the one or more servers, use of the virtual
network element by the user device;
receiving, by the one or more servers and from the user
device, a data packet destined for the virtual network
element:;
providing, by the one or more servers, the data packet to the
virtual network element;
determining, by the one or more servers, that the virtual
network element 1s overloaded based on one of a latency
activity value or a jitter activity value associated with the
virtual network element; and
directing, by the one or more servers, an addition of another
virtual network element based on determining that the
virtual net ark element 1s overloaded.
2. The method of claim 1, where the virtual network ele-
ment includes at least one of:
a virtual mobility management entity (MME),
a virtual serving gateway (SGW),
a virtual packet data network (PDN) gateway (PGW),
a virtual domain name server (DNS),
a virtual tunnel termination gateway (1TG), or
a virtual firewall.
3. The method of claim 1, where the virtual network ele-
ment includes at least one of:
a virtual policy and charging rule function (PCRF),
a virtual home subscriber server (HSS), or
a virtual call service control function (CSCF) server.
4. The method of claim 1, further comprising;
determining that a first virtual network element and a sec-
ond virtual network element of the plurality of virtual
network elements, are under-loaded; and
directing an orchestration server to combine functions the
first virtual network element and the second virtual net-
work element based on determining that the first virtual
network element and the second virtual network element
are under-loaded.
5. The method of claim 1, further comprising;
determining that the virtual network element 1s under-
loaded; and
directing a removal of the virtual network element based on
determining that the virtual network element 1s under-

loaded.
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6. The method of claim 1,
where the network selection query includes information

relating to a network resource demand of an application

of the user device,
where the method further comprises:
determining that the virtual network element includes
capacity to satisiy the network resource demand, and
where selecting the virtual network element comprises:
selecting the virtual network element based on deter-
mimng that the virtual network element includes
capacity to satisly the network resource demand.
7. The method of claim 1, further comprising;
determining that the virtual network element 1s performing
in accordance with a performance parameter,
where selecting the virtual network element comprises:
selecting the virtual network element based on deter-
mimng that the virtual network element 1s performing
in accordance with the performance parameter.
8. The method of claim 1, further comprising;
recerving an i1dentifier, associated with the user device, as
part of the selection query,
where selecting the virtual network element comprises:
selecting the virtual network element further based on
the 1dentifier associated with the user device.
9. A system comprising:
one or more servers to:
receive a network selection query associated with a user
device after the user device relocates from a home
network to a roaming network,
the network selection query including information
relating to a geographic location of the user device
within the roaming network;
select a virtual network element based on the network
selection query,
the virtual network element servicing the geographic
location of the user device within the roaming net-
work and functioning as a physical network ele-
ment of the home network;
enable use of the virtual network element by the user
device;
receive a data packet destined for the virtual network
element;
provide the data packet to the virtual network element;
determine that the virtual network element 1s overloaded
based on one of a latency activity value or a jitter
activity value associated with the virtual network ele-
ment; and
direct an addition of another virtual network element
based on determining that the virtual network element
1s overloaded.
10. The system of claim 9, where the virtual network ele-

ment includes at least one of:

a virtual mobility management entity (MME),

a virtual serving gateway (SGW),

a virtual packet data network (PDN) gateway (PGW),

a virtual domain name server (DNS),

a virtual tunnel termination gateway (I'TG), or

a virtual firewall.

11. The system of claim 9, where the virtual network ele-

ment 1includes one or more of:

a virtual policy and charging rule function (PCREF),

a virtual home subscriber server (HSS), or

a virtual call service control function (CSCF) server.

12. The system of claim 9, where, when directing the

addition of the virtual network element, an analytics server, of
the one or more servers, 1s to:
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direct an orchestration server to add a virtual 1mage, rep-
resenting another virtual network element, to another
server that stores the virtual network element based on

determining that the virtual network element 1s over-
loaded.

13. The system of claim 12, where the analvytics server 1s

turther to:

determine that the other virtual network element 1s under-
loaded; and

direct the orchestration server to delete the virtual image to
remove the other virtual network element based on
determining that the other virtual network element is
under-loaded.

14. The system of claim 9,

where the one or more servers are further to:
determine that the virtual network element 1s performing

in accordance with a performance parameter, and
where, when selecting the virtual network element, the one
Or more servers are to:
select the virtual network element further based on
determiming that the virtual network element 1s per-
forming 1n accordance with the performance param-
cter.

15. The system of claim 9, where the one or more servers

are Turther to:

receive an 1dentifier, associated with the user device, as part
of the network selection query,
where, when selecting the virtual network element, the

one or more servers are to:
select the virtual network element further based on the
identifier associated with the user device.

16. A non-transitory computer-readable medium for stor-

ing instructions, the nstructions comprising:

a plurality of instructions which, when executed by one or
more processors, cause the one or more processors to:
receive a network selection query associated with a user

device after the user device relocates from a home
network to a roaming network,
the network selection query including information
relating to a geographic location of the user device
within the roaming network;
select a virtual network element based on the network
selection query,
the virtual network element servicing the geographic
location of the user device within the roaming net-
work and functioning as a physical network ele-
ment of the home network;
ecnable use of the virtual network element by the user
device;
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receive a data packet destined for the virtual network
element;

provide the data packet to the virtual network element;

determine that the virtual network element 1s overloaded
based on one of a latency activity value or a jitter
activity value associated with the virtual network ele-
ment; and

direct an addition of another virtual network element
based on determining that the virtual network element
1s overloaded.

17. The non-transitory computer-readable medium of
claim 16, where the virtual network element includes at least
one of:

a virtual mobility management entity (MME),

a virtual serving gateway (SGW),

a virtual packet data network (PDN) gateway (PGW),

a virtual domain name server (DNS),

a virtual tunnel termination gateway (1'TG), or

a virtual firewall.

18. The non-transitory computer-readable medium of
claim 16, where the virtual network element includes one or
more of:

a virtual policy and charging rule function (PCRF),

a virtual home subscriber server (HSS), or

a virtual call service control function (CSCF) server.

19. The non-transitory computer-readable medium of
claim 16, where the one or more instructions to direct the
addition of the other virtual network element comprise:

one or more mstructions which, when executed by the one

Or more processors, cause the one or more processors to:

direct an orchestration server to add the other virtual
network element based on determining that the virtual
network element 1s overloaded.

20. The non-transitory computer-readable medium of
claim 16,

where the network selection query includes information

relating to a network resource demand of an application
of the user device, and

where the plurality of instructions to select the virtual

network element comprise:
one or more mstructions which, when executed by the
one or more processors, cause the one or more pro-
CesSSsors 1o:
determine that the network element includes capacity
to satisiy the network resource demand; and
select the network element further based on determin-
ing that the network element includes capacity to
satisly the network resource demand.
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