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METHOD AND SYSTEM FOR
CONTROLLING A DELAY OF PACKET
PROCESSING USING LOOP PATHS

FIELD OF THE INVENTION

The present invention relates to packet processing in a
packet-switched network. In particular, the present invention
1s directed to a method and system for controlling a delay of
packet processing using one or more delay loop paths.

BACKGROUND OF THE INVENTION

Packet-switch networks, such as the Internet, transport
data between communicating devices using packets that are
routed and switched across one or more links in a connection
path. As packet-switched networks have grown 1n size and
complexity, their role 1n the critical functioning of businesses,
institutions, and organizations has increased dramatically.

Many types of packet processing devices have been
designed to assist 1 getting business critical data from a
source to destination in a timely and secure manner. In-line
data imnspection devices such as Intrusion Detection and Intru-
sion Prevention Systems (IDS & IPS) inspect traffic carried
by the packets. Other devices connected at the edge of a
network, transport network traflic across the network to one
or more other network edge devices. Such network traflic
may be transported using tunneling protocols, encapsulated
packets, and may be encrypted to get the packets to the des-
tination 1n a timely and secure manner.

Packet processing devices can be implemented as an in-
line hardware and/or soitware based device that can perform
deep packet mspection (DPI), examining the content encap-
sulated 1n a packet header or payload, regardless of protocol
or application type and tracks the state of packet streams
between network attached systems. Thus, 1n addition to rout-
ing and switching operations that networks carry out as they
route and forward packets between sources and destinations,
packet processing devices can introduce significant packet
processing actions that are performed on packets as they
travel from source to destination. Other network security
methods and devices may similarly act on individual packets,
packet streams, and other packet connections.

The performance of a system that utilizes the network
services can vary based on how the traffic 1s delivered. For
example, packets that carry the network tratffic may not arrive
at the destination 1n the same order as they where sent, the end
node may have to reorder the data 1f the network does not
provide an 1n-order data delivery service. The performance of
the end node, and hence the whole system, may decrease if the
end node has to reorder the data. If the network can provide an
in-order data deliver service that reorders the delivered data,
the whole system performance may increase.

SUMMARY OF THE INVENTION

As packets 1n a given communication or connection are
routed from source to destination, an initial order in which the
packets were transmitted from a source device may become
altered, so that one or more packets arrive out of sequence
with respect to the imitial transmission order. For instance,
packets from the same communication could be routed on
different links with different traffic properties, causing
delayed arrival of an earlier-sequenced packet relative to a
later-sequenced packet. Further, one or more intermediate
routers or switches may fragment packets, and the fragments
themselves could arrive out of order. As they are transported
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to their destination out-of-sequence packets may also traverse
intermediate network elements and components as well,
including IPS devices or other packets processing devices.
Some network technologies provide packet retransmit func-
tion to replace packets that were lost due to transmission error
or lack of storage. Packets may be delivered out of order due
one or more packets being lost and then later being retrans-
mitted. Knowing the time between the packet being lost and
the packet being retransmitted will help determine how long
to wait for a lost packet to be able to place 1t back 1n order with
the other packets carrying the data sent from a source to a
destination.

Depending upon the specific packet-processing functions
carried out, out-of-sequence receipt ol packets may impact
the operation an IPS, other packet processing devices, or the
end nodes destined to recetve the network traffic. In particu-
lar, processing of an out-of-sequence packet may need to be
delayed until the in-sequence counterpart arrives. Further, 1t
may be desirable to be able to tune the delay of a particular
packet based on such factors as packet type, communication
type, or known traffic characteristics, to name just a few.
Theretore, a device such as an IPS or other packet processing
devices may benefit by having an ability to introduce con-
trolled delay of packet processing of packets received from
the network or from internal processing components.

Accordingly, the present invention 1s directed to a method
and system for introducing controlled delay of packet pro-
cessing. More particularly, a method and system 1s described
for mtroducing controlled delay of packet processing by a
packet processing platform using one or more delay loop
paths. The embodiments described herein exemplily con-
trolled delay of packet processing by a security device such as
an IPS, but 1t should be understood that the method and
system applies to any packet processing device such asa VPN
server, Ethernet switch or router, intelligent network interface
(NIC), or a firewall. Further, while out-of-sequence receipt of
packets has been described as a reason for imposing con-
trolled delay, other reasons are possible as well, such as
spreading tratfic out, that may not have been reordered, but
may have bunched together and now presents a tratfic burst.
The present invention 1s not limited to controlled delay for
out-of-sequence packets or to pace network ftraffic, but
instead covers any reason for delaying the processing of a
packet.

In one respect, the mvention 1s directed to a method and
system for introducing controlled delay 1in the processing of
packets 1n a packet-switched data network, including deter-
mining that a packet should be delayed, selecting a delay loop
path (DLP) according to a desired delay for the packet, and
sending the packet to the selected DLP. The determination
that a delay 1s need, as well as the selection of DLP according
to the desired delay, can be based on a property of the packet,
the communication protocol indicated by one or more fields
in the packet, and whether the network provides packet
retransmission. In particular, recognizing that a packet has
been recerved out of order with respect to at least one other
packet 1n a communication or connection, understanding the
protocol used by communication, and retransmission param-
cters implemented by the protocol of the network intercon-
nection devices, may be used to determine both that a delay 1s
required, and what the delay should be. As noted, however,
there may be other properties of a packet that necessitate
controlled delay of processing.

The construction of the DLP will determine 11 packets can
be inserted between other packets already in the DLP or if
packets can only be added at the end of the DLP. If the DLP

can accept new packets being adding between packets already
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on the DLP, then only one, or a small number of DLPs can be
used. On the other hand, 11 the DLP can only accept new

packets added to the end of the DLP, then the newly added
packet can only be delayed longer than all the other packets
on a single DLP and, therefore, multiple DLPs are needed.

Note that packets may be received at the network entity
from an end node, or component in the network, such a VPN
server, router, or a switch. Alternatively or additionally, pack-
ets may be received from one or more DLPs once they com-
plete their delays. That 1s, once a controlled delay for a given
packet 1s complete, the packet 1s returned for processing.
Upon return following controlled delay, a packet may either
be processed or subjected to another delay. For example,
tollowing delay, an out-of-sequence packet may be processed
if 1ts 1n-sequence counterpart has arrived in the meantime. If
not, it may be sent for a new possibly shorter last chance
delay, forwarded without processing, or discarded. Other
actions are possible as well.

In still a further respect, the present imnvention 1s directed to
a system for introducing controlled delay 1n the processing of
packets 1n a packet-switched network, the system comprising,
a processor, a network interface, one or more delay loop paths
(DLPs), data storage, and machine language instructions
stored 1n the data storage and executable by the processor to
carry out the functions described above (and detailed further
below). Specifically, the functions carried out by the proces-
sor according to the machine language instructions preferably
comprise receving a packet at the network interface, deter-
mimng that the packet needs to be delayed betfore processing,
selecting a delay loop path according to 1ts path delay (as
described above), and sending the packet to the selected DLP.
Additionally, the system may receive a packet from a DLP.
The machine language instructions will preferably also be
executable to determine to delay the packet again, forward the
packet or discard the packet.

In further accordance with a preferred embodiment, the
processor, the network interface, one of more DLPs, and the
data storage will each be a component of a field-program-
mable gate array (FPGA). Further, each of the processor, the
network interface, the one or more DLPs, and the data storage
will preferably comprise one or more sub-elements of the
FPGA. That 1s, each of the specified system components will
be implemented on an FPGA, and may in turn be composed,
at least in part, of one or more low-level FPGA elements.

These as well as other aspects, advantages, and alternatives
will become apparent to those of ordinary skill in the art by
reading the following detailed description, with reference
where appropriate to the accompanying drawings. Further, it
should be understood that this summary and other descrip-
tions and figures provided herein are intended to illustrate the
invention by way of example only and, as such, that numerous
variations are possible. For instance, structural elements and
process steps can be rearranged, combined, distributed, elimi-
nated, or otherwise changed, while remaining within the
scope of the invention as claimed.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a block diagram of out-of-sequence arrival of
packet fragments at a packet processing platform;

FIG. 2 1s a block diagram of controlled delay of packet
processing using a single delay loop path with time informa-
tion according to the invention;

FI1G. 3 1s a flowchart that illustrates exemplary operation of
controlled delay of packet processing using one or more delay
loop paths with time information and adding a packet to a
DLP according to the mnvention;
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FIG. 4 1s a flowchart of an exemplary operation of con-
trolled delay of packet processing using one or more delay
loop paths with time information and removing a packet from
a DLP according to the invention;

FIG. 5 1s a block diagram of controlled delay of packet

processing using multiple delay loop paths with time 1nfor-
mation according to the invention.

DETAILED DESCRIPTION

The method and system described herein 1s based largely

on introducing controlled delay of packets using a construct
called a delay loop path (DLP). More particular, in order to
impose a range ol delay times to accommodate a possibly
large number of packets and a variety of packet types and
delay conditions, a single DLP with the ability to insert pack-
ets 1n an ordered list, or multiple delay loop paths can be
employed. Packets that are determined to have arrived to a
packet processing platform out of sequence may then be
subject to a controlled delay appropriate to the properties of
the individual packets. Packet processing platforms that can
use the invention include IPS devices, virtual private network
(VPN) servers, Ethernet switches, intelligent network adapt-
ers (NICs), or routers, firewalls, any network interconnect
device connecting components of a LAN, or connecting a
L AN to a public WAN. Additionally, other criteria, such as
network conditions or routes, traffic pacing, protocols used,
or network device retransmissions, may be considered as well
in determining the need for and the length of delay. For further
description of delay loop paths, see, e.g., U.S. patent appli-
cation Ser. No. 11/7435,307, titled “Method and System for
Controlled Delay of Packet Processing with Multiple Loop
Paths,” filed on May 7, 2007 by Smuth, et al.
To facilitate the discussion of controlled delay using one or
more DLPs, it 1s useful to first consider a simplified example
ol network packet transmission that yields out-of-sequence
arrival of packets and packet fragments at a packet processing
platform. Such a scenario 1s depicted in FIG. 1. As shown,
SRC 102 transmits packet sequence {P1, P2, P3} to DST 104
by way of packet processing platiorm 106. Note that this
packet sequence may represent only a subset of packets asso-
clated with a given transmission. For the purposes of the
present description, the details of the network or networks
between SRC 102, DST 104, and packet processing platform
106 arc not critical and are represented simply as ellipses 107,
109, and 111. Note also that the transmission path 1s depicted
in three segments (top, middle, and bottom) for illustrative
purposes, and that the two circles each labeled “A” simply
indicate continuity of the figure between the top and middle
two segments and the two circles each labeled “B” indicate
continuity of the figure between the middle and bottom seg-
ments.

In the exemplary transmission, each packet 1s fragmented
into smaller packets at some point within the network ele-
ments represented by ellipses 107, for example at one or more
packetrouters. The exemplary fragmentation results 1n packet
P1 being subdivided into two packets, designated P1-A and
P1-B. Packet P2 1s subdivided into three packets, P2-A, P2-B,
and P2-C, while packet P3 i1s subdivided into two packets
P3-A and P3-B. As indicated, all of the mnitial fragments are
transmitted in order as sequence {P1-A, P1-B, P2-A, P2-B,
P2-C,P3-A, P3-B}. During traversal of the network elements
represented by ellipses 109, the order of transmission of the
packet fragments becomes altered such that they arrive at
packet processing platform 106 out of sequence as {P3-B,
P2-C,P1-B, P2-B, P3-A, P1-A, P2-A}, that is, out order with
respect to the originally-transmitted fragments. While the
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cause 1s not specified in the figure, the re-ordering could be
the result of different routers and links traversed by different
packet fragments, routing policy decisions at one or more
packet routers, or other possible actions or circumstances of
the network.

As with the example above of out-of-order arrival of 1nte-
gral packets, packet processing platform 106 could be an IPS
or other security device, and may require that fragmented
packets be reassembled before processing can be carried out.
In the exemplary transmission of FIG. 1, packet P3-B must
wait for P3-A to arrive belfore reassembly and subsequent
processing can be performed. Similarly, P2-C must wait for
P2-B and P2-A, while P1-B must wait for P1-A. In each
exemplary 1nstance then, packet processing must be delayed
in order to await the arrival of an earlier-sequenced packet.
Again, the method and system for controlled delay of packet
processing may be advantageously used by packet processing
platform 106 to introduce the requisite delay while earlier-
arrived, out-ol-sequence packets await the arrival of earlier-
sequenced packets.

Note that depending upon the particular packet processing
carried out, 1t may or may not be necessary to wait for all
fragments of a given packet to arrive before processing
begins. For example, 1t may be suilicient that just pairs of
adjacent packet fragments be processed 1n order. Further, 1t
may not be necessary to actually reassemble packets prior to
processing, but only to ensure processing packets or frag-
ments 1n order. Other particular requirements regarding
packet ordering or packet fragment ordering are possible as
well. The present invention ensures that delay of packet pro-
cessing may be introduced 1n a controlled manner, regardless
of the specific details of the processing or the reason(s) for
controlled delay.

The examples above present generalized descriptions of
the effect on packet processing of the reordering of packets
and packet fragments during the course of transmission
through a network. In practice, there may be multiple specific
circumstances that lead to both fragmentation and reordering
of packets within transmissions, and numerous types of com-
munications that may be impacted as a result. A usetul
example 1s communication transported between end points
using TCP in one or more interconnected IP networks. The
tollowing discussion therefore focuses on TCP communica-
tions for 1llustration. However, 1t should be understood that
other types of communication may be subject to fragmenta-
tion of packets and reordering of fragments within transmis-
sions, and that the present invention 1s not limited to TCP-
based communications. Further, the description of TCP
herein summarizes only certain aspects that are relevant to the
present discussion, and omission of any details of the require-
ments or operation ol TCP should not be viewed as limiting,
with respect to the present invention.

TCP provides a virtual connection between two IP devices
for transport and delivery of IP packets via intervening net-
works, routers, and interconnecting gateways, and 1s com-
monly used 1n IP networks to transport data associated with a
variety ol applications and application types. TCP also
includes mechanisms for segmentation and reassembly of
data transmitted 1n IP packets between the source and desti-
nation, as well as for ensuring reliable delivery of transmitted
data. For 1nstance, 1n transmitting a data file from a source to
a destination, TCP will segment the file, generate P packets
for each segment, assign a sequence number to each IP
packet, and communicate control information between each
end of the connection to ensure that all segments are properly
delivered. At the destination, the sequence numbers will be
used to reassemble the original data file.
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For communication between two given devices, the TCP
Maximum Segment Size (MSS) 1s generally limited accord-
ing to the largest packet size, or Maximum Transmission Unit
(MTU), used 1n the underlying host networks of the two
devices. Then, the data portion (1.e., payload) of any particu-
lar packet transmitted on the established TCP connection will
not exceed the MSS. However, the 1P packet size at the source
may still exceed the MTU of one or more networks or links in
the connection path to the destination. When an IP packet
arriving, at a router exceeds the MTU of the outbound link,
the router must fragment the arriving packet into smaller IP
packets prior to forwarding. For instance, an IP packet with
TCP segment size 64 kbytes must be fragmented into smaller
IP packets 1n order to traverse an Ethernet link for which the
MTU 1s 1.5 kbytes. The smaller, fragmented IP packets are
ultimately delivered to the destination device, where they are
reassembled 1nto the original data transmitted from the
source. That 1s, fragmentation introduced by intervening
links generally remains all the way to the destination.

As packets and/or packet fragments traverse the connec-
tion path, intervening routers (or other forwarding devices)
may reorder the initially transmitted sequence. As discussed
above, this may occur for a variety of reasons. For instance, a
router may queue packets for transmission, preferentially
torwarding smaller packets ahead of larger ones. If a given
packet stream includes smaller packets that are sequenced
later than larger packets, this preferential forwarding may
cause smaller packets to arrive at subsequent hops ahead of
larger ones, and possibly out of sequence with respect to
them. As another example, a router may forward different
packets from the same TCP connection on more than one
outbound link. Depending on the traflic conditions on each
different link and the load on the next-hop router of each of
these links, later-sequenced packets and/or packet fragments
of a given TCP connection may arrive at the destination (or
the next common hop) ahead of earlier-sequenced ones.
There may be other causes of out-of-order delivery, as well.

A packet processing platform 1n the exemplary TCP con-
nection path may thus receive out-of-sequence packets or
packet fragments. Without loss of generality, the packet pro-
cessing platform may be considered to be a network security
device, and more particularly an IPS. While this 1s not
required for operation of the present invention, an IPS 1s
exemplary of a device or platform for which the relative order
of arrtving packets with respect to original transmission
sequence can be an important factor. Further, as noted above,
while TCP 1s 1llustrative of packet data transport that may be
subject to packet fragmentation and out-of-sequence delivery
of packets, networks and network devices 1n a transport path
may similarly impact other forms of packet transport.
Controlled Delay of Packet Processing

In carrying out its functions of protecting a network against
viruses, Trojan horses, worms, and other sophisticated forms
of threats, an IPS eflectively monitors every packet bound for
the network, subnet, or other devices that 1t acts to protect. An
important aspect of the monitoring 1s DPI, a detailed inspec-
tion of each packet in the context of the communication in
which the packet 1s transmitted. DPI examines the content
encapsulated in packet headers and payloads, tracking the
state of packet streams between endpoints of a connection. Its
actions may be applied to packets of any protocol or trans-
ported application type. As successive packets arrive and are
examined, coherence of the inspection and tracking may
require continuity of packet content from one packet to the
next. Thus 11 a packet arrives out of sequence, inspection may
need to be delayed until an earlier-sequenced packet arrives
and 1s mspected. Also, due to the detailed tracking of the
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packets, the protocol and application using the protocol can
be detected, and this information can be used to determine the
desired delay for processing a packet.

Another important aspect of IPS operation 1s speed. While
the primary function of an IPS 1s network protection, the
strategy of placing DPI 1n the packet streams between end-
points necessarily introduces potential delays, as each packet
1s subject to inspection. Therefore, it 1s generally a matter of
design principle to perform DPI efficiently and rapidly. While
the introduction of controlled delay of out-of-sequence pack-
cts might appear to compete with the goal of rapid processing,
in fact 1t may help increase efficiency since DPI may execute
more smoothly for in-order inspection. Also, by reordering,
packets the system as a whole may gain performance, due to
oltloading the reorder task from the end node. However, it 1s
nevertheless desirable to implement controlled delay in such
a way as to minimize impact on system resources, and to be
able to adjust or select delays for individual packets in a
flexible manner and according to dynamic conditions. The
discussion below explains in detail how this 1s accomplished
by the present invention.

In certain circumstances of out-of-sequence transmissions,
it may be possible to predict the latency period between the
arrival of an out-of-sequence packet and the later arrival of the
adjacent, in-sequence packet. Such predictions could be
based, for instance, on empirical measurements observed at
the point of arrival (e.g., an IPS or other packet processing,
platiorm), known traific characteristics of incoming (arriving,
packet) links, known characteristics of traific types, retrans-
mission timers, or combinations of these and other factors. A
desirable element of controlled delay, then, 1s to match the
delay imposed on a given packet, based on the other related
packets carrying the network traific to a particular destina-
tion. By doing so, packet processing that depends on in-order
sequencing or the pacing of packets, may be efliciently tuned
to properties of the arrivals encountered by packet processing,
devices.

Controlled Delay of Packet Processing with Single Delay
Loop Path with Time Information

U.S. patent application Ser. No. 11/745,307, titled
“Method and System for Controlled Delay of Packet Process-
ing with Multiple Loop Paths,” filed on May 7, 2007 by
Smith, et al. described an apparatus and method to delay
processing packets by sending the packets to be delayed on
multiple DLPs, where the packets are removed from each
DLP at a specific rate. In Smith, et al., the resulting delay that
a packet recerved 1s based on the removal rate and the number
of packets i the DLP ahead of the packet entering the DLP.
That design makes 1t difficult to delay a packet the desired
amount of time when there are many packets being delayed
simultaneously. Packets are likely to be delayed a shorter or
longer time than 1s desired when many packets are being
delayed and are resident in the DLPs.

In contrast, the invention provides actual packet processing,
delays that correspond to a desired delay. As shown 1n FIG. 2,
a time field 1s added in front of the packet 1n a FIFO packet
store, which 1s a preferred embodiment of a single DLP
within a packet processing platform 222. The embodiment
shown includes queue server 228, which uses the time field to
only remove packets from the FIFO after a specified delay
time, mstead of always removing a packet once a time period
as disclosed 1in Smith, et al. Packet fragments P3-B, P2-C,
P1-B, and P2-B are shown to have arrived out-of-sequence.
As each packet arrives, packet processing 224 determines 1f a
packet need to be delayed and the desired delay value for that
packet, then passes the packet with the desired delay value to
queue loader 227. The queue loader 227 uses the desired
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delay value to determine a time value and inserts the time
value 1n the FIFO ahead of the packet. The time value repre-
sents the system time when the packet should be removed
from the FIFO after waiting the desired delay time. This value
1s determined by reading system time 229 and adding the
desire delay time to the present system time 229 to produce
the time when the packet should be removed. This time value
will be used by the queue server 228 to know when to remove
the associated packet from the FIFO. The system time 229 can

be implemented as a time of day clock with millisecond or
microsecond resolution or a clocked counter that has a roll
over time period at least an order of magnitude larger than the
longest desired delay.

A plurality of logic units may be configured to perform
various operations ol the packet processing platform 222.
More particularly, a first logic unit and a second logic unit
may 1mplement the packet processing 224, in which the first
logic unit determines that a packet should be delayed before
the packet 1s processed or forwarded and the second logic unit
determines a desired delay value for the packet. In addition, a
third logic unit and a fourth logic umit may implement the
queue loader 227, 1n which the third logic unit adds a time
field containing the desired delay value for the packet to
associate a time value with the packet and the fourth logic unit
sends the packet on a delay loop path (DLP). Moreover, a fifth
logic unit may implement the queue server 228, in which the
fifth logic unit removes the packet from the DLP when the
time value associated with the packet indicates. The first,
second, third, fourth, and fifth logic units may comprise soft-
ware logic umts, hardware logic units, or a combination of
soltware and hardware logic units. Thus, in one embodiment,
one or more of the logic units comprise circuit components. In
another embodiment, one or more of the logic units comprise
soltware code stored on a computer readable storage medium,
which 1s executable by a processor.

Eventually, after the desired delay time has passed, each
packet returns to packet processing block 224 via DLP exat
233. Queue server 228 could be invoked via a timer-based
interrupt, for instance, which causes the queue server 228 to
check 11 a packet has been added to the FIFO at the head of
packet queue 226, and remove a packet if the time value
associated with the packet indicates that the desired delay has
passed.

According to this embodiment, packet queue 226 1s part of
the data storage of packet processing platform 222, and can be
configured according to a first-in-first-out (FIFO) access dis-
cipline. Packet queue server 228 periodically checks the
queue to see 1f a packet has been entered 1nto the queue, and
if the queue 1s not empty, the packet queue server 228 checks
the time field to determine if the packet at the head of the
queue should be removed. If the packet has not waited the
desired delay, the packet queue server 228 posts a timer for a
next time the queue should be checked. The packet queue
server 228 determines when the packet at the head of the
queue should be removed by calculating the difference
between the system time and the time value associated with
the packet at the head of the queue. The packet queue server
228 will not be invoked until the packet at the head of queue
1s ready to be removed, because 1t has been delayed the
desired amount of time, and this eliminates unnecessary poll-
ing of the queue by the packet queue server 228.

Service time associated with packet queue server 228 can
be the time required to copy the packet from queue memory to
the 1nput of packet processing platform 224, for instance.
Thus the delay that any given packet would experience from
the time 1t enters the queue until 1t arrives back at packet
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processing block 224 would be approximately the desired
delay time plus the service time associated with the given
packet.

FIG. 3 1llustrates the steps taken 300 by the queue loader
227 to 1nsert the time value and the packet in the FIFO. At step
310 a packet and the desired delay time 1s received that1s to be
delay. Next the system time 1s read at step 320. The time value
that 1s be inserted in the FIFO before the packet 1s the system
time when, after a desired delay time period, the packet has
been delayed the desire time and should be returned to the
packet processing function. This time value 1s determined by
added the desired delay time to the present system time at step
330. At step 340 the time value 1s transierred into the FIFO
tollowed by the packetto be delayed. These steps are repeated
tor each packet that has been determined to be delayed by the
packet processing function.

FI1G. 4 contains the flow chart that illustrates the steps taken
400 by queue server 228 to check 11 there 1s a packet that has
been delayed a desired time period and should be sent to the
packet processing function. A check 1s made to determine 11
there 1s a packet at the head of the queue at step 480. If there
are no packets in the queue, then at step 488 a timer 1s posted
to wake up this process after a poll time has passed. The
process will wait at step 485 until the timer wakes up the
process. 1T at step 480 there was a packet found at the head of
the queue, then the time value associated with the packet at
the head of the queue 1s read. At step 484, this time value 1s
checked, against the system time to determine 11 the packet
has been delayed the desired delay time and 1s ready to be
returned to the packet process function. If the time value has
a time before (greater than) or equal to the present system
time, then the packet has been delay long enough and 1s
removed from the queue and passed to the packet processing,
function at step 486 and then the process will proceed to
check the new head of the queue at step 480. If the time value
has a time after (less than) the present system time, then the
packet has not been delayed the desire delay period, so the
period of time left to wait for the packet at the head of the
queue 1s determined by subtracting the time value associated
with the packet at the head of the queue from the present
system time at step 483. A timer 1s posted to wakeup the
process when the packet at the head of the queue has been
delayed the desired time period, this eliminates unnecessary
polling of the queue. Once the time has been posted the
process waits at step 485. When the process awakes 1t pro-
ceeds to check the queue at step 480.

The embodiment i1llustrated 1n FIG. 2 works well when the
desired delay 1s the same for all packets to be delayed. In the
examples given earlier the packets where reordered by the
network transferring the packet from a source to a destination.
Due to packet reordering by the network, a desired delay
value of 100 milliseconds for a packet may be found through
network tratfic studies. Another reason for delaying process-
ing a packet could be due to packet loss and the protocol that
transiers this information has a retransmission function, then
the desired delay for packets believed to be delayed by packet
loss and a retransmission 1s expected, may be found to be 550
milliseconds. There may also be other reasons for different
packet delay values. Due to there being various reasons to
delay processing packets, the packet processing function may
decide to use multiple delay values. If a packet arrives that has
been specified to be delayed by a time period that 1s shorter
than a packet already placed 1n the queue, then newly arrived
packet would have to be put ahead of the packet already
waiting in the queue. If the queue used to implement the DLP
had an access limitation of only being able to add packet at the
tail of the queue and remove packet from the head of the
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queue, then a single delay queue 1s not the best implementa-
tion. If the queue used to implement the DLP has the ability to
isert new packet entries into an ordered list of packets, e.g.,
a linked list implementation, then a single delay queue could
be an eflicient implementation. Implementations for inserting
packets into an ordered list, such as linked list implementa-
tions, are well known. There, the packet 1s sent to the DLP by
inserting the packet in the ordered list ol packets. The order of
the list of packets can be ordered by the time value associated
with the packet on the DLP.

Controlled Delay of Packet Processing with Multiple
Delay Loop Paths with Time Information

I packets arrive that require varying desired delays and the
DLP queue implementation does not provide a insert function
in an order list, then multiple delay loop paths provides an
implementation option. Multiple queues allow an implemen-
tation the ability to group the desired delays into groups
varying from short delays to longer delays. If the set of
desired delay values are known and this set of desired delay
values has fewer elements than the number of available
queues to be used as DL Ps, then a separate DLP queue may be
dedicated to each delay value used. FIG. 5 illustrates an
implementation with four DLP FIFO queues 522. There are
four different delays used 1n this example implementation.

Thelongest delay of 550 milliseconds 1s used for a protocol
that provides retransmission; by network interconnect
devices such as a network switch, after 500 milliseconds to
deal with lost packets. The delay of 550 milliseconds 1s used
when the packet processing has 1dentified that a packet was
received out of order and the out of order condition 1s assumed
to be due to a packet loss. This may be determined by ana-
lyzing a packet with an error indication caused the reordering
by participating 1n a link by link protocol with other network
interconnect devices, or by observing other protocol indica-
tions of packet loss

There 1s another delay of 300 milliseconds used by the
packet processing function to slow down packets from a
specific source node or groups of nodes, application, or pack-
ets using a specified protocol that has temporarily sent more
traffic than 1s allowed which may degrade overall system
performance. This enables the packet processing function to
spread out packets that have been bunched up or sent too
frequently. By delaying packets that have been 1dentified as
consuming more bandwidth than 1s allowed or 1s productive,
the traffic distribution can be spread out, which keeps the
traffic within the allowed or productive rates. If the traiffic
overload 1s not due to merely a bunching of packets, that
otherwise would be within the allowed rate, but 1s due to too
much traific sent, the packets will have to be discarded at
some point. This delay method 1s useful when tratfic needs to
be re-paced.

A third delay value of 100 milliseconds 1s used when the
packet processing function determines the packets have been
received out of order, e.g., due to the network reordering the
packets, as they passed through the network. The fourth delay
of 5 milliseconds 1s used a catch all for a short delay. This
delay can be used as a second chance to delay a packet a little
longer before discarding the packet or for other reasons to
delay a packet for a short period of time. Since only four delay
values will be used by the packet processing function only
tour DLP FIFO queues are needed. The delay values provided
in this example are for illustrative purposes and other 1imple-
mentation may use delay values that are orders of magnmitude
smaller or larger.

An example 1s shown in FIG. 5 where packets 529 from
three different traflic sessions are received by the packet
processing function 524. Four delay values are used and each
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DLP FIFO 1s assigned one delay value. DLP 581 has assigned
a desired delay value of 550 milliseconds and 1s used for
packets that arrive out of order due to a lost packet and there
1s packet retransmission provided by the network. DLP 583
has assigned a desired delay value of 300 milliseconds to
re-pace traific that has bunched up. DLP 585 has assigned a
desired delay value of 100 milliseconds to delay traffic that
has arrived out of order due to the network reordering traffic
without packet loss suspected. DLP 587 has assigned a
desired delay value of 5 milliseconds used as a last chance
delay for packets.

The following scenario 1s described to illustrate the opera-
tion of a preferred embodiment of the mvention. The first
packet to arrive 1s packet number 2 of session number 1
P2-S1. The packet processing function 524 determines that
packet number 1 of session number 1 was lost and that the
network will retransmit packet number 1, so packet P2-51 1s
assigned a desired delay of 550 milliseconds and the packet
processing function 524 passes the packet and the desired
delay to the queue loader 592. The queue loader 592 deter-
mines a time value (TIME-A) to place in DPL FIFO 581
betore the packet by adding 550 milliseconds to the current
system time 529. Then the packet P2-S1 1s placed 1n the DPL

FIFO 581, directly following the TIME-A value, by the queue
loader 592.

The next packet 1s packet number 3 of session number 2
P3-S2, the packet processing function 524 determines a
desired delay value of 100 milliseconds should be applied to
this packet because 1t has arrived out of order, due to the
network reordering the packets. The packet processing func-
tion 524 passes the packet P3-S2 and the desired delay to the
queue loader 596. The queue loader 596 determines a time
value (TIME-B) to place in DPL FIFO 385 before the packet
by adding 100 milliseconds to the current system time 529.
Then the packet P3-S2 1s placed in the DPL FIFO 585,
directly following the TIME-B value, by the queue loader
596.

The third packet to arrive 1s packet number 2 of session
number 2 P2-S2 and again the packet processing function 524
determines a desired delay value of 100 milliseconds should
be applied to this packet because it has arrived out of order,
due to the network reordering the packets. The packet pro-
cessing function 524 passes the packet P2-S2 and the desired
delay to the queue loader 596. The queue loader 596 deter-
mines a time value (TIME-C) to place in DPL FIFO 585
betore the packet by adding 100 milliseconds to the current
system time 529. Then the packet P2-S2 1s placed 1n the DPL
FIFO 585, directly following the TIME-C value, by the queue
loader 596.

The fourth packet 1s packet number 1 of session number 2
P1-52 and the packet processing function 524 again, deter-
mines that no delay 1s needed and processes the packet with-
out delay. The fifth packet 1s packet number 1 of session
number 3 P1-S3 and the packet processing function 524
determines that no delay 1s needed and processes the packet.

The sixth packet to arrive 1s packet number 2 of session
number 3 P2-S3 and the packet processing function 524
determines that the packets of this session have bunched up
and this packet needs to be paced, so a desired delay of 300
milliseconds 1s selected. The packet processing function 524
passes the packet P2-S3 and the desired delay to the queue
loader 394. The queue loader 5394 determines a time value
(TIME-E) to place in DPL FIFO 583 belfore the packet by
adding 300 milliseconds to the current system time 529. Then
the packet P2-5S3 is placed in the DPL FIFO 383, directly
tollowing the TIME-E value, by the queue loader 594.
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After the 100 milliseconds has passed, the packet number
3 of session number 2 P3-S2 is removed from DLP 385 by

queue service process 5386 and passed back to the packet
processing function 524 via path 533. The packet processing
function 524 determines further delay 1s needed so a short
desired delay of 10 milliseconds 1s determined. The packet
processing function 524 passes the packet P3-S2 and the
desired delay to the queue loader 598. The queue loader 598

determines a time value (TIME-D) to place in DPL FIFO 587
betore the packet by adding 10 milliseconds to the current
system time 529. Then the packet P3-S2 is placed in the DPL
FIFO 587 directly following TIME-D value by the queue
loader 598.

Next the queue server Tunction 386 removes packet P2-S2
from DLP FIFO 5835 and passes the packet to packet process-
ing function 524 via path 533. The packet processing function
524 can now process this packet. Next the 5 milliseconds
passes since packet P3-S2 was placed on DLP FIFO 387 and
queue server function 588 removes packet P3-5S2 and passes
it to the packet processing function 524 via path 533, where
the packet 1s processed. Then packet P2-S3 will be removed
tfrom DLP FIFO 383 by queue server function 584 and passed
to the packet processing function 524 via path 533. Finally
packet P2-S1 will be removed from DLP FIFO 581 by queue

server function 582 and passed to the packet processing func-
tion 524 via path 533.

CONCLUSION

An exemplary embodiment of the present invention has
been described above. Those skilled in the art will under-
stand, however, that changes and modifications may be made
to the embodiment described without departing from the true
scope and spirit of the invention, which 1s defined by the
claims.

I claim:

1. A method of introducing controlled delay in the process-
ing of packets 1n a packet-switched data network, the method
comprising:

determiming that a packet should be delayed before being
processed;

determiming a desired delay value for the packet;

adding a time field 1n front of the packet 1n a first-in-first-
out (FIFO) packet queue, said time field containing the
desired delay value for the packet to associate a time
value with the packet based on the desired delay value;

sending the packet on a delay loop path (DLP); and

removing, by a processor, the packet from the DLP when
the time value associated with the packet indicates that
the desired delay value has been reached.

2. The method of claim 1, wherein the removing further
COmMprises;
comparing the time value to a system time and;

removing the packet if the time value 1s a time less than or
equal to the system time.

3. The method of claim 1, wherein sending the packet on
the DLP comprises 1nserting the packet in an ordered list of
packets.

4. The method of claim 3, wherein the ordered list of
packets 1s ordered by the time value associated with the

packet on the DLP.
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5. The method of claim 1, wherein the DLP comprises the
FIFO packet queue and wherein sending the packet on the
DLP comprises:

adding the packet to the FIFO packet queue; and

wherein adding a time field in front of the packet in the

FIFO packet queue to associate a time value with the

packet further comprises:

writing the time value to the FIFO packet queue before
adding the packet to the FIFO packet queue.

6. The method of claim 1, wherein the DLP comprises
multiple FIFO packet queues, and wherein sending the packet
on the DLP further comprises:

selecting one of the multiple FIFO packet queues;

adding the packet to the selected FIFO packet queue; and

wherein the adding a time field 1n front of the packet in the

FIFO packet queue to associate a time value with the

packet further comprises:

writing the time value to the selected FIFO packet queue
before writing the packet to the selected FIFO packet
queue.

7. The method of claiam 6, wherein the multiple FIFO
packet queues are each assigned a delay value, and wherein
selecting one of the multiple FIFOs further comprises:

comparing an assigned delay value for each DLP with the

desired delay value of the packet; and

selecting the FIFO packet queue of the multiple FIFO

packet queues having an assigned delay value that 1s
closest 1n value to the desired delay.

8. The method of claim 1, wherein the determining that the
packet should be delayed fturther comprises:

determining at least one property of the packet.

9. The method of claim 8, wherein determining at least one
property of the packet comprises:

ispecting data in the packet; and

determining a relationship of the packet with one or more

previously recerved packets.

10. The method of claim 9, wherein determining the at least
one property of the packet further comprises:

determining that the packet 1s one of a plurality of packets

in an ordered sequence and that the packet 1s out of order
with respect to at least one other packet 1n the ordered
sequence.

11. The method of claim 9, wherein determining the at least
one property of the packet further comprises:

determining that the packet 1s one of a plurality of packets

in a sequence and that the packet should be delayed to
pace the traific of the packet sequence.
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12. A packet processing apparatus with packet delay cir-
cultry comprising:

a memory storing machine readable instructions to:

determine that a packet should be delayed before the
packet 1s processed or forwarded;

determine a desired delay value for the packet;

add a time field 1n front of the packet 1n a first-in-first out
(FIFO) packet queue, said time field containing the
desired delay value for the packet to associate a time
value with the packet;

send the packet on a delay loop path (DLP); and

remove the packet from the DLP when the time value
associated with the packet indicates that the desired
delay value has been reached; and

a processor to implement the machine readable instruc-

tions.

13. The packet processing apparatus of claim 12, wherein
the packet delay circuitry comprises a field-programmable
gate array (FPGA).

14. The packet processing apparatus of claim 12, wherein
the packet delay circuitry comprises an application-specific
integrated circuit (ASIC).

15. The packet processing apparatus of claim 12, wherein
the packet delay circuitry 1s implemented as a combination of
hardware and software.

16. The packet processing apparatus of claim 12, wherein
the DLP 1s implemented as an ordered list of packets.

17. The packet processing apparatus of claim 12, wherein
the DLP comprises the FIFO packet queue.

18. The packet processing apparatus of claim 12, wherein
the packet processing apparatus 1s an intrusion prevention
system (IPS).

19. The packet processing apparatus of claim 12, wherein
the packet processing apparatus connects a public network to
a local area network (LAN).

20. The packet processing apparatus of claim 12, wherein
the packet processing apparatus 1s a virtual private network
(VPN) device.

21. The packet processing apparatus of claim 12, wherein
the packet processing apparatus 1s an Ethernet switch.

22. The packet processing apparatus of claim 12, wherein
the packet processing apparatus 1s a firewall.

23. The packet processing apparatus of claim 12, wherein
the packet processing apparatus 1s an intelligent network
adapter.
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