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(57) ABSTRACT

A transparent edge Routing Bridge (RBridge) including a
first communication unit configured to receive a data packet
from an access segment of a network, the data packet includ-
ing an egress device nickname and at least one Virtual Local
Area Network (VLAN) tag, a TRansparent Interconnection
of Lots of Links (TRILL) header constructing unit configured
to construct a TRILL header based on the VL AN tag, and a
second communication unit that transmits the data packet,
including the TRILL header, to an egress device correspond-
ing to the egress device nickname via a TRILL compliant
interconnection layer.
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TRANSPARENT RBRIDGE

CROSS-REFERENCE TO RELAT.
APPLICATIONS

T
.

The present disclosure claims priority from provisional
application Ser. No. 61/620,337, filed on Apr. 4, 2012, and
from provisional application Ser. No. 61/645,544, filed on
May 10, 2012. The disclosures of these provisional applica-
tions are incorporated herein in their entirety by reference.
Further the disclosure of U.S. Publication Ser. No. 13/717,
095 filed on Dec. 17, 2012, 1s incorporated herein in 1ts
entirety by reference.

BACKGROUND

1. Field

The current disclosure relates to computer networking,
including, without limitation, computer networking devices
configured to operate 1n Transparent Interconnection of Lots
of Links (TRILL) compliant networks.

2. Background

The background description provided herein 1s for the pur-
pose ol generally presenting the context of the disclosure.
Work of the presently named inventors, to the extent it 1s
described 1n this background section, as well as aspects of the
description that may not otherwise quality as prior art at the
time of filing, are neither expressly nor impliedly admitted as
prior art against the present disclosure.

TRILL 1s a standardized protocol to perform bridging
using IS-IS (Intermediate System to Intermediate System)
link state routing. An RBridge (Routing Bridge) 1s a device
that implements TRILL and 1s also known as a “Trill Switch™.
An RBridge that 1s attached to an endnode 1s called an “edge
RBridge”. An RBridge that exclusively forwards encapsu-
lated frames 1s known as a “transit RBridge”. Conventionally,
an ingress edge RBridge encapsulates a native Ethernet
packet with a TRILL header, and an egress edge RBridge
receives a TRILL-encapsulated packet and removes the
TRILL header. To encapsulate, received packets a conven-
tional 1ngress edge RBridge keeps an “endnode table™ also
known as a “forwarding table” that includes (Media Access
Control (MAC) address, TRILL egress switch nickname)
pairs, for those MAC addresses currently communicating,
with endnodes to which the ingress edge RBridge 1s attached.

If the ingress edge RBridge has many attached endnodes,
the endnode table becomes extremely large. Also, 1f one of the
MAC addresses 1n the table has moved to a different egress
edge RBridge, it 1s difficult for the ingress edge RBridge to
quickly notice movement. As a result traffic will get lost
because the ingress edge RBridge tunnels to the incorrect
egress edge RBridge.

SUMMARY

Some transparent RBridges are targeted for massive scal-
ing data centers and define an efficient architecture to transier
Ethernet packets over TRILL networks. According to one or
more embodiments of the disclosure, the complexity of data
transmissions among Virtual Machines (VMs) over a TRILL
compliant network 1s reduced by scaling down edge
RBbridge operation complexity. Specifically, the edge
RBridge operation complexity 1s scaled down by reducing
table sizes at the edge RBridge and simplifying VM location,
address and labeling architecture. Thus allowing the transpar-
ent RBridge to easily interoperate with Ethernet based net-
works and reducing TRILL encapsulating complexity.
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2

According to one example embodiment, a transparent edge
Routing Bridge (RBridge) includes a first communication
unit configured to receive a data packet from an access seg-
ment of a network, the data packet including an egress device
nickname and at least one Virtual Local Area Network
(VLAN) tag; a TRansparent Interconnection of Lots of Links
(TRILL) header constructing unit configured to construct a
TRILL header based on the VLAN tag; and a second com-
munication unit that transmits the data packet, including the
TRILL header, to an egress device corresponding to the
egress device nickname via a TRILL compliant interconnec-
tion layer.

According to another example embodiment, an access seg-
ment includes a server defining a first virtual machine; and a
hypervisor configured to transmit a network control message
requesting location information of a second virtual machine
defined at a second server. The location information including
an egress device nickname and at least one Virtual Local Area
Network (VLAN) tag, to msert the location information cor-
responding to the second virtual machine into a data packet to
be sent from the first virtual machine to the second virtual
machine, and to transmit the data packet to an ingress edge
Routing Bridge (RBridge) configured to send the data packet
to the second server over a TRansparent Interconnection of
Lots of Links (TRILL) compliant interconnect layer.

According to another example embodiment, a transparent
edge Routing Bridge (RBridge) includes a first communica-
tion unit configured to receive a data packet designating at
least one Virtual Local Area Network (VLAN) tag in an
Ethernet header, the at least one VLAN tag being either a
single VL AN tag or a double VLAN tag, corresponding to a
destination virtual machine in a server, the transparent edge
RBridge executing a lookup on the at least one VL AN tag to
determine a nickname of an egress device and a VL AN asso-
ciated with the egress device; a TRansparent Interconnection
of Lots of Links (TRILL) header constructing unit that con-
structs a TRILL header by appending the egress device nick-
name to the data packet; and a second communication unit
that transmuats the data packet, including the TRILL header, to
a TRILL compliant interconnection layer.

According to another example embodiment, a method for
forwarding packets on a TRansparent Interconnection of Lots
of Links (TRILL) compliant network includes receiving, at
an edge Routing Bridge (RBridge) located at an interface
between a first access segment and a TRILL compliant inter-
connecting layer, a data packet including an egress device
nickname and at least one Virtual Local Area Network
(VLAN) tag; constructing, as executed by a processor of the
edge RBridge, a TRILL header based on the egress device
nickname and the at least one VL AN tag; determining a next
hop device for the transmitting the data packet; and transmit-
ting the data packet, including the TRILL header, through a
TRILL compliant interconnect layer to the next hop device.

According to another example embodiment, a method for
transmitting a data packet on a TRansparent Interconnection
of Lots of Links (TRILL) compliant network includes 1n a
first access segment of the TRILL compliant network, defin-
ing a first hypervisor and a first virtual machine; transmitting,
from the first hypervisor, a network control message request-
ing to recerve location information of a second virtual
machine defined at a second access segment of the TRILL
compliant network, the location information including a
nickname for an egress device associated with the second
access segment and at least one Virtual Local Area Network
(VLAN) tag; inserting, as executed by a processor of the first
access segment, the location information recerved inresponse
to the control message into an Ethernet packet to be sent from
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the first virtual machine to the second virtual machine; and
providing the Ethernet packet from the first access segment to
an ingress edge Routing Bridge (RBridge) located at an inter-
face between the first access segment and an interconnect
layer of the TRILL compliant network. In another example
embodiment, a method for forwarding packets on a TRans-
parent Interconnection of Lots of Links (TRILL) compliant
network includes recerving, at a first edge Routing Bridge
(RBridge) located at an interface between a first access seg-
ment and an interconnecting layer of the TRILL compliant
network, a data packet designating either a single Virtual
Local Area Network (VLAN) tag or a double VL AN tag 1n an
Ethernet header, the single or double VL AN tag correspond-
ing to a virtual machine defined 1n a second access segment of
the TRILL compliant network; executing, via a processor of
the first edge RBridge, a lookup using at least the single or
double VLAN tag to determine an egress device nickname
and at least one VLAN tag corresponding to a second edge
RBridge associated with the second access segment; and
appending a TRILL header to the data packet, the TRILL

header including the egress device nickname and the at least
one VLAN tag.

DRAWINGS

FI1G. 1 shows a TRILL compliant network 100 according to
an embodiment of the present disclosure;

FIGS. 2A and 2B show variations of example messages
shown 1n FIGS. 1 and 5;

FIG. 3A shows a tlowchart of operations of the hypervisor
in some example embodiments;

FI1G. 3B shows a flowchart of operations of the ingress edge
RBridge 1n some example embodiments;

FIG. 4 shows further variations of example messages
shown 1n FIGS. 1 and 5;:

FIG. 5 shows a TRILL compliant network 600 according to
another embodiment of the present disclosure; and

FIGS. 6 A and 6B show example operations explaining how
the endnode lookup tables of the example embodiments of the
present disclosure are updated.

DETAILED DESCRIPTION

Embodiments will be described below 1n more detail with
reference to the accompanying drawings. The following
detailed descriptions are provided to assist the reader 1n gain-
ing a comprehensive understanding of the methods, appara-
tuses, and/or systems described herein and equivalent modi-
fications  thereof.  Accordingly, various changes,
modifications, and equivalents of the methods, apparatuses,
and/or systems described herein will be apparent to those of
ordinary skill in the art. Moreover, descriptions of well-
known functions and constructions may be omitted for
increased clarity and conciseness.

The terms used 1n the description are intended to describe
embodiments only, and shall by no means be restrictive.
Unless clearly used otherwise, expressions 1n a singular form
include a meaning of a plural form. In the present description,
an expression such as “comprising” or “including” 1s
intended to designate a characteristic, a number, a step, an
operation, an element, a part or combinations thereof, and
shall not be construed to preclude any presence or possibility
ol one or more other characteristics, numbers, steps, opera-
tions, elements, parts or combinations thereof.

As discussed above, 1n conventional systems, the ingress
edge RBridge encapsulates a native Ethernet packet with a
TRILL header and the egress edge RBridge then recerves a
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4

TRILL-encapsulated packet and removes the TRILL header.
In order to encapsulate the native Ethernet packet with a
TRILL header, traditionally the ingress edge RBridge must
keep an “endnode table” including (Media Access Control
(MAC) address, egress RBridge nickname) pairs, for those
MAC addresses or nodes currently communicating with end-
nodes to which the edge RBridge 1s attached. The conven-
tional ingress edge RBridge has a TRILL header constructing
unit that constructs a TRILL header or frame based on infor-
mation looked up in the endnode table of the ingress edge
RBridge. Therefore, 1n order to construct a TRILL header, a
conventional 1ingress edge RBridge must keep track of VM
location and labeling (native Virtual Local Area Network
(VLAN) or Fine Grained Label (FGL), and MAC address
fixed or translated) via the endnode table. It the imngress edge
RBridge has many attached endnodes, the endnode table
becomes extremely large.

In contrast to the above-mentioned conventional systems,
according to one or more embodiments of the present disclo-
sure, endnode table describing the VM location and labeling
(Native VLAN (or FGL) and MAC address fixed or trans-
lated) 1s distributed from the ingress edge RBridge to the
endnodes (for example, VMs or the hypervisors). In other
words, the endnode (for example, a VM or a hypervisor)
maintains the endnode table for nodes with which that endn-
ode 1s communicating. As a result, the edge RBridge com-
plexity 1s greatly simplified and there 1s no longer a require-
ment for the ingress edge RBridge to perform a conventional
MAC address lookup. In other words, the ingress edge
RBridge according to one or more example embodiments of
the present disclosure 1s not required to know about the nodes
with which a particular endnode 1s communicating, thereby
reducing the size of a table at the edge RBridge.

The edge RBridges 1n the present disclosure can generally
be considered somewhat similar to conventional transit
RBridges in that they are not required to maintain endnode
tables. This 1s because unlike conventional systems, the end-
nodes of one or more example embodiments of the present
disclosure maintain the endnode table(s). However, unlike
conventional transit RBridges and similar to conventional
edge RBridges, the edge RBridges of one or more example
embodiments imnclude a TRILL header construction unit that
constructs TRILL headers from Ethernet frames transmaitted
from an endnode. Since these Ethernet frames already include
the egress device nickname and a VLAN tag (or double
VLAN tag as defined at 802.1ad 1n the case of FGL), the
ingress RBridge simply encapsulates the Ethernet frame with
a TRILL header and transmits the TRILL encapsulated Eth-
ernet frame to the TRILL compliant interconnection layer.

FIG. 1 showsa TRILL compliant network 100 according to
an embodiment of the present disclosure. The TRILL com-
plhiant network 100 includes a plurality of endnodes (for
example servers 200, 300, 400, hypervisors 20, 30, virtual
machines 21, 22, 23, 31, 32, 33, etc., which are shown for
illustrative purposes). At the edge of each server 1s located a
transparent edge RBridge (referred to herein as an edge
RBridge). For instance, FIG. 1 shows that edge RBridge 25 1s
located at the edge of server 200, that edge RBridge 35 1s
located at the edge of server 300, and that edge RBridge 45 1s
located at the edge of server 400. In some example embodi-
ments some or all of the servers include a hypervisor. FIG. 1
shows hypervisors 20, 30 for illustrative purposes. The hyper-
visor 1s software, firmware, or hardware associated with the
respective server that defines and runs Virtual Machines
(VMs), e.g., 21, 22, and 23; and 31, 32, and 33, respectively.
The VMs run by a particular server are associated with 1ndi-
vidual VL ANs which may include one or more of traditional
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12 bit VL ANs and/or 24 bit FGLs. In some example embodi-
ments, some or all of the servers define and run VMs without
the use of a hypervisor. Although three VMs are arbitrarily
shown as being defined 1n server 200 and server 300, respec-
tively, more or less VMs may be defined.

The servers 200, 300, and 400 are connected to a TRILL
campus 110 also known as TRILL compliant interconnection
layer via their respective edge RBridges. The TRILL campus
110 includes an arbitrary number of transit RBridges (not
shown) which function to connect the various edge RBridges
to one another, 1n an embodiment.

Referring to FIG. 1, in an embodiment the hypervisor 20
maintains multiple endnode tables 26-21, 26-22, and 26-23,
one for each of the attached VMs 21, 22, and 23. The end node
tables each include a record of the one or more nodes with
which the respective VMs are 1n communication. It 1s noted
that in other example embodiments (see, e.g., FIG. 5) each
VM maintains its own endnode table rather than having the
hypervisor 20 maintain the endnode table as described above.

The discussion below describes a case where VM 23 trans-
mits message 300 to VM 31.

VM 23 originates Ethernet frame S00A. The contents of
Ethernet frame S00A are shown in FIGS. 2A and 2B. Spe-
cifically, FIG. 2A shows a case where the location informa-
tion includes a double VLAN tag, the Ethernet frame S00A
includes the MAC address of VM 31 (MAC-VM31), the MAC
address of VM23 (MAC-VM23), the customer VLAN of VM
23 (VLAN-C23) and the service VLAN of VM 23 (VLAN-
S23). As shown in FIG. 2B 1n a case where the location
information includes one VLAN tag, the Ethernet frame
500A includes MAC-VM31, MAC-VM23, and the VLAN-
S23.

FIG. 3A shows a flowchart describing that the Hypervisor
20 receives Ethernet frame S00A at 20-1, an 1n an embodi-
ment, determines which endnode table to use by recognizing,
which VM the Ethernet frame 500A 1s from at 20-2. In this
example, Ethernet frame 500A 1s determined to be from
VM23 as indicated by at least one of VLAN-C23, VLAN-
S23, and MAC-VM23 and, therefore, endnode table 26-23 1s
used. At 20-3, the hypervisor 20 performs a lookup of MAC-
VM31 using table 26-23 1n order to find the corresponding,
remote appointed forwarder RBridge which 1s associated
with MAC-VM31. In this case, MAC-VM31 1s associated
with the egress nickname of edge RBidge 35. Lastly, at 20-4
the Hypervisor 20 outputs FEthernet frame 3500B, which
includes the egress nickname of RBridge 335 that 1s associated
with VM 31 and either one VLAN tag or a double VL AN tag
depending on the particular application.

The mngress RBridge 25 receives the Ethernet frame 5008
from Hypervisor 20 and then encapsulates 1t with a TRILL
header so as to be an encapsulated TRILL frame 500C by
using the egress device nickname of the egress RBridge 35
and the VLAN tag VLAN-S23 or the double VLAN tag
VLAN-C23 and VLAN-S23.

Specifically, FIG. 3B shows that the ingress RBridge 25
receives the Ethernet frame 500B from the Hypervisor 20 at
25-1. The ingress RBridge 25 includes a TRILL header con-
structing unit (not show) that constructs a TRILL header. At
25-2, the TRILL header constructing unit translates the
encoded VLAN tag (VLAN-523) or the encoded double
VLAN tag (VLAN-C23 and VLAN-S23) to the TRILL
VLAN-X or TRILL FGL, respectively. At 25-3, the ingress
edge RBridge 25 then outputs the encapsulated TRILL frame
500C to the TRILL compliant interconnect layer 110

Based on the disclosure and teachings herein it is noted that
the ingress edge RBridge 25 receiwves the Ethernet frame
500B via a first communication unit (not shown), in an
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embodiment. In some example embodiments, the first com-
munication unit recerves and transmits information while in
others the first communication unit only receives mforma-
tion. Similarly, the ingress RBridge 25 then outputs the
encapsulated TRILL frame 500C to the TRILL compliant
interconnect layer 110 using a second commumnication unit
(not shown). In some example embodiments, the second com-
munication unit receives and transmits information, while 1n
others the second communication unit only transmits 1nfor-
mation.

As described above, according to one or more example
embodiments of the present disclosure, when an Ethernet
frame 5S00B having an egress device nickname and VL AN tag
(or double VL AN tag 1n the case of FGL) 1s recetved by the
ingress edge RBridge 25, the ingress edge RBridge 25 1s
configured to simply encapsulate the FEthernet Frame S00B
with a TRILL header using information included in the Eth-
ernet frame 500B and then simply forward the TRILL encap-
sulated Ethernet frame 500C to the edge RBridge 35 whose
nickname 1s in the destination address. In other words, the
ingress RBridge 25 does not receive an Ethernet frame with
an unknown destination address and therefore there 1s no need
for the ingress RBridge to maintain the above-mentioned
large endnode forwarding tables. As a result, the edge
RBridges described herein can easily integrate with Ethernet
based networks and reduce TRILL encapsulation complexity
that would conventionally be performed at an edge RBridge.

It 1s noted that in some example embodiments the edge
RBridges described herein can also support applications
where Fthernet frames are encapsulated by Ethernet directly
(e.g., with no IP layer).

In some embodiments, for example, where the egress edge
RBridge 35 1s a conventional egress edge RBridge, when the
encapsulated TRILL frame S00C arrives at the egress edge
RBridge 35, the egress edge RBridge decapsulates the encap-
sulated TRILL frame 500C and remaps the VL AN or FGL to
the destination VLAN (VM 31, MAC-VM31). In other
embodiments, where the egress edge RBridge 35 1s a same
type of edge RBridge as the above-described ingress edge
RBridge 25 and the hypervisor 30 1s stores endnode tables 1n
a similar manner as the hypervisor 20, then the egress edge
RBridge 35 forwards the encapsulated TRILL frame 500C to
the hypervisor 30 and the hypervisor decapsulates the encap-
sulated TRILL frame 500C and remaps the VLAN or FGL to
the destination VLAN (VM 31, MAC-VM31).

In another embodiment, ingress edge RBridge 25 includes
a first communication unit, a TRILL header constructing unat,
and a second communication unit as discussed above, for
example. However, as shown in FIG. 4 the Ethernet frame
500B 1n the example embodiment designates a single or a
double VLAN tag (e.g., here a double VL AN tag) that corre-
sponds to a destination VM (e.g., VM 31) in the server 300.
The 1ingress edge RBridge 25 1n this example embodiment
executes a lookup on the double VLAN tag to determine a
nickname of an egress device and a VLLAN associated with the
egress device. The ingress edge RBridge 25 executes this
lookup, 1n an embodiment, using a processor (not shown) or
the like. The TRILL header constructing unit constructs a
TRILL header by appending the egress device nickname 35 to
the Ethernet frame S00B and by translating the double VL AN
tag (VLAN-C23, VLAN-S23) to FGL.

Since the endnode tables may not always include informa-
tion for communicating with a particular node, entries 1n the
endnode tables may be resolved by mapping a VM 1dentity
(VM-ID) to a remote appointed forwarded RBridge (egress
RBridge nickname) with the assigned VLAN tag or double
VLAN tag. It 1s noted that the VM-ID 1s determined by a
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higher level (e.g., Internet Protocol (IP) address or Fiber
Channel (FC) address of the Destination IDentity (D_ID) of
the destination VM and the Source IDentity (S_ID) of the
source VM). In the case of using the edge RBridge 1n an
application supporting IP addressing, the hypervisor (or VM)
supports an 801.1 ad Address Resolution Protocol (ARP)
agent, 1n an embodiment.

The endnode table of the hypervisor (or VM) maps the
destination VM-ID to the destination MAC address, and
VLAN-Service (VLAN-S) or VLAN-S and VLAN-Cus-
tomer (VLAN-C). That 1s, mapping the source VLAN-C to
the destination VLAN-C 1s optional and resolved by IETF
TRILL RBridge VLAN mapping techniques. On the other
hand, mapping the source VLAN-S 1s mapped to (VLAN-X
(or FGL), egress device nickname), to the destination VL AN-
S. This mapping can be resolved 1n several options.

FIG. 6 A shows one option which 1s to have the endnode
(Hypervisor 20 or a VM23) transmit a network control mes-
sage to the mngress edge RBridge 25 at 24-1A. The network
control message may be, for instance, an End Station Address
Distribution Information (ESADI) message as defined by the
ESADI protocol. At 24-2A, the ingress edge RBridge 235
transmits the message to the egress edge RBridge 35 using
control plane protocol 1n order to ascertain the address infor-
mation and then reports back the egress nickname RBridge to
the endnode at 24-3A.

The network control message, however, does not have to be
sent according to the ESADI protocol. Therefore, a second
option 1s to have the endnode transmit a network control
message that identifies the egress Rbridge and a double
VLAN tag. This 1s because FGL indicates the correct egress
RBridge at the transport layer and 1dentifies the VLAN at
which the destination VM 1s located. With this information,
the ingress edge RBridge 25 1s able to report back the egress
nickname RBridge to the endnode. Using this information,
the endnode can transmit an Ethernet packet to the ingress
edge RBridge 25 that already includes the egress nickname
RBridge. As a result, the ingress edge RBridge 25 1s not
required to keep a forwarding table that includes (MAC
address, TRILL egress RBridge nickname) pairs and, there-
fore, no MAC address lookup in a forwarding table 1is
required.

FIG. 6B shows a third option. In this embodiment, the
hypervisor 1s not required. At 24-1B, the endnode transmits
an ARP request to a VM 1n another server. The ARP request
includes a destination VM 1dentity lookup request and an
Ethernet frame conforming with 802.1ad and having VL AN-
Service (VLAN-S) and VLAN-Customer (VLAN-C). At
24-2B the ingress edge RBridge 25 traps the ARP request and
encapsulates 1t with an encoded FGL 1n a TRILL header. The
ingress edge RBridge 25 transmuits this message to the egress
edge RBridge. At 24-3B, the egress edge RBridge 35 decap-
sulates the TRILL header, remaps the FGL and broadcasts the
ARP request locally with the Ethernet frame having VL AN-C
and VLAN-S. At 24-4B, the second endnode receives the
ARP request and sends out an ARP reply as an Ethernet
Frame. At 24-5B, the edge RBridge 35 traps the ARP reply for
caching and encapsulates the Ethernet frame as a TRILL
header, and transmits the ARP reply to the edge RBridge 25.
At 24-6, the edge RBridge 25 traps the ARP reply for caching,
decapsulates the TRILL header and sends the ARP reply as
the Fthernet frame with 802.1ad VLAN-C, VLAN-S to the
endnode having transmitted the ARP request at 24-1B. The
ARP reply mdicating at least a MAC address of the egress
RBridge 35. At 24-7B, the VM that sent out the ARP request
receives the ARP reply, and then updates a lookup table
establishing a correspondence between the double VLAN
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tag, the egress device nickname of the egress edge RBridge,
and the VL AN tag corresponding to the second edge RBridge.

In each case, the mngress edge RBridge 25 reports this
information back to endnode (e.g., the hypervisor 20 or the
VM23 depending on the particular application), which 1s able
to transmit an Ethernet frame that includes both the egress
RBridge nmickname and the VL AN tag or double VL AN tag to
the ingress RBridge. In other words, the endnode tables may
be populated in other ways that are substantially the same way
that a conventional edge RBridge populates entries in its
tables. For example, by learning from source imngress packets
it decapsulates, from End Station Address Distribution Infor-
mation (ESADI) protocol, by querying a directory, by having
some entries configured, by sending a TRILL Hello, eftc.

As described above, the endnode (e.g., a VM or a hypervi-
sor) maintains the endnode table, including VL AN data for
example, for those nodes with which that endnode 1s commu-
nicating. As a result, the RBridge complexity 1s greatly sim-
plified and there 1s no longer a requirement for the ingress
edge RBridge 25 to perform a MAC address lookup. Instead,
the ingress edge RBridge 25 derives from the VLLANS, nec-
essary lorwarding information for forwarding packets
through the TRILL campus.

Although the inventive concept has been described above
with respect to the various embodiments, 1t 1s noted that there
can be a variety of permutations and modifications of the
described features by those who are familiar with this field,
without departing from the technical 1deas and scope of the
teatures, which shall be defined by the appended claims.

Further, while this specification contains many features,
the features should not be construed as limitations on the
scope of the disclosure or the appended claims. Certain fea-
tures described 1n the context of separate embodiments can
also be implemented 1n combination. Conversely, various
teatures described in the context of a single embodiment can
also be implemented 1n multiple embodiments separately or
in any suitable sub-combination.

Although the drawings describe operations in a specific
order and/or show specific arrangements ol components, and
are described 1n the context of access segments of data cen-
ters, one should not interpret that such specific order and/or
arrangements are limited, or that all the operations performed

and the components disclosed are needed to obtain a desired
result. There are numerous hardware and software devices
that can be configured to forward packets, transmit various
address resolution messages, update address caches and
packet addresses 1n the manner described 1n the present dis-
closure with respect to various embodiments. Accordingly,
other implementations are within the scope of the following
claims.

There 15 claimed:

1. A transparent edge Routing Bridge (RBridge) compris-

ng:

a first communication unit configured to recerve a data
packet from an access segment of a network, the data
packet including a TRansparent Interconnection of Lots
of Links (TRILL) egress device nickname and at least
one Virtual Local Area Network (VLAN) tag;

a TRILL header constructing unit configured to construct a
TRILL header based on the VL AN tag; and

a second communication unit that transmits the data
packet, including the TRILL header, to an egress device
corresponding to the TRILL egress device nickname via
a TRILL compliant interconnection layer.
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2. The transparent edge RBridge according to claim 1,
wherein the data packet includes, as the at least one VLAN
tag, either a VLAN tag or a TRILL compliant Fine Grained
Labeling (FGL).

3. An access segment comprising:

a server defining a first virtual machine; and

a hypervisor configured to transmit a network control mes-
sage requesting location information of a second virtual
machine defined at a second server, the location infor-
mation including an egress device nickname and at least
one Virtual Local Area Network (VLAN) tag, to 1nsert
the location information corresponding to the second
virtual machine into a data packet to be sent from the first
virtual machine to the second virtual machine, and to
transmit the data packet to an ingress edge Routing
Bridge (RBridge) configured to send the data packet to
the second server over a TRansparent Interconnection of
Lots of Links (TRILL) compliant interconnect layer.

4. The access segment according to claim 3, wherein the
hypervisor 1s configured to transmit the network control mes-
sage to the ingress edge RBridge.

5. The system according to claim 4, wherein when the
ingress edge RBridge receives the network control message,
the ingress edge RBridge determines the location information
and reports the location information to the hypervisor.

6. A transparent edge Routing Bridge (RBridge) compris-
ng:

a first communication unit configured to receive a data
packet designating at least one Virtual Local Area Net-
work (VLAN) tag 1n an Ethernet header, the at least one
VLAN tag being either a single VL AN tag or a double
VLAN tag, corresponding to a destination virtual
machine 1 a server, the transparent edge RBridge
executing a lookup on the at least one VLAN tag to
determine a TRansparent Interconnection of Lots of
Links (TRILL) nickname of an egress device and a
VLAN associated with the egress device;

a TRILL header constructing unit that constructs a TRILL
header by appending the TRILL egress device nickname
to the data packet; and

a second communication unit that transmits the data
packet, including the TRILL header, to a TRILL com-
pliant interconnection layer.

7. A method for forwarding packets on a TRansparent
Interconnection of Lots of Links (TRILL) compliant net-
work, the method comprising;

receiving, at an edge Routing Bridge (RBridge) located at
an interface between a first access segment and a TRILL
compliant interconnecting layer, a data packet including
TRILL egress device nickname and at least one Virtual
Local Area Network (VLAN) tag;

constructing, as executed by a processor of the edge
RBrnidge, a TRILL header based on the TRILL egress
device nickname and the at least one VL AN tag;

determining a next hop device for the transmitting the data
packet; and

transmitting the data packet, including the TRILL header,
through a TRILL compliant interconnect layer to the
next hop device.

8. The method according to claim 7, further comprising:

transmitting, from the edge device, a network control mes-
sage requesting to recerve location information of a vir-
tual machine defined at a second access segment, the
requested location information including the TRILL
egress device nickname and the at least one VL AN tag;
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inserting location information, received in response to the
request, corresponding to the virtual machine defined at
the second access segment into the data packet; and

transmitting the data packet to the edge RBridge.
9. A method for transmitting a data packet on a TRanspar-
ent Interconnection of Lots of Links (TRILL) compliant net-
work, the method comprising:
in a first access segment of the TRILL compliant network,
defining a first hypervisor and a first virtual machine;

transmitting, from the first hypervisor, a network control
message requesting to recerve location information of a
second virtual machine defined at a second access seg-
ment of the TRILL compliant network, the location
information including a nickname for an egress device
associated with the second access segment and at least
one Virtual Local Area Network (VLAN) tag;

inserting, as executed by a processor of the {first access
segment, the location information received 1n response
to the control message into an Ethernet packet to be sent
from the first virtual machine to the second virtual
machine; and

providing the Ethernet packet from the first access segment

to an mgress edge Routing Bridge (RBridge) located at
an 1nterface between the first access segment and an
interconnect layer of the TRILL compliant network.
10. The method according to claam 9, wherein the first
hypervisor sends, as the network control message, an End
Station Address Distribution information (ESADI) message.
11. The method according to claim 9, wherein the location
information includes, as the at least one VL AN tag, a TRILL
compliant Fine Grained Labeling (FGL).
12. A method for forwarding packets on a TRansparent
Interconnection of Lots of Links (TRILL) compliant net-
work, the method comprising:
recerving, at a first edge Routing Bridge (RBridge) located
at an 1nterface between a {first access segment and an
interconnecting layer of the TRILL compliant network,
a data packet designating either a single Virtual Local
Area Network (VLAN) tag or a double VLAN tag 1n an
Ethernet header, the single or double VL AN tag corre-
sponding to a virtual machine defined in a second access
segment of the TRILL compliant network;
executing, via a processor of the first edge RBridge, a
lookup using at least the single or double VL AN tag to
determine a TRILL egress device nickname and at least
one VLAN tag corresponding to a second edge RBridge
associated with the second access segment; and

appending a TRILL header to the data packet, the TRILL
header including the TRILL egress device nickname and
the at least one VL AN tag.

13. The method according to claim 12, wherein the lookup
returns, as the at least one VL AN tag, a Fine Grained Labeling
(FGL).

14. The method according to claim 12, further comprising
forwarding the data packet to a next hop location 1n the
TRILL compliant network using the at least one VLAN tag.

15. The method according to claim 12, further comprising;:

forwarding an address resolution message from a first Vir-

tual Machine (VM) defined 1n the first access segment 1n
order to resolve an address for a second VM located 1n
the second access segment;

trapping, at the first edge RBridge, an address resolution

response indicating at least a Media Access Control
(MAC) address of the second edge RBridge associated
with the second access segment; and

updating, at first the edge device and 1n response to the

trapped address resolution response, a lookup table
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establishing a correspondence between the single or
double VL AN tag, the TRILL egress device nickname of
the second edge device associated with the second

access segment, and the at least one VLAN tag corre-
sponding to the second edge RBridge. 5
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