12 United States Patent

US009270579B2

(10) Patent No.: US 9,270,579 B2

Zhou et al. 45) Date of Patent: Feb. 23, 2016
(54) SYNCHRONIZATION OF TRAFFIC 7,212,543 B1* 5/2007 Arwaldetal. ... 370/466
MULTIPLEXING IN LINK AGGREGATION 8,520,679 B1* &/2013 Williamsetal. .............. 370/392
2006/0072471 Al1* 4/2006 Shiozawa ...................... 370/248
2008/0089236 Al* 4/2008 Kotrlaetal. .................. 370/242
(75) Inventors: Yuchen Zhou, Petaluma, CA (US); 2008/0232389 AL*  9/2008 Wu et al .oooooovvvvvvvvee.... 370/436
Richard Stewart, Boston, MA (US); 2010/0265919 A1* 10/2010 Maetal. .oooovevvvererenn.. 370/332
Alex Tsai, Cupertino, CA (US); Yibin 2013/0003559 Al1* 1/2013 Matthews ........cccceune. 370/241
Yang, San Jose, CA (US)
FOREIGN PATENT DOCUMENTS
(73) Assignee: Cisco Technology, Inc., San Jose, CA
(US) WO WO 2012/028012 3/2012
( *) Notice: Subject to any disclaimer, the term of this OTHER PUBLICATIONS
%atSE':I(l;[ 118 5 Zxée%deg 1011' dadjusted under 33 FEuropean Patent Office, “Search Report” in application No. PCT/
S5.C. 154(b) by Ars. 2013/033811, dated Jul. 19, 2013, 8 pages.
_ Current Claims 1n application No. PCT/2013/033811, dated Jul.
(21) Appl. No.: 13/458,838 2013, 5 pages.
(22) Filed: Apl‘. 27, 2012 * oited by examiner
(65) Prior Publication Data
Primary Examiner — Lonnie Sweet
US 2013/0287038 Al Oct. 31, 2013 (74) Attorney, Agent, or Firm — Hickman Palermo Becker
(51) Int.CI. Bingham LLP
HO4L 12/28 (2006.01)
HO4L 12/56 (2006.01) (57) ABSTRACT
HO4L 12/709 (2013.01)
HO4L 12/707 (2013.01) Synchronization of tratfic multiplexing in link aggregation 1s
HO041. 29/06 (2006.01) described. In an embodiment, a first link aggregator and a
HO4IL 12/757 (2013.01) second link aggregator are associated with a plurality of links.
(52) U.S.CL. The first link aggregator maintains an identifier for each link
CPC ... HO4L 45245 (201301) HO4L 45/24 iIldiCEltiIlg at least a state of enabled or disabled. A SyIlChIO-
(2013.01); HO4L 69/14 (2013_01)f HO4L 69/28 nized clock 1s established between the first link aggregator
(2013013 HO4I, 45/02 (2013015 YO2RB 60/33 and the second link aggregator. A particular link of the plll-
j j (2013.01) rality of links 1s transitioned. Wherein, the transitioning 1s
(58) Field of Classification Search performed by the first link aggregator sending, to the second
CPC HOAT. 45/24- T04T 45/245- 1104T. 69/14- link aggregator, a first message 1dentifying a particular time to
"""" F104T. 69/28- 04T 45/02: YOORB 60/33 transition the particular link. The first link aggregator
See application file for cémplete searchj history receives, Irom the second link aggregator, a second message
| indicating that the particular time 1s acceptable. Inresponse to
(56) References Cited a determination that the second message indicates that the

U.S. PATENT DOCUMENTS

5,959,968 A 9/1999 Chin et al.
6,094,684 A * 7/2000 Pallmann ...................... 709/227

particular time 1s acceptable and that the synchronized clock
has reached the particular time, transitioning the link.

19 Claims, 5 Drawing Sheets

E=fablish Syncaronized Clock

400

cersgeenenenene

Eosepve

Tima To Transton A Link

Massana Indicating A

407

By 71
I

Zend Acknawledgenment
Froposing A Mew Time
403

___________ [

Cewnmne That The
Synchronized Clock Has
neactad he New Tims

404

L

Will Toe Link Be
Feady For Transition

18 Yime InMcated

The Massage” E
4 !

- | ', .
\\‘“v v Send Ackoowleagement .

 Accepting Tre Tima Indicated In s
Tha Message
4

Doterming That The Synchionized
Clock Has Reached the Time
Indicaled In Tha Message
445

_— e e e e e = = = = = — = —

ansition Y1e Link
40r




U.S. Patent Feb. 23, 2016 Sheet 1 of 5 US 9,270,579 B2

FIG. 1

\///

Network
103

/ Network Device Network Device
101




U.S. Patent Feb. 23, 2016 Sheet 2 of 5 US 9,270,579 B2

FIG. 2

Clock
Synchronization Unit

System Management Unit
202

Multiplex
Synchronization Unit
206

Aggregation Control |
Unit 207

- Synchronized
~ Clock
213

Switch
Interface
Control

Multiplexer Unit Multiplexer Unit
Unit e
208 p Media Access Media Access _
s, Control Unit 211 Cantrol Unit 212 . !
-- Timestamp
014




U.S. Patent

FIG. 3

Feb. 23, 2016

Sheet 3 of 5

Establish Synchronized Clock
300

¢

Determine That Link Is Ready
For Transition
301

Y

Send Message Indicating A
Time To Transition The Link
302

v

Receive Acknowledgement
303

NO

Y

Determine That The Synchronized
Clock Has Reached The Time
Indicated In The Message
305

Does the
Acknowledgement
Propose a New Time
304

US 9,270,579 B2

YES

Determine That The
Synchronized Clock Has
Reached The New Time

306

Transition The Link
307




U.S. Patent Feb. 23, 2016 Sheet 4 of 5 US 9,270,579 B2

F1G. 4

Establish Synchronized Clock
400

Y

Receive Message Indicating A
Time To Transifion A Link
401

Will The Link Be
Ready For Transition
By The Time Indicated

In The Message?
402

NO YES

v

Send Acknowledgement
Proposing A New Time
403

Y

Send Acknowledgement
Accepting The Time Indicated In
The Message

405
Determine That The Determine That The Synchronized
Synchronized Clock Has Clock Has Reached the Time
Reached The New Time Indicated In The Message
404 406

Transition The Link
407




U.S. Patent Feb. 23, 2016 Sheet 5 of 5 US 9,270,579 B2

| |
. 2 MAIN ROM STORAGE 3 SERVER
o K ; MEMORY DEVICE ; 2 -
i o0t 208 210 E
N N
? |
; %
| |
INPUT DEVICE % E
14
28 ; ; 526
| |
| |
| |
CURSOR
CONTROL < 3 OROCESSOR COMMUNICATION | LOCAL
515 ~ NETWORK
; 504 INTERFACE 5 NETWORK
LINK
; 518 ; 522
__________ 200 s
HOST

524




US 9,270,579 B2

1

SYNCHRONIZATION OF TRAFFIC
MULTIPLEXING IN LINK AGGREGATION

TECHNICAL FIELD

The present disclosure generally relates to link aggregation

in data communications networks that consist of nodes
coupled by links.

BACKGROUND

The approaches described in this section could be pursued,
but are not necessarily approaches that have been previously
conceived or pursued. Therefore, unless otherwise indicated
herein, the approaches described in this section are not prior
art to the claims in this application and are not admitted to be
prior art by inclusion in this section.

Generally, link aggregation 1s a process of combining mul-
tiple network connections (known as links) i1n parallel to
increase data throughput beyond what a single link could
sustain, or to mtroduce redundancy for protection 1n case of
link failures. As a result, the multiple aggregated links may
function as though they were a single link within the network
topology. Each aggregated link may represent physical links
ol a network, such as a power line or wireless connections, or
virtual links of a network.

Consequently, link aggregation can take place at many
different layers within the seven layer OSImodel of computer
networking. At layer 2, otherwise known as the data link
layer, aggregation can occur between ports, virtual or physi-
cal, that transfer frames from one network device to another.
In addition, at layer 4, otherwise known as the transport layer,
links transferring segments, such as TCP connections, can
also be aggregated.

In order to establish link aggregation between two devices
of a network, both devices typically negotiate and agree upon
the set of links to be aggregated. The process of negotiating
the set of links 1s governed by an aggregation protocol. One
aggregation protocol, known as Link Aggregation Control

Protocol (LACP), performs link aggregation over links car-
rying MAC frames of the data link layer. LACP 1s described

in a document entitled “IEEE Standard for Local and Metro-
pohtan Area Networks—Link Aggregation,” authored by the
IEEE Computer Society, the entire contents of which 1s
hereby incorporated by reference for all purposes as if fully
set forth herein. Another aggregation protocol, known as Port
Aggregation Protocol (PAgP), performs link aggregation
over a set of physical or virtual ports connecting two or more
network devices. PAgP i1s described in a document entitled
“Port Aggregation Protocol”, authored by Cisco Systems,
Inc., San Jose, Calif., the entire contents of which 1s hereby
incorporated by reference for all purposes as 11 fully set forth
herein.

SUMMARY OF THE INVENTION

The appended claims may serve as a summary of the imnven-
tion.

BRIEF DESCRIPTION OF THE DRAWINGS

In the drawings:

FIG. 1 1llustrates two network devices upon which an
embodiment may perform link aggregation.

FIG. 2 1illustrates an embodiment of a link aggregation
design for a network device that can synchronmize link transi-
tions.
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FIG. 3 1llustrates an embodiment of a network device that
initiates link transition synchronization in state diagram
form.

FIG. 4 1llustrates an embodiment of a network device that
responds to a link transition synchronization initiated by
another network device 1n state diagram form.

FIG. 5 illustrates a computer system upon which an
embodiment could be implemented.

EXAMPLE EMBODIMENTS

DESCRIPTION OF

Techniques for synchronization of traffic multiplexing 1n
link aggregation are described. In the following description,
for the purposes of explanation, numerous specific details are
set forth 1n order to provide a thorough understanding of the
present invention. It will be apparent, however, to one skilled
in the art that the present invention may be practiced without
these specific details. In other instances, well-known struc-
tures and devices are shown 1n block diagram form 1n order to
avold unnecessarily obscuring the present invention.

Embodiments are described herein according to the fol-
lowing outline:

1.0 General Overview
1.1 Example Network
1.2 Link Aggregation
2.0 Structural Overview
3.0 Functional Overview
3.1 Synchronization Initiator
3.2 Synchronization Responder
4.0 Link Aggregation Control Protocol Example
5.0 Implementation Mechanisms-Hardware Overview
6.0 Extensions and Alternatives

1.0 Overview
Synchronization of traific multiplexing 1n link aggregation

1s described. In an embodiment, a first link aggregator and a
second link aggregator are associated with a plurality of links.
The first link aggregator maintains an identifier for each link
indicating at least a state of enabled or disabled. A synchro-
nized clock 1s established between the first link aggregator
and the second link aggregator. A particular link of the plu-
rality of links 1s transitioned. The transitioning 1s performed
by the first link aggregator sending, to the second link aggre-
gator, a first message 1dentifying a particular time to transition
the particular link. The first link aggregator receives, from the
second link aggregator, a second message indicating that the
particular time 1s acceptable. In response to a determination
that the second message indicates that the particular time 1s
acceptable and that the synchronized clock has reached the
particular time, transitioming the link.

In other embodiments, the invention encompasses a com-
puter apparatus and a computer-readable medium configured
to carry out the foregoing steps.

1.1 Example Network
FIG. 1 illustrates two network devices upon which an

embodiment may perform link aggregation. In FIG. 1, net-
work device 100 and network device 101 are connected
through links 102. In addition, both network device 100 and
network device 101 are part of network 103. Although only
network devices 100, 101 are depicted 1n FIG. 1, network 103
may contain numerous other links and network devices that
are not shown in FIG. 1.

In an embodiment, network device 100 and network device
101 are switches responsible for routing traffic through net-
work 103. In other embodiments, network devices 100, 101
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represent routers, gateways, firewalls, servers, clients, or any
other type of device that can be included within network 103.

In an embodiment, the links are physical links such as
wireless or Ethernet links connecting network device 100 and
network device 101. In other embodiments, the links are
virtual links. Meaning, there may be physical devices residing
between network device 100 and network device 101 that are
not depicted 1n FIG. 1.

1.2 Link Aggregation

In some embodiments, network devices 100, 101 use an
aggregation protocol, such as LACP or PAgP, to negotiate and
establish sets of links capable of aggregation. In some
embodiments, the aggregation protocol divides the links 102
into one or more Link Aggregation Groups (LAGs), where
cach LAG functions as a single link within the topology of
network 103.

However, not all links are capable of grouping 1n the same
LAG. In some embodiments, the links themselves are incom-
patible. For example, a network device may only be capable
ol aggregating links whose ports reside on the same circuit
board or links that transier tratfic at the same speed.

In other embodiments, each LAG 1s associated with set-
tings that control the properties of the links within the LAG.
For example, the settings may include a maximum number of
links, a quality of service for the links, or a link security
policy. As a result, links which are physically capable of
aggregation may still be barred from participating within the
same LAG 11 participation would violate the settings.

In some embodiments, after the 1initial establishment of the
L.AGs, network device 100 and network device 101 renego-
tiate the LAGs and, as a result, rearrange the associations
between the links 102 and the LAGs. For example, the set-
tings associated with one or more LAGs may be modified. In
response, the aggregation protocol renegotiates and adapts
the LAGs to adhere to the new settings. As another example,
the links between network device 100 and network device 101
may change over time. Some links may malfunction or be
removed, and others may be repaired or added. As aresult, the
LLAGs are rearranged to compensate or optimize for the addi-
tion of new links or the removal of existing links.

Tratfic assigned to the LAG 1s divided among the links
within the LAG. The policy that dictates how to divide traffic
among the links within a LAG can be based on many different
factors. In some embodiments, the traffic 1s divided based on
source or destination address. For example, the source or
destination address of a frame can be hashed with a hash
function with the result determining which link transports the
frame. In other embodiments, the traffic 1s divided among the
links within a LAG 1n round robin fashion. However, the exact
policy an embodiment chooses to implement 1s not critical for
the techmques described herein.

In some embodiments, only a subset of the links within the
LAG 1s actively used to transport traffic. The rest of the links,
known as standby links, are kept 1n reserve 1n case an active
link fails. Once link failure 1s detected, the standby links are
substituted 1n for the failed links in order to maintain the
network connection.

When a link 1s added to a LAG group or transitioned from
a standby link to an active link, both network device 100 and
network device 101 must bring the link online before the link
can be utilized. In an embodiment, a network device brings a
link online when the network device enables both collection
and distribution on the link. In such embodiments, collection
and distribution on a link may be coupled together such that
enabling one means enabling the other and vice versa. How-
ever, 1n other embodiments, the network device 1s capable of
enabling collection and distribution on a link independently.
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As a result, network device 100 and network device 101 can
bring each direction of the link online separately. For
example, 1f network device 100 enables distribution on a link
and network device 101 enables collection on the same link,
a unidirectional link from network device 100 to network
device 101 has been brought online by both devices.

In some circumstances, one network device, for example
network device 100, may bring the link online faster than the
other. Consequently, in the example above, network device
100 enables distribution on the link and begins to transmit
frames before network device 101 has enabled collection on
the link. As a result, the frames distributed by network device
100 are dropped until network device 101 enables collection
on the link.

A similar 1ssue also occurs when a link 1s removed from a
LLAG group or transierred from an active state to a standby
state. For example, 11 network device 100 disables collection
on a link before network device 101 disables distribution,
traffic passing over the link from network device 101 to net-
work device 100 will be dropped.

For the purposes of illustrating clear example embodi-
ments, “transitioning” a link may include bringing a link
online from an offline state and the converse.

In an embodiment, link transition 1s synchronized between
network device 100 and network device 101. This synchro-
nization ensures that when a network device transitions a link
on 1ts end, the network device on the other side of the link also
makes the same transition at virtually the same time. As a
result, traffic loss due to the delay between one network
device transitioning the link before the other 1s eliminated or
minimized.

2.0 Structural Overview

For the purpose of explanation, techniques will be
described with reference to the data link layer. As such, the
links will be described as transferring frames. However, the
techniques described herein are not limited to aggregating
links that transfer data link layer traffic. In other embodi-
ments, the links may transfer messages adhering to any num-
ber of different standards or protocols, such as Internet Pro-
tocol (IP) or Multiprotocol Label Switching (MPLS).

FIG. 2 illustrates an embodiment of a link aggregation
design for a network device that can synchronize link transi-
tions. For the purposes of explanation, 1t will be assumed that
the link aggregation design of FIG. 2 has been implemented
on both network device 100 and network device 101. How-
ever, 1 other embodiments, the link aggregation design of
network device 100 can differ from the link aggregation
design network device 101. A “link aggregation design,” 1n
this context, refers to any combination of computing devices,
logical devices, software elements, firmware elements, or
hardware elements that can be configured as seen 1n FI1G. 2
and arranged to perform the functions that are described
herein.

Frames arriving from links 102 arrive at port 215 or port
216, depending on the particular link that transmitted the
frame. In some embodiments, ports 215, 216 are physical
ports. However, 1in other embodiments, ports 215, 216 can be
virtual ports. In such embodiments, the same link may con-
nect to multiple virtual ports. Frames pass through ports 215,
216, to corresponding media access control (MAC) units 211,
212 that are configured to provide addressing and channel
access control mechanisms for the frames. Once a frame has
been processed by MAC unit 211 or MAC unit 212, a corre-
sponding multiplexer unit, from among multiplexer unit 209
or multiplexer umt 210, forwards the frame to the component
of aggregator 203 that 1s the intended recipient of the frame,
such as collector unit 204 or aggregation control unit 207. In
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an embodiment, the intended recipient of a frame 1s deter-
mined by a field contained within the header of the frame,
such as a Type-Length-Value (TLV) field or a tlag.

Aggregator 203 aggregates frames arriving from multi-
plexer units 209, 210 and comprises a collector unit 204, a
distributor unit 205, a multiplex synchronization unit 206,
and an aggregation control unit 207.

Collector unit 204 collects frames forwarded to it by mul-
tiplexer units 209, 210 then provides those frames to client
201. In some embodiments, client 201 1s a MAC unit that
provides addressing and channel access control mechanisms
for frames entering and leaving the aggregator.

Distributor unit 205 receives frames from client 201 and
distributes those frames to multiplexer units 209, 210 for
transport across the links 102. Each distributed frame 1s pro-
cessed by the MAC unit 211 or MAC unit 212 and passed
through the port 215 or port 216 corresponding to the multi-
plexer umit that recerved the frame. In some embodiments, the
distributor unit 205 determines which multiplexer unit, and
thus which link, should transport a frame based on a link
distribution policy maintained by the aggregation control unit
207. In an embodiment, the distribution policy is represented
by a set of shared state variables stored in a memory area
shared between distributor unit 205 and aggregation control
unit 207.

Multiplex synchronization unit 206 controls which links
are enabled for collector umit 204 and distributor unit 205. In
an embodiment, multiplex synchronization unit 206 controls
collector unit 204 and distributor unit 203 through a set of
shared state variables stored in a memory area shared between
the units. However, 1n other embodiments, the multiplex syn-
chronization unit 206 can control the collector unit 204 and
distributor unit 205 by sending link control frames to collec-
tor unit 204 and distributor unit 205 indicating the enabled or
disabled links.

In addition, multiplex synchronization unit 206 coordi-
nates link transitions with the network device at the other end
of the links 102. Consequently, multiplex synchronization
unit 206 can cause distributor unit 205 to send synchroniza-
tion control frames across the links 102 to the other network
device. Similarly, synchronization control frames that are
received by multiplexer unit 209 and multiplexer umt 210 are
forwarded to the multiplex synchronization unit 206 for pro-
cessing. In some embodiments, multiplexer unit 209 and
multiplexer umt 210 forward the synchromization control
frame directly to the multiplex synchronization unit 206.
However, in other embodiments, the forwarding can be per-
formed indirectly such as through aggregation control unit
207.

Aggregation control unit 207 manages the policy by which
the links 102 are divided 1into LAGs and the policy by which
frames are distributed among the links within a LAG. Aggre-
gation control unit 207 1s configured to receive instructions
from system management unit 202 and switch interface con-
trol unit 208 that modily the policies by changing settings
associated with aggregation control unit 207. For example,
system management unit 202 may be a command line or
graphical user interface that allows a user to manipulate the
settings of aggregation control unit 207.

In addition, aggregation control unit 207 coordinates the
establishment and maintenance ot the LAGs with the network
device on the other end of links 102. Consequently, aggrega-
tion control unit 207 can cause the distributor unit 205 to send
aggregation control frames to the other network device. By
the same token, aggregation control frames recerved by mul-
tiplexer unit 209 or multiplexer unit 210 are forwarded to
aggregation control unit 207 for processing.

10

15

20

25

30

35

40

45

50

55

60

65

6

Furthermore, aggregation control unit 207 can determine
when a link should be transitioned. The determination may be
based on many factors, including the settings associated with
aggregation control unit 207, modifications to the settings,
changes to link connectivity, and/or communications with the
other network device. In order to transition the link, aggrega-
tion control unit 207 utilizes multiplex synchronization unit

206 to synchronize the transition with the network device at
the other end of the link.

Switch interface control unit 208, 1s an interface that 1s
configured to allow the system management unit 202 to con-
trol aggregation control unit 207, MAC units 211, 212, and
ports 215, 216. As a result, system management unit 202 can
mamipulate settings related to the above described compo-
nents, such as settings that will modity the policies of aggre-
gation control unit 207 or the addressing and media access
mechanisms of MAC units 211, 212.

Clock synchronization unit 200 establishes and maintains a
synchronized clock 213 with the network device on the other
side of the links 102. The synchronized clock 213 1s used to
produce timestamp 214 which can be inserted into frames
passing between MAC units 211, 212 and ports 215, 216.
Furthermore, the synchronize clock 213 provides system time
to multiplexer unit synchronization unit 206 and aggregation
control unit 207.

In the illustrated embodiment, for purposes of illustrating a
clear example, only a particular number of each component
are depicted within FIG. 2; however, the techniques described
herein are not limited to the number of each component that 1s
depicted. For example, an embodiment may maintain mul-
tiple aggregators, where each aggregator represents a differ-
ent LAG. In addition, the embodiment depicts only two links;
however, the techniques described herein can be applied to
link aggregation over any arbitrary number of links, including
very large numbers of links.

3.0 Functional Overview

FIG. 3 illustrates an embodiment of a network device that
initiates link transition synchronization in state diagram
torm. FIG. 4 illustrates an embodiment of a network device
that responds to a link transition synchronization initiated by
another network device 1n state diagram form. For the pur-
pose ol 1llustrating a clear example, FIG. 3 will be represented
with network device 100 and FIG. 4 will be represented by
network device 101.

The choice to represent FIG. 3 with network device 100
and FIG. 4 with network device 101 1s arbitrary and only
intended as a means of 1llustration of clear examples. In some
embodiments, network device 100 and network device 101
will implement both the state diagram of FI1G. 3 and the state
diagram of FIG. 4. In such embodiments, the network device
which initiates the synchronization follows the state diagram
depicted in FIG. 3 and the network device which responds to
the synchronization follows the state diagram depicted in
FIG. 4. Which device initiates the synchronization may be
dependent on many factors including the policies of the
aggregation control units of the network devices, user defined
settings, and/or the relative processing power of the network
devices, among others. However, which network device 1ni-
tiates the synchronization is not critical to the techniques
described herein.

As mentioned previously, both network device 100 and
network device 101 are assumed to implement the link aggre-
gation design depicted in FIG. 2. As a result, references to
FIG. 2 will be made with respect to both network device 100
and network device 101. In order to avoid confusion, refer-
ence numerals related to FIG. 2 that appear in Section 3.1 are
made with respect to network device 100 and reference
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numerals related to FIG. 2 that appear 1n Section 3.2 are made
with respect to network device 101.

3.1 Synchronization Imitiator

Referring to FIG. 3, at block 300 network device 100
establishes a synchronized clock with network device 101. In
an embodiment, the clock synchronization umt 200 estab-
lishes synchronized clock 213 with network device 101. In
some embodiments, clock synchromization unit 200 imple-
ments the Precision Time Protocol (PTP) described in a docu-
ment entitled, “IEEE Standard for a Precision Clock Synchro-
nization Protocol for Networked Measurement and Control
Systems,” by the IEEE Instrumentation and Measurement
Society, the entire contents of which 1s hereby incorporated
by reference for all purposes as 1f fully set forth herein. In
another embodiment, the clock synchronization unit 200
implements the Network Time Protocol (N'TP), the standard
tor which 1s described 1n a document entitled “Network Time
Protocol Version 4: Protocol and Algorithms Specification™
by the Internet Engineering Task Force, the entire contents of
which 1s hereby incorporated by reference for all purposes as
if tully set forth herein. However, the exact time synchroni-
zation protocol implemented by clock synchronization unit
200 to establish synchronized clock 213 is not critical to the
techniques described herein.

At block 301, network device 100 determines that a link 1s
ready to be transitioned. In an embodiment the determination
1s made by aggregation control unit 207. Aggregation control
unit 207 may base the determination to transition a link on a
variety of different factors such as the settings associated with
aggregation control unit 207, modifications to the settings,
changes to link connectivity, and/or communications with
network device 101. In an embodiment, after the determina-
tion 1s made at block 301, aggregation control unit 207
invokes multiplex synchronization umt 206 to synchronize
the link transition.

At block 302, network device 100 sends a message to
network device 101 indicating a time to transition the link. In
an embodiment, multiplex synchronization unit 206 sends the
message by generating a synchronization control frame and
uses distributor unit 203 to deliver the synchronization con-
trol frame to network device 101. The time indicated by the
synchronization control frame 1s based, at least 1n part, on the
synchronized clock 213 established by the clock synchroni-
zation unit 200 at block 300. In some embodiments, the time
indicated by the synchronization control frame 1s a set length
of time ahead of the current time as indicated by synchronized
clock 213. In an embodiment, the specific length of time 1s
controlled by a setting managed by aggregation control unit
207. In other embodiments, the length of time 1s variable
based on factors such as statistics gathered regarding the
speed and/or workload of network device 101. In an embodi-
ment, distributor unit 205 sends the synchronization control
frame out on the same link that 1s to be transitioned. However,
in other embodiments, the link that the synchronization con-
trol frame 1s sent on1s governed by the policies of aggregation
control unit 207.

At block 303, network device 100 receives an acknowl-
edgement from network device 101. In an embodiment, the
acknowledgement 1s a synchronization control frame. Con-
sequently, when the synchronization control frame arrives at
either multiplexer unit 209 or 210, that multiplexer unit for-
wards the synchronization control frame, directly or indi-
rectly, to multiplex synchronization unit 206.

At block 304, network device 100 determines whether the
acknowledgement proposes a new time. In an embodiment,
the determination 1s performed by multiplex synchromization
unit 206. In some embodiments, multiplex synchromization
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unit 206 performs the determination by checking a flag within
the synchronization control frame’s header. In other embodi-
ments, the multiplex synchromization unit 206 performs the
determination by checking for the existence of a particular
TLV field within the frame. In still other embodiments, the
multiplex synchronization unit 206 performs the determina-
tion by comparing the time proposed at block 302 to the value
of a field within the synchronization control frame.

If the acknowledgement does not propose a new time,
network device 100, at block 3035, determines that the syn-
chronized clock has reached the time indicated 1n the message
sent at block 302. In an embodiment, the determination 1s
performed by multiplex synchromization unit 206. In some
embodiments, multiplex synchronization unit 206 performs
the determination by periodically checking whether synchro-
nized clock 213 has reached the time proposed 1n the syn-
chronization control frame sent at block 302.

If the acknowledgment does propose a new time, network
device 100, at block 306, determines that the synchronized
clock has reached the time indicated 1n the acknowledgement
recerved at block 303. In an embodiment, the determination 1s
performed by multiplex synchromization unit 206. In some
embodiments, multiplex synchronization unit 206 performs
the determination by periodically checking whether synchro-
nized clock 213 has reached the time proposed in the syn-
chronization control frame received at block 303.

Atblock 307, network device 100 transitions the link. In an
embodiment, the transition 1s performed by multiplex syn-
chronization unit 206. In some embodiments, multiplex syn-
chronization unit 206 transitions the link by mampulatmg an
identifier configured to control whether collector unit 204 and
distributor unit 205 are enabled or disabled on a given link. In
an embodiment, network device 100 1s able to control collec-
tor unit 204 and distributor unit 205 independently. In such
embodiments, collector unit 204 and distributor unit 205 are
controlled by separate identifiers. In other embodiments, con-
trol of collector unit 204 and distributor umt 203 1s coupled.
In such embodiments, collector unit 204 and distributor unit
203 are controlled by the same 1dentifier.

3.2 Synchronization Responder

Reterring to FIG. 4, network device 101 establishes a syn-
chronized clock with network device 100 at block 400. In an
embodiment, clock synchromization unit 200 establishes syn-
chronized clock 213 with network device 100. In some
embodiments, the clock synchronization unit implements
PTP. In other embodiments the clock synchronization unit
implements N'TP. However, the exact time synchronization
protocol implemented by clock synchronization unit 200 to
establish synchronized clock 213 1s not critical to the tech-
niques described herein.

At block 401, network device 101 recerves a message 1ndi-
cating a time to transition the link. In an embodiment, the
message 1s a synchronization control frame. Consequently,
when the synchronization control frame arrives at either mul-
tiplexer unit 209 or multiplexer unit 210, that multiplexer unit
forwards the synchronization control frame to multiplex syn-
chronization unit 206. In some embodiments, the time to
transition the link 1s stored as a TLV within the synchroniza-
tion control frame.

At block 402, network device 101 determines whether the
link will be ready for transition by the time indicated in the
message. In an embodiment, the determination 1s made by
multiplex synchronization unit 206 based on the time indi-
cated 1n the synchronization control frame received at block
401. The determination can be based on many factors, such as
the processing power ol network device 101, the current
workload of network device 101, statistical analysis based on
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past performance, and/or the work that still has to be per-
formed 1n order to ready the link for transition, among others.
In some embodiments, a threshold time value 1s maintained
for network device 402. In such embodiments, multiplex
synchronization unit 206 can make the determination by
comparing the difference between the time proposed by the
synchronization control message and the current time as indi-
cated by synchronized clock 213 to the threshold time value.
In an embodiment, the threshold time value 1s a setting main-
tained by aggregation control unit 207 that can be manipu-
lated by system management unit 202 and/or switch interface
control unit 208.

If the link will be ready by the time indicated 1n the mes-
sage, network device 101 sends an acknowledgment accept-
ing the time indicated by the message at block 405. In an
embodiment, multiplex synchronization unit 206 sends the
acknowledgment by generating a synchronization control
frame and uses distributor unit 205 to deliver the synchroni-
zation control frame to network device 100. In an embodi-
ment, multiplex synchronization unit 206 indicates that the
time 1s accepted by marking a flag within the synchromization
control frame’s header. In another embodiment, multiplex
synchronization unit 206 indicates that the time 1s accepted
by mncluding a field, such as a TLV, with the same time
received at block 401.

Next, at block 406, network device 101 determines that the
synchronmized clock has reached the time recerved at block
401. In an embodiment, the determination 1s performed by
multiplex synchronization unit 206. In some embodiments,
multiplex synchronization unit 206 performs the determina-
tion by periodically checking whether synchronized clock
213 has reached the time proposed in the synchronization
control frame received at block 401.

If the link will not be ready by the time indicated 1n the
message, network device 101 sends an acknowledgment indi-
cating a new time at block 403. In an embodiment, the
acknowledgment 1s sent to network device 100 using the
same techniques described with relation to block 405. How-
ever, the tlag will indicate that a new time 1s proposed and/or
the field will contain a time different than the time recerved at
block 401. In some embodiments, the time indicated 1n the
acknowledgment 1s based on the threshold time wvalue
described 1n relation to block 402.

Next, at block 404, network device 101 determines that the
synchronized clock has reached the new time sent at block
403. In an embodiment, the determination 1s performed by
multiplex synchronization unit 206. In some embodiments,
multiplex synchronization unit 206 performs the determina-
tion by periodically checking whether synchronized clock
213 has reached the time indicated by the synchronization
control frame sent at block 403.

In an alternative embodiment, sending a new proposed
time at block 403 1s optional. For example, if network device
101 does not agree with the time proposed by network device
100, the acknowledgment, rather than proposing a new time,
may only indicate that the proposed time 1s unacceptable. In
response, link transition synchronization can be aborted and
network device 100 and network device 101 will each tran-
sition the link independently.

Atblock 407, network device 101 transitions the link. In an
embodiment, the transition 1s performed by multiplex syn-
chronization unit 206. In some embodiments, multiplex syn-
chronization unit 206 transitions the link by manipulating an
identifier configured to control whether collector umit 204 and
distributor unit 203 are enabled or disabled on a given link. In
an embodiment, network device 100 1s able to control collec-
tor unit 204 and distributor unit 2035 independently. In such
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embodiments, collector unit 204 and distributor unit 205 are
controlled by separate 1dentifiers. In other embodiments, con-
trol of collector unit 204 and distributor umt 205 1s coupled.
In such embodiments, collector unit 204 and distributor unit
2035 are controlled by the same 1dentifier.

4.0 Link Aggregation Control Protocol Example

For the purposes of 1llustrating a clear example, implemen-
tation details will be described with reference to LACP. How-
ever, the techniques described above are not limited to LACP.
As such, this section serves only as an example of how the
techniques discussed above can be employed to solve particu-
lar 1ssues faced by LACP.

LACP, as mentioned above, 1s an aggregation protocol that
performs link aggregation over links carrying MAC frames of
the data link layer. The specification for LACP details two
different techniques for controlling collection and distribu-
tion on a link.

The first technique, referred to as independent control,
maintains a COLLECTING state and a DISTRIBUTING
state. When an actor enters the COLLECTING state, the actor
enables collection on the link and when the actor enters the
DISTRIBUTING state, the actor enables distribution on the
link. The COLLECTING state 1s entered first, followed by the
DISTRIBUTING state once the remote actor on the other side
of the link sends a message, 1n the form of a Link Aggregation
Control Protocol Data Unit (LACPDU), indicating that the
remote actor has also transitioned into the COLLECTING
state. Consequently, when one actor enters the DISTRIBU'T-
ING state and begins to transmit over the link, the remote
actor has already entered the COLLECTING state and 1s
therefore prepared to receive the transmission.

However, many systems, often including legacy systems,
are not configured to provide fine grained control over a link.
As a result, the LACP specification details a second tech-
nique, referred to as coupled control, which maintains a COL-

LECTING DISTRIBUTING state. When an actor enters the
COLLECTING DISTRIBUTING state the actor enables
both collection and distribution on the link concurrently. Con-
sequently, unlike the case of independent control, no safe-
guards exist to ensure that both actors are prepared to collect
data on a link before distribution occurs.

Additionally, 1n both coupled control and independent con-
trol, LACP carries an inherent risk that when an actor drops
out of the COLLECTING_DISTRIBUTING state of coupled
control or the COLLECTING state of independent control,
the remote actor at the other end of the link 1s still transmitting
data due to a lack of link synchronization.

In one approach, LACP’s specification describes an
optional “Marker Protocol” for clearing the link before tran-
sition occurs. However, the Marker Protocol relies on the
ability to independently control collection and distribution on
the link and fails to address the case where the actors imple-
ment coupled control. As a result, an embodiment may imple-
ment a modified version of LACP that performs the link
synchronization techniques described above prior to entering,
or leaving the COLLECTING_DISTRIBUTING state. Note
that this scenario 1s only intended to illustrate a potential
enhancement to the current state of LACP, but1s not limited to
cases where both actors implement coupled control. Conse-
quently, other embodiments may implement a modified ver-
sion of LACP that performs the link synchronization tech-
niques described above prior to entering or leaving the
DISTRIBUTING state of independent control.

5.0 Implementation Mechamsms—Hardware Overview

According to one embodiment, the techniques described
herein are implemented by one or more special-purpose com-
puting devices. The special-purpose computing devices may
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be hard-wired to perform the techniques, or may include
digital electronic devices such as one or more application-
specific integrated circuits (ASICs) or field programmable
gate arrays (FPGAs) that are persistently programmed to
perform the techniques, or may include one or more general
purpose hardware processors programmed to perform the
techniques pursuant to program instructions in firmware,
memory, other storage, or a combination. Such special-pur-
pose computing devices may also combine custom hard-
wired logic, ASICs, or FPGAs with custom programming to
accomplish the techniques. The special-purpose computing
devices may be desktop computer systems, portable com-
puter systems, handheld devices, networking devices or any
other device that incorporates hard-wired and/or program
logic to implement the techniques.

For example, FIG. 5 1s a block diagram that 1llustrates a
computer system 500 upon which an embodiment of the
invention may be implemented. Computer system 500
includes a bus 502 or other communication mechanism for
communicating information, and a hardware processor 504
coupled with bus 502 for processing information. Hardware
processor 504 may be, for example, a general purpose micro-
Processor.

Computer system 300 also includes a main memory 506,
such as a random access memory (RAM) or other dynamic
storage device, coupled to bus 502 for storing information and
instructions to be executed by processor 504. Main memory
506 also may be used for storing temporary variables or other
intermediate mnformation during execution of nstructions to
be executed by processor 504. Such instructions, when stored
in non-transitory storage media accessible to processor 504,
render computer system 300 into a special-purpose machine
that 1s customized to perform the operations specified 1n the
instructions.

Computer system 500 further includes a read only memory
(ROM) 508 or other static storage device coupled to bus 502
for storing static information and instructions for processor
504. A storage device 510, such as a magnetic disk or optical
disk, 1s provided and coupled to bus 502 for storing informa-
tion and instructions.

Computer system 500 may be coupled via bus 502 to a
display 512, such as a cathode ray tube (CRT), for displaying
information to a computer user. An imnput device 514, includ-
ing alphanumeric and other keys, 1s coupled to bus 502 for
communicating information and command selections to pro-
cessor 5304. Another type of user input device 1s cursor control
516, such as a mouse, a trackball, or cursor direction keys for
communicating direction information and command selec-
tions to processor 504 and for controlling cursor movement
on display 512. This input device typically has two degrees of
freedom 1n two axes, a first axis (e.g., X) and a second axis
(e.g.,v), that allows the device to specily positions in a plane.

Computer system 500 may implement the techniques
described herein using customized hard-wired logic, one or
more ASICs or FPGAs, firmware and/or program logic which
in combination with the computer system causes or programs
computer system 3500 to be a special-purpose machine.
According to one embodiment, the techniques herein are
performed by computer system 500 in response to processor
504 executing one or more sequences ol one or more 1nstruc-
tions contained in main memory 306. Such instructions may
be read into main memory 506 from another storage medium,
such as storage device 510. Execution of the sequences of
instructions contained 1n main memory 306 causes processor
504 to perform the process steps described herein. In alterna-
tive embodiments, hard-wired circuitry may be used in place
of or in combination with software nstructions.
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The term “storage media” as used herein refers to any
non-transitory media that store data and/or instructions that
cause a machine to operation 1n a specific fashion. Such
storage media may comprise non-volatile media and/or vola-
tile media. Non-volatile media includes, for example, optical
or magnetic disks, such as storage device 510. Volatile media
includes dynamic memory, such as main memory 506. Com-
mon forms of storage media include, for example, a tloppy
disk, a flexible disk, hard disk, solid state drive, magnetic
tape, or any other magnetic data storage medium, a CD-ROM,

any other optical data storage medium, any physical medium
with patterns of holes, a RAM, a PROM, and EPROM, a

FLASH-EPROM, NVRAM, any other memory chip or car-
tridge.

Storage media 1s distinct from but may be used 1n conjunc-
tion with transmission media. Transmission media partici-
pates 1n transferring information between storage media. For
example, transmission media includes coaxial cables, copper
wire and fiber optics, including the wires that comprise bus
502. Transmission media can also take the form of acoustic or
light waves, such as those generated during radio-wave and
inira-red data communications.

Various forms of media may be involved 1n carrying one or
more sequences of one or more instructions to processor 504
for execution. For example, the instructions may nitially be
carried on a magnetic disk or solid state drive of a remote
computer. The remote computer can load the mstructions mnto
its dynamic memory and send the instructions over a tele-
phone line using a modem. A modem local to computer
system 500 can recerve the data on the telephone line and use
an inira-red transmitter to convert the data to an infra-red
signal. Aninfra-red detector canreceive the data carried in the
inira-red signal and appropriate circuitry can place the data
on bus 502. Bus 502 carries the data to main memory 506,
from which processor 504 retrieves and executes the mstruc-
tions. The instructions recetved by main memory 306 may
optionally be stored on storage device 510 either before or
after execution by processor 504.

Computer system 500 also includes a communication
interface 518 coupled to bus 502. Communication interface
518 provides a two-way data communication coupling to a
network link 520 that 1s connected to a local network 522. For
example, communication interface 518 may be an integrated
services digital network (ISDN) card, cable modem, satellite
modem, or a modem to provide a data communication con-
nection to a corresponding type of telephone line. As another
example, communication interface 518 may be a local area
network (LAN) card to provide a data communication con-
nection to a compatible LAN. Wireless links may also be
implemented. In any such implementation, communication
interface 518 sends and receives electrical, electromagnetic
or optical signals that carry digital data streams representing
various types of information.

Network link 520 typically provides data communication
through one or more networks to other data devices. For
example, network link 520 may provide a connection through
local network 522 to a host computer 524 or to data equip-
ment operated by an Internet Service Provider (ISP) 526. ISP
526 1n turn provides data communication services through the
world wide packet data communication network now com-
monly referred to as the “Internet” 528. Local network 522
and Internet 528 both use electrical, electromagnetic or opti-
cal signals that carry digital data streams. The signals through
the various networks and the signals on network link 520 and
through communication interface 518, which carry the digital
data to and from computer system 300, are example forms of
transmission media.
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Computer system 500 can send messages and recetve data,
including program code, through the network(s), network
link 520 and communication interface 518. In the Internet
example, a server 530 might transmit a requested code for an
application program through Internet 528, ISP 526, local
network 522 and communication interface 518.

The received code may be executed by processor 504 as 1t
1s recetved, and/or stored in storage device 510, or other
non-volatile storage for later execution.

6.0 Extensions and Alternatives

In the foregoing specification, embodiments of the mven-
tion have been described with reference to numerous specific
details that may vary from implementation to implementa-
tion. Thus, the sole and exclusive indicator of what i1s the
invention, and 1s mtended by the applicants to be the mven-
tion, 1s the set of claims that 1ssue from this application, in the
specific form in which such claims 1ssue, including any sub-
sequent correction. Any defimitions expressly set forth herein
for terms contained 1n such claims shall govern the meaning
of such terms as used in the claims. Hence, no limitation,
clement, property, feature, advantage or attribute that 1s not
expressly recited 1 a claim should limit the scope of such
claim 1n any way. The specification and drawings are, accord-
ingly, to be regarded 1n an 1llustrative rather than a restrictive
sense.

What 1s claimed 1s:

1. A method comprising:

associating a first link aggregator device and a second link

aggregator device with a plurality of network data com-
munication links, wherein the first link aggregator
device maintains an 1dentifier for each link indicating at
least a state of enabled or disabled;

establishing a synchronized clock between the first link

aggregator and the second link aggregator;

transitioning a particular link of the plurality of links to a

different state by:

the first link aggregator sending, to the second link aggre-

gator, a first message that identifies a particular time
when the particular link should transition;

the first link aggregator recerving, from the second link

aggregator, a second message that indicates whether the
particular time 1s acceptable;

in response to determining that the synchronized clock has

reached the particular time and the second message indi-
cates the particular time 1s acceptable, updating the iden-
tifier for the particular link with the different state;

in response to determining that the second message pro-

poses a new time and the synchromized clock has
reached the new time, updating the i1dentifier for the
particular link with the different state.

2. The method of claim 1, further comprising associating,
the first link aggregator and the second link aggregator with a
new link, wherein the new link 1s 1n a disabled state, the
particular link 1s the new link, and the different state 1s
enabled.

3. The method of claim 1, further comprising removing the
particular link from association with the first link aggregator
and the second link aggregator and updating the identifier for
the particular link to indicate disabled.

4. The method of claim 1, wherein the first link aggregator
comprises a collector unit that collects data frames arriving on
the plurality of links and a distributor unit that sends out data
frames that arrive from a client using the plurality of links;
wherein the identifier for each individual link of the plurality
of links 1s configured to control whether the collector and
distributor can interact with the individual link.
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5. The method of claim 1, further comprising associating,
one or more settings values with the first link aggregator and
the second link aggregator, wherein transitioning the particu-
lar link occurs 1n response to a change in the settings values.

6. The method of claim 5, wherein the settings values
indicate at least one or more of a maximum amount of allow-
able links, a quality of service, or a link security policy.

7. A non-transitory computer-readable medium carrying,
one or more sequences of 1nstructions, which when executed
by one or more processors, cause the one or more processors
to perform:

associating a first link aggregator device and a second link

aggregator device with a plurality of network data com-
munication links, wherein the first link aggregator

device maintains an identifier for each link indicating at
least a state of enabled or disabled;

establishing a synchronized clock between the first link

aggregator and the second link aggregator;

transitioning a particular link of the plurality of links to a

different state by:

the first link aggregator sending, to the second link aggre-

gator, a first message that i1dentifies a particular time
when the particular link should transition;

the first link aggregator receiving, from the second link

aggregator, a second message that indicates whether the
particular time 1s acceptable;

in response to determining that the synchronized clock has

reached the particular time and the second message indi-
cates the particular time 1s acceptable, updating the 1den-
tifier for the particular link with the different state;

in response to determining that the second message pro-

poses a new time and the synchromized clock has
reached the new time, updating the i1dentifier for the
particular link with the different state.

8. The non-transitory computer readable medium of claim
7, further comprising instructions for associating the first link
aggregator and the second link aggregator with a new link,
wherein the new link 1s 1n a disabled state, the particular link
1s the new link, and the different state 1s enabled.

9. The non-transitory computer readable medium of claim
7, further comprising instructions for removing the particular
link from association with the first link aggregator and the
second link aggregator and updating the identifier for the
particular link to indicate disabled.

10. The non-transitory computer readable medium of claim
7, wherein the first link aggregator comprises a collector unit
that collects data frames arriving on the plurality of links and
a distributor unit that sends out data frames that arrive from a
client using the plurality of links; wherein the identifier for
cach individual link of the plurality of links 1s configured to
control whether the collector and distributor can interact with
the individual link.

11. The non-transitory computer readable medium of claim
7, further comprising istructions for associating one or more
settings values with the first link aggregator and the second
link aggregator, wherein transitioning the particular link
occurs 1n response to a change in the settings values.

12. The non-transitory computer readable medium of claim
11, wherein the settings values indicate at least one or more of
a maximum amount of allowable links, a quality of service, or
a link security policy.

13. A computer system comprising:

One or more Processors;

a memory comprising instructions which when executed

by the one or more processors cause the one or more
processors to perform:
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associate a first link aggregator device and a second link
aggregator device with a plurality of network data com-
munication links, wherein the first link aggregator
device maintains an identifier for each link indicating at
least a state of enabled or disabled:

establish a synchronized clock between the first link aggre-
gator and the second link aggregator;

transition a particular link of the plurality of links to a
different state by:

the first link aggregator sending, to the second link aggre-
gator, a first message that identifies a particular time
when the particular link should transition;

the first link aggregator recerving, from the second link
aggregator, a second message that indicates whether the
particular time 1s acceptable;

in response to determining that the synchronized clock has
reached the particular time and the second message 1ndi-
cates the particular time 1s acceptable, updating the iden-
tifier for the particular link with the different state;

in response to determining that the second message pro-
poses a new time and the synchromized clock has
reached the new time, updating the identifier for the
particular link with the different state.

14. The system of claim 13, further comprising the one or

more processors being operable to associate the first link
agoregator and the second link aggregator with a new link,
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wherein the new link 1s 1n a disabled state, the particular link
1s the new link, and the different state 1s enabled.

15. The system of claim 13, further comprising the one or
more processors being operable to remove the particular link
from association with the first link aggregator and the second
link aggregator and updating the 1dentifier for the particular
link to mdicate disabled.

16. The system of claim 13 wherein the first link aggregator
comprises a collector unit that collects data frames arriving on
the plurality of links and a distributor unit that sends out data
frames that arrive from a client using the plurality of links;
wherein the 1dentifier for each individual link of the plurality
of links 1s configured to control whether the collector and
distributor can interact with the individual link.

17. The system of claim 13, further comprising the one or
more processors being operable to associate one or more
settings values with the first link aggregator and the second
link aggregator, wherein transitioning the particular link
occurs 1n response to a change in the settings values.

18. The system of claim 17, wherein the settings values
indicate at least one or more of a maximum amount of allow-
able links, a quality of service, or a link security policy.

19. The system of claim 13 comprising any of a packet data
switch or a packet data router.
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