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AGGREGATING COMPLETION MESSAGES
IN A SIDEBAND INTERFACE

This application 1s a continuation of U.S. patent applica-
tion Ser. No. 13/248,243, filed Sep. 29, 2011, now U.S. Pat.
No. 8,711,875, the content of which 1s hereby incorporated by
reference.

BACKGROUND

Mainstream processor chips, both 1in high performance and
low power segments, are increasingly integrating additional
functionality such as graphics, display engines, security
engines, PCIle™ ports (1.e., ports in accordance with the
Peripheral Component Interconnect Express (PCI Express™
(PCIe™)) Specification Base Specification version 2.0 (pub-
lished 2007) (hereafter the PCle™ specification) and other
PCIe™ based peripheral devices, while maintaining legacy
support for devices compliant with a PCI specification such as
the Peripheral Component Interconnect (PCI) Local Bus
Specification, version 3.0 (published 2002) (hereatter the PCI
specification).

Such designs are highly segmented due to varying require-
ments from the server, desktop, mobile, embedded, ultra-
mobile and mobile Internet device segments. Different mar-
kets seek to use single chip system-on-chip (SoC) solutions
that combine at least some of processor cores, memory con-
trollers, input/output controllers and other segment specific
acceleration elements onto a single chip. However, designs
that accumulate these features are slow to emerge due to the
difficulty of integrating different intellectual property (IP)
blocks on a single die. This 1s especially so, as IP blocks can
have various requirements and design uniqueness, and can
require many specialized wires, communication protocols
and so forth to enable their incorporation mnto an SoC. As a
result, each SoC or other advanced semiconductor device that
1s developed requires a great amount of design complexity
and customization to icorporate different IP blocks imto a
single device. This 1s so, as a given IP block typically needs to
be re-designed to accommodate interface and signaling
requirements of a grven SoC.

In many computer systems, an IP block or agent can send
a broadcast or multicast request to many or all other agents
within the system. When this request 1s for a read operation,
the agent will receive a completion/reply for every agent or

targeted agent 1n the system. It 1s thus the agent’s responsi-
bility to aggregate the status and the data of all of these
completions. The sending of these multiple completions
raises complexity for the requesting agent and consumes
bandwidth and other resources.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a block diagram of a basic interconnect architec-
ture 1n accordance with an embodiment of the present inven-
tion.

FI1G. 2 1s a block diagram of further details of an 1intercon-
nect architecture 1n accordance with an embodiment of the
present invention.

FI1G. 3 1s a high level block diagram of a SoC 1n accordance
with an embodiment of the present invention.

FIG. 4 1s a block diagram of a system 1n accordance with
another embodiment of the present invention.

FI1G. 5 1s a block diagram of a sideband 1nterconnection in
accordance with an embodiment of the present invention.
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2

FIG. 6 1s a block diagram of details of signaling available
for a sideband intertace in accordance with an embodiment of

the present invention.

FIG. 7 1s a flow diagram of a method of handling sideband
completions 1n accordance with an embodiment of the
present invention.

FIG. 8 1s a more detailed block diagram of a portion of a
SoC 1n accordance with an embodiment of the present inven-
tion.

FIG. 9 1s a block diagram of another SoC 1n accordance
with an embodiment the present invention.

DETAILED DESCRIPTION

Embodiments may be used to aggregate completions over
a sideband interface. In this way, transmission of multiple
unicastread requests 1n a sideband fabric can be avoided, e.g.,
when 1dentical registers in multiple agents are to be read or
multicast/broadcast completion status 1s to be determined. In
some embodiments an 1imitiating master agent can receive an
aggregated completion responsive to a multicast or broadcast
non-posted request from that initiating master agent. To 1den-
tify a request for aggregated completions, a predetermined
aggregation indicator may be included in the request. In some
embodiments, this indicator may be a predetermined port
identifier (ID) that 1s reserved for all endpoints 1mitiating
multicast/broadcast non-posted requests that request a single
aggregated completion back from a fabric that couples agents
together.

Embodiments can be used 1n many different types of sys-
tems. As examples, implementations described herein may be
used 1 connection with semiconductor devices such as pro-
cessors or other semiconductor devices that can be fabricated
on a single semiconductor die. In particular implementations,
the device may be a system-on-chip (SoC) or other advanced
processor or chipset that includes various homogeneous and/
or heterogeneous processing agents, and additional compo-
nents such as networking components, e.g., routers, control-
lers, bridge devices, devices, memories and so forth.

Some 1mplementations may be used 1n a semiconductor
device that 1s designed according to a given specification such
as an integrated on-chip system fabric (IOSF) specification
1ssued by a semiconductor manufacturer to provide a stan-
dardized on-die interconnect protocol for attaching intellec-
tual property (IP) blocks within a chip, including a SoC. Such
IP blocks can be of varying types, including general-purpose
processors such as m-order or out-of-order cores, fixed func-
tion units, graphics processors, 10 controllers, display con-
trollers, media processors among many others. By standard-
1zing an interconnect protocol, a framework 1s thus realized
for a broad use of IP agents in different types of chips.
Accordingly, not only can the semiconductor manufacturer
eificiently design different types of chips across a wide vari-
ety of customer segments, 1t can also, via the specification,
enable third parties to design logic such as IP agents to be
incorporated 1n such chips. And furthermore, by providing
multiple options for many facets of the interconnect protocol,
reuse of designs 1s elfficiently accommodated. Although
embodiments are described herein in connection with this
IOSF specification, understand the scope of the present inven-
tion 1s not limited 1n this regard and embodiments can be used
in many different types of systems.

Referring now to FIG. 1, shown 1s a block diagram of a
basic interconnect architecture in accordance with an
embodiment of the present invention. As shown 1n FIG. 1,
system 10 may be a portion of a system-on-chip or any other
semiconductor device such as a highly integrated processor
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complex or an mtegrated 10 hub, and includes a fabric 20 that
acts as an interconnect between various components. In the
implementation shown, these components include IP agents
30 and 40, which can be independent IP blocks to provide
various functionality such as compute capabilities, graphics
capabilities, media processing capabilities and so {forth.
These IP agents are thus IP blocks or logical devices having
an 1nterface that 1s compliant with the IOSF specification, 1n
one embodiment. As further seen, fabric 20 also interfaces to
a bridge 50. Although not shown for ease of 1llustration in the
embodiment of FIG. 1, understand that bridge 50 may act as
an 1nterface to other system components, €.g., on the same
chip or on one or more different chips.

As will be described further below, each of the elements
shown in FIG. 1, namely the fabric, the IP agents, and the
bridge may include one or more interfaces to handle commu-
nication of various signals. These interfaces may be defined
according to the IOSF specification, which defines signals for
communication on these interfaces, protocols used for imnfor-
mation exchange between agents, arbitration and flow control
mechanisms used to initiate and manage information
exchange, supported address decoding and translation capa-
bilities, messaging for in-band or out-of-band communica-
tion, power management, test, validation and debug support.

The IOSF specification includes 3 independent interfaces
that can be provided for each agent, namely a primary inter-
face, a sitdeband message interface and a testability and debug
interface (design for test (DFT), design for debug (DFD)
interface). According to the IOSF specification, an agent may
support any combination of these interfaces. Specifically, an
agent can support O-N primary 1nterfaces, 0-N sideband mes-
sage 1nterfaces, and optional DFx interfaces. However,
according to the specification, an agent must support at least
one of these 3 interfaces.

Fabric 20 may be a hardware element that moves data
between different agents. Note that the topology of fabric 20
will be product specific. As examples, a fabric can be 1mple-
mented as a bus, a hierarchical bus, a cascaded hub or so forth.
Referring now to FIG. 2, shown 1s a block diagram of further
details of an interconnect architecture 1n accordance with an
embodiment of the present invention. As shown 1n FIG. 2, the
IOSF specification defines three distinct fabrics, namely a
primary interface fabric 112, a DFx fabric 114, and a sideband
tabric 116. Primary interface fabric 112 1s used for all in-band
communication between agents and memory, €.g., between a
host processor such as a central processing unit (CPU) or
other processor and an agent. Primary interface fabric 112
may further enable communication of peer transactions
between agents and supported fabrics. All transaction types
including memory, input output (I10), configuration, and 1n-
band messaging can be delivered via primary 1nterface fabric
112. Thus the primary interface fabric may act as a high
performance interface for data transferred between peers and/
or communications with upstream components.

In various implementations, primary interface fabric 112
implements a split transaction protocol to achieve maximum
concurrency. That 1s, this protocol provides for a request
phase, a grant phase, and a command and data phase. Primary
interface fabric 112 supports three basic request types:
posted, non-posted, and completions, 1 various embodi-
ments. Generally, a posted transaction 1s a transaction which
when sent by a source 1s considered complete by the source
and the source does not receive a completion or other confir-
mation message regarding the transaction. One such example
of aposted transaction may be a write transaction. In contrast,
a non-posted transaction 1s not considered completed by the
source until a return message 1s received, namely a comple-
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tion. One example of a non-posted transaction 1s a read trans-
action 1 which the source agent requests a read of data.
Accordingly, the completion message provides the requested
data.

In addition, primary interface fabric 112 supports the con-
cept of distinct channels to provide a mechamism for indepen-
dent data flows throughout the system. As will be described
turther, primary interface fabric 112 may itself include a
master interface that initiates transactions and a target inter-
face that receives transactions. The primary master interface
can further be sub-divided into a request interface, a com-
mand interface, and a data interface. The request interface can
be used to provide control for movement of a transaction’s
command and data. In various embodiments, primary inter-
face fabric 112 may support PCI ordering rules and enumera-
tion.

In turn, sideband interface fabric 116 may be a standard
mechanism for communicating all out-of-band 1information.
In this way, special-purpose wires designed for a given imple-
mentation can be avoided, enhancing the ability of IP reuse
across a wide variety of chips. Thus 1n contrast to an IP block
that uses dedicated wires to handle out-of-band communica-
tions such as status, interrupt, power management, fuse dis-
tribution, configuration shadowing, test modes and so forth, a
sideband interface fabric 116 according to the IOSF specifi-
cation standardizes all out-of-band communication, promot-
ing modularity and reducing validation requirements for IP
reuse across different designs. In general, sideband interface
fabric 116 may be used to communicate non-performance
critical information, rather than for performance critical data
transiers, which typically may be communicated via primary
interface fabric 112.

As further i1llustrated 1n F1G. 2, IP agents 130, 140, and 150
may each include a corresponding primary interface, a side-
band interface and a DFx interface. However, as discussed
above, each agent need not include every one of these inter-
faces, and a given IP agent may include only a single inter-
face, 1n some embodiments.

Using an IOSF specification, various types of chips can be
designed having a wide variety of different functionality.
Referring now to FIG. 3, shown 1s a high level block diagram
of a SoC 1n accordance with an embodiment of the present
invention. As shown in FIG. 3, SoC 200 may include various
components, all of which can be integrated on a single semi-
conductor die to provide for various processing capabilities at
high speeds and low power, consuming a comparatively small
amount of real estate. As seen 1n FIG. 3, SoC 200 includes a
plurality of cores 205,-205, . In various embodiments, cores
203 can be relatively simple in-order cores or more complex
out-of-order cores. Or a combination of 1n-order and out-oi-
order cores can be present 1n a single SoC. As seen, cores 205
can be interconnected via a coherent interconnect 215, which
turther couples to a cache memory 210, e.g., a shared last
level cache (LLC). Although the scope of the present mven-
tion 1s not limited 1n this regard, 1n one embodiment coherent
interconnect 215 may be 1n accordance with the Quick Path
Interconnect (QPI)™ specification available from Intel Cor-
poration, Santa Clara, Calif.

As further seen 1n FIG. 3, coherent interconnect 215 may
communicate via a bridge 220 to a fabric 250, which may be
an IOSF fabric. Coherent interconnect 215 may further com-
municate via an integrated memory controller 215 to an ofl-
chip memory (not shown for ease of 1llustration the embodi-
ment of FIG. 3), and further through bridge 230 to fabric 250.

As Turther seen 1n FIG. 3, various components can couple
to fabric 250 including a content processing module (CPM)
240 which can be used for performing various operations
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such as security processing, cryptographic functions and so
forth. In addition, a display processor 245 can be part of a
media processing pipeline that renders video for an associ-
ated display.

As further seen, fabric 250 may further couple to an IP
agent 255. Although only a single agent 1s shown for ease of
illustration 1n the FIG. 3 embodiment, understand that mul-
tiple such agents are possible 1n different embodiments. In
addition, to enable commumication with other on-chip
devices, fabric 250 may further communicate with a PCle™
controller 260 and a universal serial bus (USB) controller
265, both of which can communicate with various devices
according to these protocols. Finally, shown in the embodi-
ment of FIG. 3 1s a bridge 270, which can be used to commu-
nicate with additional components of other protocols, such as
an open core protocol (OCP) or an ARM advanced microcon-
troller bus architecture (AMBA) protocol. Although shown
with these particular components 1n the embodiment of FIG.
3, understand that the scope of the present mvention 1s not
limited 1n this way and 1n different embodiments additional or
different components may be present.

Furthermore, understand that while shown as a single die
SoC mmplementation in FIG. 3, embodiments can further be
implemented 1n a system 1n which multiple chips communi-
cate with each other via a non-I1OSF interface. Referring now
to FIG. 4, shown 1s a block diagram of a system 1n accordance
with another embodiment of the present invention. As shown
in FIG. 4, the system may include a SoC 200", which may
include many components similar to those discussed above
with regard to FIG. 3, and an additional off-die interface 275.
Accordingly, SoC 200' can communicate with another chip
280 which may include various functionality to enable com-
munication between these two chips, as well as to various
off-chip devices such as different peripherals according to
one or more different specifications. Specifically, a second
chip 280 1s shown to include an off-die interface 282 to enable
communication with SoC 200', and which in turn communi-
cates with a fabric 290, which may be an IOSF fabric accord-
ing to an embodiment of the present invention. As seen, fabric
290 may further be coupled to various controllers 1n commu-
nication with off-chip devices, including a PCle™ controller
292, a USB controller 294, and a bridge 296.

As discussed above, 1n various embodiments all out-oi-
band communications may be via a sideband message inter-
face. Referring now to FI1G. 5, shown 1s a block diagram of a
sideband interconnection 1n accordance with an embodiment
of the present invention. As shown 1 FIG. 5, sideband inter-
face system 175 includes multiple routers 180 and 190, which
are shown 1n the embodiment of FIG. 5 as being coupled via
a point-to-point (PTP) interconnect 183. In turn, each router
can be coupled to various endpoints, which can be, for
example, IP agents or other components of a given system.
Specifically, router 180 couples to a plurality of endpoints
186a-186¢ and router 190 couples to a plurality of endpoints
196x-196z.

Referring now to FIG. 6, shown 1s a block diagram of
details of signaling available for a sideband interface 1n accor-
dance with an embodiment of the present invention. As shown
in FIG. 6, interconnection between a router 180 and an end-
point 186 1s shown. As seen, router 180 may include a target
interface 181 and a master interface 182. In general, target
interface 181 may be configured to receive incoming signals,
while master interface 182 may be configured to transmit
outgoing signals. As seen, endpoint 186 also includes a mas-
ter interface 187 and a target interface 188.

FI1G. 6 further shows details of the various signaling avail-
able for the sideband interface, including credit information,
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put information, end of message signaling, and data. Specifi-
cally, credit updates can be communicated via sideband inter-
faces as a non-posted credit update signal (NPCUP) and a

posted credit update signal (PCCUP). In addition, put signals
may be provided (NPPUT and PCPUT). In addition, an end of

message (EOM) signal can be communicated. Finally, data
may be communicated via payload packets which 1n one
embodiment can be implemented via a byte-wide communi-
cation channel. Although shown with this particular imple-
mentation 1n the embodiment of FIG. 6, the scope of the
present mvention 1s not limited in this regard. Whenever a
credit Put signal 1s high, this means that a credit 1s being
returned. Whenever a put signal 1s high, it means that the
payload (e.g., data) signal 1s valid. Whenever a Put and EOM
are high at the same time, 1t means that the current payload 1s
the last payload of the message. Note that the interface can
both “put™ a data payload and “put” a credit in the same clock
cycle.

Aggregated completions may be used in various instances.
For example, such completions can be used for register shad-
owing 1n multiple agents. If registers are shadowed 1n mul-
tiple agents, a master agent can 1ssue a multicast read request
to the shadow register in each of these agents and request an
agoregated response. If the aggregated response does not
match with its expected value of the register being shadowed,
the agent can determine that the shadow update has yet to
complete, or that an error has occurred. Another use case may
be for reading duplicate status registers 1n multiple agents.
For example, 1if multiple agents include one or more duplicate
status registers that are updated on a given condition (e.g., a
link status register of multiple PCle lanes), a master agent can
1ssue a multicast read to these status registers and request an
aggregated response. The aggregated response thus provides
an indication as to whether a specific condition has been
updated 1n each of the status registers. A still further use case
may be for determining completion status for a multicast/
broadcast transaction.

In this example, an initiating master agent can send, e.g., a
non-posted multicast/broadcast write transaction with a
source 1dentifier (ID) having a predetermined value (e.g., a
source ID of FEh) that indicates that an aggregated response
1s requested, and 1n turn receive a single aggregated comple-
tion. A successiul response status in the aggregated comple-
tion thus indicates to the mitiating agent that the write mes-
sage has successtully completed 1n all target agents.

Aggregated responses 1n accordance with an embodiment
of the present mvention may also be used to determine a
power state of agents 1n the system. An initiating master can
send a single non-posted multicast/broadcast write transac-
tion with a source ID indicative of an aggregated response
request (e.g., a source ID having a value of FEh) to query the
power state of all agents in the system. If the completion 1s
received with a power down status, then the master agent can
determine that all agents were powered down. Likewise, 1f the
completion 1s recerved with a successtul status, the master
agent can determine that all agents have power. Conversely, 1f
the completion has a mixed status, the master agent can deter-
mine that the system has a mix of powered, unpowered, or
otherwise misbehaving agents. And 1n some embodiments,
cach agent can have a pre-defined bit to set, such that when
set, 1t 15 an indication of the agent having power and an
identification of the agent. If the router completes the mes-
sage for an agent, 1t would indicate the power down status and
also not be able to set the agent’s specific bit. Still other use
cases may enable a multicast/broadcast read request with
aggregation to avoid multiple unicast read requests.
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Messages sent to a broadcast port ID or group port 1D
(multicast) may be either posted or non-posted. In the case of
a non-posted operation, the sender can use the aggregate
request indicator as its source port ID 11 1t seeks aggregation
of all completions by the fabric and agents with multiple port
IDs. In other words, by using this specified port ID (e.g.,
OxFE) as a source port ID within a request, a single comple-
tion 1s guaranteed to be returned to the sender responsive to
the request. Thus when a non-posted request 1s sent with this
aggregation source port ID, aggregated completions can be
collected 1n the router coupled to the requester, and a single
response status 1s returned.

In various embodiments, routers can apply a “bitwise OR”
or a “multi-bit OR™ operation to the completion response
status they receive belore sending the aggregated completion
to the ingress port of the requesting agent. When aggregating
completions with data, the data returned to the requester can
be the bitwise OR of the corresponding data from each com-
pleter. If a combination of completion with data and comple-
tion without data responses are recerved by the router, then the
aggregated completion can be formed as a completion with
data message, where the aggregated response status field 1s
the bitwise OR of the status fields of all recerved completion
messages and the aggregated data 1s the bitwise OR of the
data from all recerved completion with data messages. In
some embodiments, a router may synthesize or create a
completion for certain components. For example, a router can
synthesize a response for a powered down endpoint, and 1n
some embodiments the response for such endpoints can be
considered as a recerved completion for the purposes of
aggregation.

Sideband agents having multiple port IDs can send a single
aggregated completion for non-posted messages recerved
with an aggregation request. Such sideband agents with mul-
tiple port IDs that aggregate completions may operate simi-
larly to a router with regard to aggregations. That 1s, such
agents may follow all aggregation rules defined for routers.

Thus as a result of data aggregation 1n accordance with an
embodiment of the present invention, an endpoint that ini-
tiates a broadcast or multicast can recerve a completion with
data response indicating successiul, unsuccesstul/not sup-
ported, powered down, or multicast mixed status.

In contrast to a conventional receipt and processing of
separate responses 1n a requesting agent, embodiments may
locate the responsibility for aggregation to a system’s side-
band routers, which may simplily agent design. And by plac-
ing this responsibility 1n the router, this functionality from
multiple agents in the system can be aggregated into a shared
object (the router), which may lead to a decrease 1n system
gate count, and also simplify agent design by allowing each
agent to be agnostic of the total size of the sideband network.

Embodiments thus enable aggregation via usage of an
aggregation indicator (e.g., a predetermined port ID (e.g.,
network address)) as the source address to indicate to all
routers in the system that they should aggregate completions.
Responsive to detection of such a request, the system routers
can aggregate both status and data for a given completion.

Referring now to FIG. 7, shown 1s a flow diagram of a
method of handling sideband completions 1n accordance with
an embodiment of the present invention. As shown in FIG. 7,
method 300 may be implemented 1n a router, switch or other
device that provides an aggregation function. For example, 1n
some 1mplementations an endpoint itself can perform a par-
tial aggregation before sending an aggregated completion
back to a requester. In the context of FIG. 7 however, 1t 1s
assumed that the aggregator 1s a router. As seen in FIG. 7,
method 300 may begin by recerving a multicast request in the
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router (block 310). This multicast request may come from a
coupled endpoint, e.g., an IP agent coupled to the router. This
multicast request can be arequest that 1s directed to more than
one agent of a SoC, or 1t can be a broadcast request directed to
all agents of the SoC. At diamond 315 1t can be determined
whether an aggregate completion 1s requested. Although the
scope of the present invention 1s not limited 1n this regard, 1n
one embodiment this determination can be based on a source
identifier associated with the request. That 1s, a predeter-
mined source identifier value can thus provide this indication
of an aggregated completion request. If such a request is
received, as seen 1in FIG. 7 control passes to block 320.

At block 320, the router can forward the request to the
indicated endpoints. For example, 1n a broadcast request the
router can forward the request along to all system agents,
while for a multicast request, the router can forward the
request to the indicated agents. In some embodiments, the
router can determine whether each agent has available
resources, €.g., as determined with reference to a credit
counter, before sending the requests along.

Still referring to FIG. 7, next at block 323 individual
responses can be recerved at the router from the indicated
endpoints. Note that although shown 1n FIG. 7 as receiving an
individual response from each endpoint, as discussed above
in an embodiment 1n which an endpoint includes multiple
ports, the endpoint can aggregate responses from these mul-
tiple ports prior to sending its individual response. Or, another
router element may aggregate responses for its coupled
agents.

Control then passes to block 330 where the status from
these individual responses can be aggregated. More specifi-
cally 1n one embodiment aggregation logic of the router can
operate to aggregate status information and data information
separately, e.g., by respective bitwise operations. Of course,
rather than a single bit from each individual response, the
bitwise ORs may be of multi-bit length. Control then passes
to block 340, where a completion can be sent back to the
requesting agent with aggregated status and data.

If 1mnstead at diamond 3135 1t 1s determined that an aggre-
gated completion 1s not requested, control passes to diamond
350 where it can be determined whether the received request
1s a non-posted request. If not (that 1s, the request 1s a posted
request), control passes to block 355 where the request can be
torwarded to the indicated endpoints. If instead, the request 1s
a non-posted request, 1t 1s forwarded to the indicated end-
points at block 360. Thereafter, individual responses can be
received from the indicated endpoints and individual comple-
tions can be sent back to the requester (block 370). Thus as
seen 1 FI1G. 7, more efficient processing can be realized by
aggregating completions in a router, and thus sending a single
completion back to the requester, rather than the bandwidth,
latency and other delays associated with sending individual
completions from every indicated endpoint. Although shown
with this particular implementation in the embodiment of
FIG. 7, understand the scope of the present invention 1s not
limited 1n this regard.

Although the SoCs of FIGS. 3 and 4 are at a high level,
understand that additional functionality may be present.
Referring now to FIG. 8, shown 1s a more detailed block
diagram of a portion of a SoC 1n accordance with an embodi-
ment of the present invention. As shown in FIG. 8, the portion
of SoC 700 shown may correspond to non-core portions
coupled below a memory controller hub or other interface
logic that can 1n turn interface to multiple processor cores, as
well as to system memory.

Thus as seen, an off-die interface 710 (which in one
embodiment can be a direct media interface (DMI)) may
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couple to a hub 715, e.g., an mput/output hub that in turn
provides communication between various peripheral devices.
Although not shown for ease of illustration 1n FIG. 8, under-
stand that various engines such as a manageability engine and
a virtualization engine can also be directly coupled to hub
715.

To provide connection to multiple buses, which may be
multi-point or shared buses in accordance with the IOSF
specification, an IOSF controller 720 may couple between
hub 715 and bus 730, which may be an IOSF bus that thus
incorporates elements of the fabric as well as routers. In the
embodiment shown 1n FIG. 8, first IOSF bus 730 may have
coupled to 1t various controllers to provide for control of
off-chip devices. Specifically, seen 1s a PCI controller 722, a
SATA controller 724, and a USB controller 726. In turn, a
second IOSF bus 750 may couple to a system management
bus 752 and to a real time clock 754.

As further seen in FIG. 8, first IOSF bus 730 may couple to
an IOSF bridge 7335 for both primary and sideband 1informa-
tion that in turn provides interconnection to a third bus 740,
¢.g., of a different protocol, to which various controllers and
components may be attached. In the embodiment shown 1n
FIG. 8, such components include a flash controller 741 to
provide an interface to anon-volatile memory, alegacy device
742, which may implement various legacy functions, e.g., of
a PCI specification and further may include an mterrupt con-
troller and timer. In addition, interfaces for audio 743, USB
744, gigabyte Ethernet (GbE) 745, senal peripheral interface
(SPI) 746 and PCI 747 may all be provided. Although shown
with this particular implementation in the embodiment of
FIG. 8, understand the scope of the present invention 1s not
limited 1n this regard.

Still other implementations are possible. Referring now to
FIG. 9, shown 1s a block diagram of another SoC in accor-
dance with an embodiment the present invention. As shown 1n
FIG. 9, SoC 800 may be configured for use, e.g., 1n server
systems. As seen 1 FIG. 8, SoC may include a platiorm
controller hub (PCH) 840, which may generally include com-
ponents such as seen 1n the embodiment of FIG. 8. Namely,
multiple IOSF buses 730 and 740 may be present, along with
a bridge 7335 to couple the buses. Bus 730 may include various
agents coupled to it, including a PCle controller 722, SATA
controller 724, and a USB controller 726. In turn, via an IOSF
controller 720, communication may occur via an additional
bus 718, which may communicate with upstream devices,
such as cores or other processing units (not shown for ease of
illustration 1n the embodiment of FIG. 9).

As further seen in FIG. 9, for providing communications
with other server-based components, an additional IOSF bus
820 may be provided, which 1n turn can communicate with an
IOSF controller 822 and an upstream switch port 824 (e.g., an
X16 port) that may be coupled to an upstream bus 825. Also
coupled to bus 820 may be multiple downstream switch ports
826 and 828.

Furthermore, to enable communications, €.g., with storage
units of a server-based system, a switch port 830 may couple
between bus 820 and another IOSF bus 850, which in turn
may be coupled to a storage controller unit (SCU) 855, which
may be a multi-function device for coupling with various
storage devices.

Embodiments may be implemented in code and may be
stored on a non-transitory storage medium having stored
thereon 1nstructions which can be used to program a system to
perform the mstructions. The storage medium may include,
but 1s not limited to, any type of disk including floppy disks,
optical disks, solid state drives (SSDs), compact disk read-
only memories (CD-ROMs), compact disk rewritables (CD-
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RWs), and magneto-optical disks, semiconductor devices
such as read-only memories (ROMs), random access memo-
riecs (RAMs) such as dynamic random access memories
(DRAMs), static random access memories (SRAMs), eras-
able programmable read-only memories (EPROMSs), flash
memories, electrically erasable programmable read-only
memories (EEPROMSs), magnetic or optical cards, or any
other type of media suitable for storing electronic instruc-
tions.

While the present mvention has been described with
respect to a limited number of embodiments, those skilled in
the art will appreciate numerous modifications and variations
therefrom. It 1s intended that the appended claims cover all
such modifications and variations as fall within the true spirit
and scope of this present invention.

What 1s claimed 1s:

1. An apparatus comprising:

a semiconductor die including but not limited to:

a plurality of integrated endpoints; and

a router comprising a plurality of interfaces, one or more
of which 1s coupled to one or more of the plurality of
integrated endpoints, and an aggregation logic,
responsive to an aggregation request from a particular
endpoint of the plurality of integrated endpoints, to
combine a plurality of responses from at least some of
the plurality of integrated endpoints into a combined
response and send the combined response to the par-
ticular endpoint, the aggregation request including an
aggregation 1ndicator that 1s a source port identifier
having a predetermined value, wherein the predeter-
mined value 1s reserved for use by at least some of the
plurality of integrated endpoints for i1ssuance of
aggregation requests and the aggregation request
comprises a non-posted request.

2. The apparatus of claim 1, wherein responsive to the
aggregation request, the router 1s to obtain a status of at least
some of a plurality of target agents.

3. The apparatus of claim 1, wherein responsive to the
aggregation request, the router 1s to obtain a status of a first
integrated endpoint that 1s powered down.

4. The apparatus of claim 1, wherein the router 1s to syn-
thesize a completion for at least one of the plurality of inte-
grated endpoints.

5. The apparatus of claim 4, wherein the router 1s to syn-
thesize the completion when the at least one integrated end-
point 1s powered down.

6. The apparatus of claim 1, wherein the aggregation
request comprises a multicast/broadcast transaction.

7. The apparatus of claim 1, wherein the predetermined
value 1s OxFE.

8. The apparatus of claim 1, wherein a first itegrated
endpoint having multiple port 1dentifiers 1s to send a single
aggregated completion responsive to the aggregation request.

9. The apparatus of claim 1, wherein the aggregation logic
1s to consolidate status information of the plurality of
responses and to consolidate data information of the plurality
of responses, the status consolidation comprising a bitwise
OR operation between a status portion of the plurality of
responses, and the data consolidation comprising a bitwise
OR operation between a data portion of the plurality of
responses.

10. The apparatus of claim 1, further comprising a sideband
message interface formed of a point-to-point interconnect to
couple the router to a first one of the plurality of integrated
endpoints.




US 9,270,576 B2

11

11. The apparatus of claim 10, wherein the router 1s to
communicate via the sideband message interface one or more
ol status, power management and configuration shadowing

information.

12. The apparatus of claim 1, wherein the apparatus com-
prises a system-on-chip (SoC) including the plurality of inte-
grated endpoints and the router fabricated on the semicon-
ductor die.

13. An apparatus comprising:

a semiconductor die including but not limited to:

a plurality of integrated endpoints; and

a sideband router comprising a plurality of interfaces,
one or more of which 1s coupled to one or more of the
plurality of integrated endpoints, and an aggregation
logic, responsive to an aggregation request from a
particular endpoint of the plurality of integrated end-
points, to combine a plurality of responses from at
least some of the plurality of integrated endpoints 1into
a combined response and send the combined response
to the particular endpoint, the aggregation request
including an aggregation indicator having a source
port 1dentifier with a predetermined value, the prede-
termined value reserved for use by at least some of the
plurality of integrated endpoints for i1ssuance of

aggregation requests.
14. The apparatus of claim 13, wherein responsive to the

aggregation request, the sideband router 1s to obtain a status of
a first integrated endpoint that 1s powered down.

15. The apparatus of claim 13, wherein the sideband router
1s to synthesize a completion for at least one of the plurality of
integrated endpoints.

16. The apparatus of claim 15, wherein the sideband router
1s to synthesize the completion when the at least one 1nte-
grated endpoint 1s powered down.

17. The apparatus of claim 13, wherein the predetermined
value 1s OxFE.

18. The apparatus of claim 13, wherein the aggregation
logic 1s to consolidate status information of the plurality of
responses and to consolidate data information of the plurality
of responses, the status consolidation comprising a bitwise
OR operation between a status portion of the plurality of
responses, and the data consolidation comprising a bitwise
OR operation between a data portion of the plurality of
responses.

19. An apparatus comprising:

a semiconductor die including but not limited to:

a first plurality of integrated endpoints;
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a first router coupled to at least some of the first plurality
of integrated endpoints and including a first aggrega-
tion logic, responsive to a first aggregation request
from a first endpoint of the first plurality of integrated
endpoints, to combine a plurality of responses from at
least some of the first plurality of integrated endpoints

into a combined response and send the combined
response to the first endpoint, the first aggregation
request including an aggregation indicator having a
source port identifier with a predetermined value
reserved for use by at least some of the first plurality
of integrated endpoints for 1ssuance ol aggregation
requests;

a second plurality of mtegrated endpoints; and

a second router coupled to at least some of the second

plurality of integrated endpoints and including a sec-
ond aggregation logic, responsive to a second aggre-
gation request from a second endpoint of the second
plurality of integrated endpoints, to combine a plural-
ity of responses from at least some of the second
plurality of integrated endpoints ito a combined
response and send the combined response to the sec-
ond endpoint, the second aggregation request includ-
ing an aggregation indicator having a source port
1dentifier with a predetermined value reserved for use
by at least some of the second plurality of integrated
endpoints for 1ssuance of aggregation requests.

20. The apparatus of claim 19, wherein responsive to the
first aggregation request, the first router 1s to obtain a status of
a first integrated endpoint that 1s powered down, the first
router 1s to synthesize a completion for at least one of the first
plurality of integrated endpoints, and the first router 1s to
synthesize the completion when the at least one first inte-
grated endpoint 1s powered down.

21. The apparatus of claim 19, wherein the predetermined
value 1s OxFE.

22.The apparatus of claim 19, wherein the first aggregation
logic 1s to consolidate status information of the plurality of
responses and to consolidate data information of the plurality
of responses, the status consolidation comprising a bitwise
OR operation between a status portion of the plurality of
responses, and the data consolidation comprising a bitwise
OR operation between a data portion of the plurality of
responses.
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