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DISTRIBUTED DATA TRANSMISSION IN
DATA NETWORKS

TECHNICAL FIELD

This disclosure relates generally to computer software and

more particularly relates to distributed data transmission in an
RF mesh network or other data network.

BACKGROUND

Data networks may be used to communicate data among,
multiple network devices. Data networks may be imple-
mented using a mesh networking topology. In a mesh net-

work, each network device relays data received from other
network devices such that the network devices collaborate to

propagate the data through the network. An example of a
mesh data network 1s a wireless network 1n which multiple
devices communicate via RF or other wireless communica-
tion links.

In some implementations, a wireless network may include
limitations on bandwidth that 1s available for each network
device for transmitting data. For cases 1n which the amount of
data to be communicated exceeds the bandwidth limitations,
transmitting the data via the mesh network may degrade the
performance of the mesh network. For example, multiple
network devices may unnecessarily relay the same data,
thereby causing inelificient use of limited bandwidth 1n the
data network.

Prior solutions for addressing bandwidth limitations of a
data network may involve installing additional network
equipment, such as additional nodes of the data network
and/or RF transceivers having higher bandwidth. Installing
additional network equipment may increase costs and/or
complexity associated with a data network.

Systems and methods for improving the efficiency of data
communication in mesh networks and other networks are
therefore desirable.

e

SUMMARY

Systems and methods are disclosed for distributed data
transmission 1n an RF mesh network or other data network.
An exemplary system includes at least two distribution
devices. A first distribution device can receive a first data
message that includes a first header and payload data. The first
distribution device can determine that the second distribution
device 1s not i1dentified in the first header as recewving the
payload data. The first distribution device can generate a
second data message based on determining that the second
distribution device 1s not identified in the first header as
receiving the payload data. The second data message includes
the payload data and the second header. The second header
1identifies the second distribution device as receiving the pay-
load data. The first distribution device transmits the second
data message to the second distribution device.

These 1llustrative aspects and features are mentioned not to
limit or define the ivention, but to provide examples to aid
understanding of the concepts disclosed 1n this application.
Other aspects, advantages, and features will become apparent
alter review of the entire application.

BRIEF DESCRIPTION OF THE FIGURES

These and other features, aspects, and advantages of the
present disclosure are better understood when the following,
Detailed Description 1s read with reference to the accompa-
nying drawings, where:
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2

FIG. 1 1s anetwork diagram illustrating an example system
that can utilize distributed data transmission 1in an RF mesh

network or other data network;

FIG. 2 1s a network diagram illustrating examples of dis-
tribution devices that can implement distributed data trans-
mission in a mesh network:

FIG. 3 1s a network diagram illustrating a distribution
device transmitting messages to neighboring distribution
devices using distributed data transmission in an RF mesh
network or other data network;

FIG. 4 1s a network diagram illustrating example headers
added to the messages transmitted by the distribution device
to the neighboring distribution devices;

FIG. 5 1s a network diagram illustrating distribution
devices transmitting additional messages to additional neigh-
boring distribution devices using distributed data transmis-
sion 1n an RF mesh network or other data network;

FIG. 6 1s a network diagram illustrating example headers
added to the additional messages transmitted by the distribu-
tion devices to the additional neighboring distribution
devices;

FIG. 7 1s a network diagram illustrating an example of a
distribution device recetving a message having a maximum
header size;

FIG. 8 1s a block diagram depicting examples of a network
management device and a distribution device for implement-
ing distributed data transmission in an RF mesh network or
other data network;

FIG. 9 1s a tlow chart 1llustrating an example method for
distributed data transmission 1n an RF mesh network or other
data network; and

FIG. 10 1s a flow chart illustrating an example method for
distributed data transmission with error verification.

DETAILED DESCRIPTION

Systems and methods are provided for distributed data
transmission 1in an RF mesh network or other data network.
Distributed data transmission can allow for more efficient use
of bandwidth or other resources 1n a wireless network. More
cificient use of bandwidth or other resources 1n a wireless
network can allow for faster distribution of payload data.
Non-limiting examples of payload data include firmware or
soltware updates to be distributed to network devices 1n com-
munication with one another via a wireless network.

The following non-limiting example 1s provided to help
introduce the general subject matter of the present disclosure.
A head-end system or other network management device may
access a list of network devices to which payload data 1s to be
transmitted. For example, a head-end system for managing a
power distribution network or other resource distribution net-
work (e.g., water, gas, etc.) may access a list of devices such
as (but not limited to) concentrators used to communicate
with metering devices in the power distribution system. The
list may 1dentify concentrators for which firmware or other
soltware 1s to be upgraded. The head-end system can transmit
a firmware update packet to a first concentrator via a wireless
RF link. The first concentrator can forward the message to one
or more neighboring concentrators. The neighboring concen-
trators can be concentrators with which the first concentrator
has a sufliciently reliable RF communication link. For
example, the first concentrator may identify neighboring con-
centrators that have historically transmitted signals to the first
concentrator having a receiwved signal strength indicator
(“RSSI”) exceeding a pre-determined threshold. The concen-
trator can forward the message to neighboring concentrators
along with a header for tracking which concentrators have
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received the firmware update packet. The header can include
a radio address or other 1dentifier for the concentrators that
have received the firmware update packet or that will receive
the firmware update packet from the transmitting concentra-
tor. Using the header to track which concentrators have
received the firmware update packet can prevent subsequent
concentrators from unnecessarily re-transmitting the firm-
ware update packet. Preventing subsequent concentrators
from unnecessarily re-transmitting the firmware update
packet can increase the available capacity of the data network.

In accordance with some aspects, a system can be provided
for distributed data transmission 1 an RF network or other
data network. The system can include at least two distribution
devices, such as (but not limited to) concentrator devices used
to aggregate data recetved from metering devices or other
terminal devices 1n a power distribution network. A first dis-
tribution device can recerve a first data message that includes
a first header and payload data. A non-limiting example of
payload data 1s a firmware update or other software update (or
a portion thereof) that the distribution device can use to
upgrade its firmware or other software. The header can
include a list of distribution devices 1n the RF mesh network
that have been selected receive the payload data. The first
distribution device can determine that the second distribution
device 1s not 1dentified 1n the first header as having received or
having been selected to receive the payload data. Responsive
to determining that the second distribution device 1s not 1den-
tified 1n the first header as having recerved or having been
selected to receive the pavload data, the first distribution
device can generate a second data message for transmitting
the payload data to the second distribution device. The second
data message 1includes the payload data and a second header.
The first distribution device can generate the second header
by adding an identifier for the second distribution device to
the first header. The second data message can include the
same payload data as the first data message and a different
header than the first data message. Non-limiting examples of
identifiers include hardware 1dentifiers, geographic coordi-
nates, network addresses, etc. The second header 1dentifies
the second distribution device as receiving the payload data.
The first distribution device transmits the second data mes-
sage to the second distribution device.

The second distribution device can determine whether to
continue or cease re-transmission of the payload data 1n a
manner similar to that of the first distribution device. For
example, the second distribution device can reference device
identifiers included in the header of the recerved data message
to 1dentily that a third distribution device has not received the
payload data and that a fourth distribution device has already
received the payload data. The second distribution device can
generate a third header by adding an i1dentifier for the third
distribution device to the second header. The second distri-
bution device can transmit a data message to the third distri-
bution device that includes the payload data and the header
with 1dentifiers for the first, second, third, and fourth distri-
bution devices. The second distribution device can omit the
fourth distribution device from a list of recipient devices
based on the fourth distribution device having already been
selected to receive the payload data. Omitting distribution
devices that have already received the payload data from a list
of recipient devices can reduce or minimize unnecessary data
traffic on an RF mesh network or other data network.

As used herein, the term “distribution device” 1s used to
refer to anetwork device configured for relaying or otherwise
transmitting data to other network devices 1n a data network.
A non-limiting example of a distribution device 1s a concen-
trator device used to communicate with meters that monitor
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4

power consumption in a power distribution network. In some
aspects, a distribution device can perform one or more func-
tions 1n addition to relaying or otherwise transmitting data to
other network devices. For example, a distribution device that
1s a concentrator device can read data from one or more
metering devices 1n a power distribution network. The con-
centrator device can also distribute data to other concentrator
devices. Examples of such data include software updates
received from a head-end or other server system via a network
management device.

As used herein, the term “network management device” 1s
used to refer to a computing device configured for interfacing
with a head-end or other server system that 1s accessible via a
back-haul data network as well as one or more distribution
devices accessible via a wireless network. A non-limiting
example of a network management device 1s a collector
device for a power distribution system. A collector device
may communicate with a control center via the Internet and
with concentrator devices via an RF mesh network. A net-
work management device can receive payload data from a
head-end or other server system via a back-haul network.

As used herein, the term “payload data™ 1s used to refer to
data intended for consumption by a network device receiving
the payload data. The payload data can include a portion of a
data message that 1s transmitted throughout a data network
from a source device to a destination device without modifi-
cation by intermediate devices between the source device and
destination device. Other portions of the data message, such
as a header appended to the payload data for transport through
the data network, may be modified by one or more network
devices used to communicate the data and/or may be dis-
carded by the destination device. Non-limiting examples of
payload data include command messages transmitted to a
network device to 1nstruct the network device to perform one
or more operations, queries to a network device, firmware
updates or other soitware updates to be applied to the network
device, and the like.

As used herein, the term “header” 1s used to refer to supple-
mental data included with payload data that can 1dentify one
or more characteristics of the payload data and/or one or more
characteristics associated the transmission of the payload
data.

As used herein, the term “data network™ 1s used to refer to
a group of devices interconnected by communication chan-
nels that allow sharing of resources and information. A com-
munication channel can include any suitable means for com-
municating data over a network, such as (but not limited to) a
copper cable, a fiber optic cable, a wireless transmission,
power line commumnication, etc.

As used herein, the term “mesh network” 1s used to refer to
a data network 1n which each node 1s configured for transmiut-
ting and recerving data used by the node as well as for relaying
data used by other nodes 1n order to propagate the data via the
data network.

In some aspects, a control unit can receive data to be
transmitted to network devices. The control unit can divide
the data into multiple data messages, each of which icludes
payload data. A control unit can include any device or system
(e.g., ahead-end system, a network management device, etc.)
capable of recerving data to be transmitted to network devices
(e.g., a irmware or other software update) and dividing the
data into data messages for transmission via a data network.
Each data message can include respective payload data that 1s
a portion of the data (e.g., a portion of a software or firmware
update). Each data message can be transmitted to a network
device. The network device can combine payload data
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received from multiple data messages (e.g., different portions
of a firmware update) for use by the network device.

In some aspects, a distribution device can generate a list of
potential recipient devices by 1dentitying distribution devices
that are neighboring devices. As used herein, the term “neigh-
boring device” 1s used to refer to a network device to which a
transmitting network device can transmait data with an accept-
able confidence of success. For example, a neighboring
device can be associated with a RSSI exceeding a threshold
RSSI. The RSSI can indicate that the neighboring device 1s
likely to successiully recerve a message transmitted by the
transmitting device. A distribution device can 1identify which
distribution devices are neighboring devices. The distribution
device can identily potential recipients for the payload data
from a list of determined neighboring devices. The list of
determined neighboring devices can be dynamically gener-
ated by the distribution device via any suitable process. The
distribution device can transmit the payload data to one or
more neighboring devices that are not identified 1n a header as
having recerved or having been selected to receive the pay-
load data.

Each distribution device that retransmits payload data can
modily a header received by the distribution device by
appending identifiers for recipient distribution devices to the
data included 1n the header. In some aspects, appending 1den-
tifiers for recipient distribution devices to a header can cause
the header to reach a maximum header size. For example, 200
bytes may be allotted for a header to track which distribution
devices have received the payload data. Each distribution
device may be associated with a respective 1dentifier with a
length of four bytes. Transmitting the payload data to fifty
distribution devices may cause the header to reach the 200-
byte limit. A distribution device that receives payload data
can determine whether an associated header 1s at the maxi-
mum size and/or whether appending additional 1dentifiers to
the header would cause the header to exceed the maximum
s1ze. The distribution device can determine that the payload
data 1s not to be transmitted to other distribution devices
based on the header being at or near the maximum header
S1Z€.

These 1illustrative examples are given to introduce the
reader to the general subject matter discussed here and are not
intended to limit the scope of the disclosed concepts. The
following sections describe various additional aspects and
examples with reference to the drawings 1n which like numer-
als indicate like elements.

Referring now to the drawings, FIG. 11s a network diagram
illustrating an example system 100 that can utilize distributed
data transmission 1n an RF mesh network or other data net-
work. The system 100 can include a server system 102, a
network management device 104, distribution devices 106a,
1065, and terminal devices 108a-d. The server system 102
can communicate with the network management device 104
via a back-haul network 110. The network management
device 104, the distribution devices 106a, 1065, and the ter-
minal devices 108a-d can communicate via a mesh network
112.

The server system 102 can perform one or more manage-
ment functions for the system 100. In one non-limiting
example, the server system 102 can query the network man-
agement device 104 or route a query via the network man-

agement device 104 to one or more distribution devices 106aq,
10656 or to one or more terminal devices 108a-d to determine
a status of one or more devices 1n the mesh network 112. In
another non-limiting example, the server system 102 can
provide software updates for one or more devices in the
system 100, etc. A non-limiting example of a server system
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6

102 1s a head-end system for a distribution network that
provides power or other resources to a building, structure, or
other geographical area. The server system 102 can include a
single computing system, such as a server, or a group of
computing systems, such as multiple servers connected 1n a
cloud or gnid topology. Although FIG. 1 depicts a single
server system 102 for 1llustrative purposes, a system 100 can
include any number ol head-end systems. In some aspects, the
server system 102 can be omitted and/or one or more func-
tions of the server system 102 can be performed by other
devices 1n the system 100, such as (but not limited to) the
network management device 104.

The network management device 104 can communicate
data between the server system 102 and the network devices
accessible via the mesh network 112. A non-limiting example
ol a network management device 104 1s a collector device or
other device that can aggregate or otherwise collect data
obtained by multiple metering devices 1n a power distribution
system. Although FIG. 1 depicts a single network manage-
ment device 104 for illustrative purposes, a system 100 can
include any number of network management devices.

The network management device 104 can communicate
with the server system 102 via the back-haul network 110
using any suitable communication medium. Non-limiting
examples of suitable communication media include (but are
not limited to), Ethernet cable, wireless data communication,
power cables for use 1n power line communication, etc. Power
line communication can include communicating signals via
cables used for providing electric power from a utility com-
pany to buildings 1n a geographic area.

The back-haul network 110 can include one or more com-
munication links between a core network or backbone net-
work accessible by the server 102 and the mesh network 112.
Non-limiting examples of a back-haul network 110 include
the Internet, a T1 network, or other suitable data network.

The distribution devices 106a, 1065 can communicate data
received from the network management device 104 to one
another and/or to one or more of the terminal devices 108a-d.
Although FIG. 1 depicts two distribution devices 106a, 1065
for 1llustrative purposes, a system 100 can include any num-
ber of distribution devices.

The terminal devices 108a-d can perform one or more
end-user functions 1n a system 100. A non-limiting example
ol a terminal device 1s a metering device for monitoring and
analyzing consumption of power or other resources by a
building or structure. Although FIG. 1 depicts four terminal
devices 108a-d for illustrative purposes, a system 100 can
include any number of distribution devices. Each of the dis-
tribution devices 106a, 1065 can communicate with any num-
ber of terminal devices 108a-d. For example, a distribution
device such as a concentrator may communicate with hun-
dreds or thousands of metering devices or other terminal
devices.

Although distribution devices and terminal devices are
depicted separately 1n FIG. 1 for illustrative purposes, other
implementations are possible. In some aspects, the same
device can include components both for distributing or oth-
erwise relaying message and for performing one or more end
user functions. For example, a concentrator device can
include both a radio for distributing or otherwise relaying
messages and a processing device for performing one or more
end-user functions.

The management functions of the server system 102 may
involve transmitting data messages to the distribution devices
106a, 1065 using the mesh network 112. In a non-limiting
example, the server system 102 may periodically transmit a
firmware update or other software to the network manage-
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ment device 104 for updating the firmware or other software
of the distribution devices 106a, 1065 or terminal devices
108a-d. The firmware update or other software or other soft-
ware may have a file size that can be transmitted via the
back-haul network 110 without straining the available band-
width of the back-haul network 110. The file size may be too
large to transmit from the network management device 104 to
the distribution devices 106a, 1065 via the mesh network 112.
For example, transmitting a firmware or software update hav-
ing a size of one megabyte may disrupt the communication of
other data via the mesh network 112 that 1s related to one or
more end-user functions of the system 100, such as (but not
limited to) communicating power consumption data mea-
sured by metering devices. A control unit, such as (but not
limited to) the server system 102 or the network management
device 104, can divide a one-megabyte file into data portions
having sizes that are more suitable for the bandwidth limaita-
tions of the mesh network 112. For example, each portion
may have a size of 700 bytes.

Using a mesh network 112 to transmit data that 1s divided
into data messages may cause one or more distribution
devices to recerve duplicate messages that include the same
data. For example, a first distribution device may recerve the
same data from a second distribution device and a third dis-
tribution device that are 1n different signal paths. The trans-
mission of duplicate messages can thereby cause netlicient
use of the bandwidth of the mesh network 112.

Implementing distributed data transmission, as described
herein, can improve the efliciency of transmitting data via the
mesh network 112. FIG. 2 1s a network diagram illustrating
examples of distribution devices 106a-f that can implement
distributed data transmission 1n a mesh network 112.

The mesh network 112 can be established via bi-direc-
tional wireless communication links 202q-~2 among the net-
work management device 104 and the distribution devices
106a-f. The wireless communication links 202a-/ can be RF
links established using any suitable wireless protocol. Any
suitable protocol, such as (butnot limited to) a low bandwidth
mesh radio RF protocol, can be used for the wireless commu-
nication links 202a-4.

The network management device 104 can transmit a mes-
sage 204 to the distribution device 106a via the wireless
communication link 202a. The message 204 can include pay-
load data 206 recerved from a server system 102 and/or gen-
crated by the network management device 104. A non-limait-
ing example of payload data 206 1s an update (or a portion
thereol) to the firmware of the distribution devices 106a-g
and/or the terminal devices 108a-d. In some aspects, the
payload data 206 can include all of the data transmitted by the
server system 102 for distribution to the distribution devices
106a-g. In other aspects, the payload data 206 can include a
portion of the data transmitted by the server system 102 for
distribution to the distribution devices 106a-g. For example,
the server system 102 may partition or otherwise divide a
firmware or other software update 1nto portions. Each portion
can be transmitted in a respective message 204 having respec-
tive payload data 206 to the management device 104. The
management device 104 can transmit each message 204 hav-
ing respective payload data 206 to one or more distribution
devices.

FIG. 3 1s a network diagram illustrating a distribution
device 1064 transmitting messages to neighboring distribu-
tion devices 106b-d using distributed data transmission.

The distribution device 106a can 1dentify neighboring dis-
tribution devices 10656-d as potential recipients for the pay-
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load 206. The distribution devices 1065-d can be 1dentified as
neighbors of the distribution device 106a based on any suit-
able critena.

In some aspects, each of the distribution devices 106a-g
can determine a RSSI that 1s a measurement of the power of
signals recerved from other distribution devices in the mesh
network 112. A given distribution device can be 1dentified as
a neighboring distribution device based on the RSSI for sig-
nals recerved from the neighboring distribution device
exceeding a given threshold. For example, the distribution
device 106a can identily the distribution devices 1065-d as
neighbors based on each of the distribution devices 10656-d
being associated with an RSSI at or above a threshold RSSI.
Any suitable threshold RSSI can be used to identily a neigh-
boring distribution device.

In additional or alternative aspects, each of the distribution
devices 106a-g can determine a tickle percentage for other
distribution devices 1n the mesh network 112. A tickle per-
centage can indicate a number of successtul attempts by a first
distribution device to establish a communication link with a
second distribution device. For example, the distribution
device 106a can identify the distribution devices 1065-d as
neighbors based on each of the distribution devices 1066-d
being associated with a tickle percentage indicating that a
majority of past attempts at establishing a communication
link have been successiul. Any suitable threshold tickle per-
centage can be used to identily a neighboring distribution
device.

In additional or alternative aspects, each of the distribution
devices 106a-g can distinguish neighboring devices that are
distribution devices from other neighboring devices (e.g.,
neighboring devices that are not distribution devices, neigh-
boring devices that are a different class of distribution device,
etc.). For example, the distribution device 106a can distin-
guish the distribution devices 1065-d that are intended recipi-
ents of the payload data 206 from terminal devices 1n com-
munication with the distribution device 106a.

The distribution device 106a can generate a list of recipient
devices that includes the i1dentified neighboring distribution
devices 106b-d. The list can 1dentify the neighboring distri-
bution devices 1065-d by reference to any suitable 1dentifiers
for the distribution devices 1065-d. A suitable 1dentifier can
umquely 1dentify each of the distribution devices 1065-d 1n
the mesh network 112. In some aspects, each of the distribu-
tion devices 1065-d can have a respective hardware 1dentifier
that 1s assigned to the distribution device during manufactur-
ing. The hardware identifier may not be changed without
modilying one or more hardware components of the distribu-
tion device. In other aspects, each of the distribution devices
1066-d can have a respective software identifier that 1s
assigned to the distribution device in the process of adding the
distribution device to the mesh network 112. Non-limiting
examples of software identifiers include a network 1dentifier,
such as (butnot limited to) an internet protocol (“IP””) address,
or a geographic 1dentifier, such as (but not limited to) a set of
geographic coordinates at which a distribution device 1is
physically located.

The distribution device 1064a can transmit the payload data
206 to the neighboring distribution devices 10656-d via the
respective messages 302a-c. The messages 302a-¢ can
respectively include headers 304a-c. FIG. 4 1s a network
diagram 1llustrating the headers 304a-c added to the mes-
sages 302a-c. As depicted i FIG. 4, each of the headers
304a-c includes 1dentifiers for the distribution devices 1065-
d.

Including the headers 304a-c having the 1dentifiers for the
distribution devices 1065-d can reduce data traffic in the
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system 100. For example, the distribution device 1065 may
communicate with the distribution device 106¢ via the com-
munication link 202e. In the absence of the headers 304a,
30456 recerved by the distribution devices 1065, 106¢, each of
the distribution devices 1065, 106¢ receiving the payload data
206 from distribution device 106a may attempt to re-transmuit
the payload data 206 to one another via the communication
link 202e¢. The header 304a can be used by the distribution
device 1065 to determine that the distribution device 106¢ has
been selected to receive the payload data 206. The header
3045 can be used by the distribution device 106¢ to determine
that the distribution device 1065 has been selected to receive
the payload data 206. The distribution devices 1065, 106¢ can
avold transmitting the payload data 206 to one another based
on the information 1n the headers 304a, 3045. Unnecessary
data traific over the communication link 202¢ can thus be
reduced or eliminated.

FIG. 5§ 1s a network diagram illustrating distribution
devices 106b-d transmitting additional messages to addi-
tional neighboring distribution devices 106e-g using distrib-
uted data transmission.

The distribution device 1065 can 1dentily neighboring dis-
tribution devices 106a, 106¢, 106¢. The distribution devices
106a, 106¢, 106¢ can be 1dentified as neighbors of the distri-
bution device 1065 based on RSSI, tickle percentage, device
type, or any other suitable criteria or combination thereof.
The distribution device 10656 can determine from the header
304a that distribution devices 106a, 106¢ have previously
received or been selected to recerve the payload data 206. The
distribution device 1065 can 1dentily the neighboring distri-
bution device 106¢ as a potential recipient of the payload data
206 based on the distribution device 106¢ not being listed 1n
the header 304qa. The distribution device 1065 can generate a
header 402 by adding an i1dentifier for the distribution device
106¢ to a list of distribution devices that have received the
payload data 206. The distribution device 1065 can transmit a
message 3024 including the header 402 to the neighboring,
distribution device 106¢ via the communication link 202f.
The header 402 can 1dentify the distribution devices 106a,
1066, 106¢, 1064, 106¢ as having received or having been
selected to receive the payload data 206, as depicted 1in FIG.
6.

The distribution device 106¢ can 1dentily neighboring dis-
tribution devices 1064, 1065, 106/. The distribution devices
106a, 10656, 106/ can be 1dentified as neighbors of the distri-
bution device 106¢ based on RSSI, tickle percentage, device
type, or any other suitable criteria or combination thereof.
The distribution device 106¢ can determine from the header
3045 that distribution devices 106a, 1066 have previously
received or been selected to recerve the payload data 206. The
distribution device 106¢ can identily the neighboring distri-
bution device 1061 as a potential recipient of the payload data
206 based on the distribution device 106/ not being listed 1n
the header 3045. The distribution device 106¢ can generate a
header 404 by adding an identifier for the distribution device
106/ to a list of distribution devices that have received the
payload data 206. The distribution device 106¢ can transmit a
message 302¢ including the header 404 to the neighboring
distribution device 106/ via the communication link 202g.
The header 404 can 1dentify the distribution devices 106a,
10656, 106¢, 1064, 106/ as having received or having been
selected to recerve the payload data 206, as depicted in FIG.
6.

The distribution device 1064 can 1dentify neighboring dis-
tribution devices 106a, 106g. The distribution device 1064
can determine from the header 304¢ that distribution device
106a has previously been selected to receive the payload data
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206. The distribution device 1064 can 1dentity the neighbor-
ing distribution device 106¢g as a potential recipient of the
payload data 206 based on the distribution device 106g not
being listed in the header 304¢. The distribution device 1064
can generate a header 406 by adding an identifier for the
distribution device 106g to a list of distribution devices that
have received the payload data 206. The distribution device
106d can transmit a message 302/ 1ncluding the header 406 to
the neighboring distribution device 106¢g via the communica-

tion link 202/. The header 406 can identily the distribution
devices 106a, 10656, 106¢, 1064, 106¢g as having received or
having been selected to receive the payload data 206, as
depicted 1n FIG. 6.

Although FIG. 6 depicts each of the distribution devices
106¢-g respectively receiving headers 402, 404, 406 with
listings of each distribution device that has been selected to
receive the payload data 206, other implementations are pos-
sible. In some aspects, each of the distribution devices can
receive a respective data message with a header listing neigh-
boring devices that have received or have been targeted to
receive the payload data 206. For example, the distribution
device 106¢ may transmit a data message with a header 1den-
tifying the distribution device 1065 and omitting one or more
of distribution devices 106a, 106c, 106d, 106¢. Providing
data messages with headers listing neighboring devices that
have received or have been targeted to receive the payload
data 206 can reduce or prevent messages with the payload
data 206 being transmitted to distribution devices that have
already recerved the payload data 206. But it 1s not intended to
be an exhaustive list in these headers.

In some aspects, re-transmission of payload data 206 can
cease 1n response to one or more distribution devices deter-
mining that a size of a message header recerved with the
payload data 206 has a maximum header size. For example,
FIG. 7 1s a network diagram illustrating an example of a
distribution device 106/ recerving a message 302¢ having a
maximum header size. The distribution device 106/ can
receive a message 302g that has been re-transmitted by mul-
tiple distribution devices 1n the mesh network 112 between
the distribution devices 106g, 106/, as indicated by the ellip-
s1s 1n FI1G. 7. The path between the distribution devices 106g,
106/ can include multiple intervening distribution devices
that have re-transmitted the payload data 206. The header 502
of the message 302¢ can identily each of the intervening
distribution devices. The list of 1dentifiers for each of the
intervening distribution devices may cause the header 502 to
have the maximum size allotted for the header 502. The
distribution device 106/ can determine that no additional data
can be added to the header 502. The distribution device 106/
can cease re-transmission of the payload data 206 to any
distribution device that 1s a neighbor of the distribution device
106/, such as distribution device 106:.

In a non-limiting example, a header 502 may have a maxi-
mum allocated size of 200 bytes. Each of the distribution
devices 1in the mesh network 112 may have an identifier with
a respective size of four bytes. Transmitting the payload data
206 to a neighboring distribution device can cause four bytes
of data (1.e., the size of the identifier for the neighboring
distribution device) to be added to a header recerved by the
transmitting distribution device. The payload data 206
received from the management device 104 can be transmitted
to a total of fifty neighboring distribution devices 1n the mesh
network 112. The distribution device 106/ can cease re-trans-
mission of the payload data 206 based on determining that
data 1identitying the distribution device 106: cannot be added
to the header 502 without exceeding the 200-byte si1ze limi-
tation for a header.
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Ceasing re-transmission of the payload data 206 can cause
one or more of the distribution devices 106a-g to have an
incomplete version of data transmitted from the network
management device 104. A control unit or other device in the
network that generates the payload data 206 can query one or
more devices that use the payload data 206 to determine
whether the devices that use the payload data 206 have
received the payload data 206. In one non-limiting example,
the server system 102 can query each of the terminal devices
108a-d to determine which of the terminal devices 108a-d
have received the payload data. Some of the terminal devices
108a-d can respond to the query with an affirmative response.
One or more of the terminal devices 108a-d canrespond to the
query with a negative response. The server system 102 can
transmit the payload data in a message addressed to the ter-
minal devices that have not received the payload data. In
another non-limiting example, the network management
device 104 can query each of the distribution devices 106a-i
to determine which of the distribution devices 106a-i have
received the payload data 206. The distribution devices
106a-/ can respond to the query with an affirmative response.
The distribution device 106i can respond to the query with a
negative response. The network management device 104 can
transmit the payload data 206 1n a message addressed to the
distribution device 106 based on determining that the distri-
bution device 106: has not recerved the payload data 206 via
the distributed data transmission process.

A query message can be used to determine the success of
the distributed data transmission process. The query message
can have a smaller size than the payload data 206. Using a
query message with a smaller size than the payload data can
reduce the amount of data traflic on the mesh network 112.

In some aspects, each of the messages 302a-g can include
a session 1dentifier associated with the payload data 206. A
session can be a time period 1n which a distributed data
transmission process 1s used to distribute the payload data 206
via the mesh network 112. For example, data such as a firm-
ware update or other software update may be transmitted to
the network management device 104 for distribution to the
distribution devices 106a-i. The network management device
104 can partition the firmware or other software update 1nto
two partitions. Each of the partitions can include respective
payload data to be transmitted to the distribution devices and
a respective session identifier. The network management
device 104 can transmit the first partition during a first session
identified by a first session 1dentifier and transmit the second
partition during a second session 1dentified by a second ses-
sion 1dentifier.

FI1G. 8 15 a block diagram depicting examples of a network
management device 104 and a distribution device 106 for
implementing distributed data transmission 1n an RF mesh
network or other data network.

The distribution device 106 can include a processing
device 802. Non-limiting examples of the processing device
802 include a microprocessor, an application-specific inte-
grated circuit (“ASIC”), a state machine, or other suitable
processing device. The processing device 802 can include any
number of processing devices, including one. The processing
device 802 can be communicatively coupled to computer-
readable media, such as memory device 804. The processing
device 802 can execute computer-executable program
instructions and/or accesses information respectively stored
in the memory device 804.

The memory device 804 can store instructions that, when
executed by the processing device 802, cause the processing
device 802 to perform operations described herein. The
memory device 804 may be a computer-readable medium
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such as (but not limited to) an electronic, optical, magnetic, or
other storage device capable of providing a processor with
computer-readable instructions. Non-limiting examples of
such optical, magnetic, or other storage devices include read-
only (“ROM”) device(s), random-access memory (“RAM”)
device(s), magnetic disk(s), magnetic tape(s) or other mag-
netic storage, memory chip(s), an ASIC, configured proces-
sor(s), optical storage device(s), or any other medium from
which a computer processor can read instructions. The
instructions may comprise processor-specific instructions
generated by a compiler and/or an interpreter from code writ-
ten 1n any suitable computer-programming language. Non-
limiting examples of suitable computer-programming lan-
guages include C, C++, C#, Visual Basic, Java, Python, Perl,
JavaScript, ActionScript, and the like.

The distribution device 106 can include a bus 806 that can
communicatively couple one or more components of the dis-
tribution device 106.

The management device 104 can include a processing
device 814. Non-limiting examples of the processing device
814 include a microprocessor, an ASIC, a state machine, or
other suitable processing device. The processing device 814
can include any number of processing devices, including one.
The processing device 814 can be communicatively coupled
to computer-readable media, such as memory device 816.
The processing device 814 can execute computer-executable
program 1nstructions and/or accesses information respec-
tively stored 1n the memory device 816.

The memory device 816 can store instructions that, when
executed by the processing device 814, cause the processing
device 814 to perform operations described herein. Instruc-
tions stored in the memory device 816 can include a trans-
mission engine 824. The management device 104 can also
include a bus 818 that can commumnicatively couple one or
more components of the management device 104. Although
the processing device 814, the memory device 816, and the
bus 818 are depicted in FIG. 8 as separate components in
communication with one another, other implementations are
possible. For example, the processing device 814, the
memory device 816, and the bus 818 can be components of
printed circuit boards or other suitable devices that can be
disposed 1n management device 104 to store and execute
programming code.

The management device 104 can also include network
interface devices 822, 824. The network interface device 820
can be a transceiving device configured to establish a one or
more of the communication links 202a-g via an antenna 822.
A non-limiting example of the network interface device 820
1s an RF transcerver. The network interface device 824 can
include one or more components for establishing a commu-
nication link to the server system 102 via the back-haul net-
work 110.

The server system 102 can include a processing device 826.
Non-limiting examples of the processing device 826 include
a microprocessor, an ASIC, a state machine, or other suitable
processing device. The processing device 826 can include any
number of processing devices, including one. The processing
device 826 can be communicatively coupled to computer-
readable media, such as memory device 828. The processing
device 826 can execute computer-executable program
istructions and/or accesses information respectively stored
in the memory device 828.

The memory device 828 can store instructions that, when
executed by the processing device 826, cause the processing
device 826 to perform operations described herein. Instruc-
tions stored in the memory device 828 can include a trans-
mission engine 830. The server system 102 can also include a
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bus 832 that can communicatively couple one or more com-
ponents of the server system 102. Although the processing
device 826, the memory device 828, and the bus 832 are
depicted in FIG. 8 as separate components 1n communication
with one another, other implementations are possible. For
example, the processing device 826, the memory device 828,
and the bus 832 can be components of printed circuit boards
or other suitable devices that can be disposed 1n server system
102 to store and execute programming code.

The server system 102 can also include a network interface
devices 834. The network interface device 834 can include
one or more components for establishing a communication
link to the management device 104 via the back-haul network
110.

FIG. 9 1s a flow chart illustrating an example method 900
for distributed data transmission 1n an RF mesh network or
other data network. For illustrative purposes, the method 900
1s described with reference to the system implementation
depicted 1n FIGS. 1-8. Other implementations, however, are
possible.

The method 900 mvolves a first distribution device receiv-
ing a first data message that includes a first header and pay-
load data, as shown 1n block 910. For example, a distribution
device 106 can recerve a data message via a network interface
device 808 from a network management device 104 or
another distribution device, as described above with respect
to FIGS. 2-8.

The method 900 further mmvolves the first distribution
device determining that a second distribution device 1s not
identified in the first header as recerving the payload data, as
shown 1n block 920. For example, a processing device 802 of
the distribution device 106 can execute a transmission engine
812 to access the header. The transmission engine 812 can
determine that one or more other distribution devices, such as
neighboring devices, are not identified by the header as
receiving the payload data 206 based on 1dentifiers for the
other distribution devices being absent from the header, as
described above with respect to FIGS. 1-7.

The method 900 further mmvolves the first distribution
device generating a second data message that includes the
payload data and a second header i1dentifying the second
distribution device as receiving the payload data, as shown 1n
block 930. The second data message can include the same
payload data as the first data message and a difierent header
than the first data message. For example, the processing
device 802 can execute the transmission engine 812 to gen-
erate a second data message. The transmission engine 812 can
generate the second header by appending 1dentifiers of recipi-
ent distribution devices to the first header. The second header
can 1dentify other devices that received or have been selected
to receive the payload data 206 prior to the distribution device
106 or contemporaneously with the distribution device 106.
In some aspects, the second header can also 1dentify that the
distribution device 106 has received or has been selected to
receive the payload data 206. The second header can also
identily devices to which the distribution device 106 trans-
mits the payload data 206 using the second data message, as
described above with respect to FIGS. 1-7.

The method 900 further mvolves first distribution device
transmitting the second data message to the second distribu-
tion device via the mesh network, as shown 1n block 940. For
example, the distribution device 106 can transmit the second
data message using the network interface device 808 and the
antenna 810 via one of the communication links 202a-#, as
described above with respect to FIGS. 1-7.

In additional or alternative aspects, a control unit, such as
(but not limited to) the server system 102 or the network
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management device 104, can determine that payload data 206
has not been received by one of the distribution devices
106a-i via a distributed data transmission process. The con-
trol unit can perform one or more operations for verifying that
the payload data 206 1s transmitted to the distribution devices
that have not recerved or that have not confirmed receipt of the
payload data 206 via a distributed data transmission process.

FI1G. 10 1s a flow chart 1llustrating an example method 1000
for distributed data transmission with error verification. For
illustrative purposes, the method 1000 1s described with ret-
crence to the system implementation depicted in FIG. 8.
Other implementations, however, are possible.

The method 1000 1nvolves recerving data to be transmitted
to one or more network devices, as depicted 1n block 1010.
For example, a control unit in the system 100 may receive a
firmware update or other software update for devices 1n the
system 100 (e.g., the distribution devices 106a-f, the terminal
devices 108a-d, etc.). Any suitable control unit can receive
the data via any suitable process. In one non-limiting
example, the transmission engine 830 executed by the pro-
cessor 826 of the server system 102 can receive the data. In
another non-limiting example, the transmission engine 830
executed by the processor 826 of the network management
device 104 canrecerve the data from the server system 102 via
the back-haul network 110.

The method 1000 further mvolves partitioning or other-
wise dividing the data into portions for transmission to net-
work devices 1n the system 100, as depicted i block 1020. In
one non-limiting example, the processor 826 of the server
system 102 can execute the transmission engine 830 to par-
tition the data into multiple data messages, each of which
includes payload data. In another non-limiting example, the
processor 814 of the management device 104 can execute the
transmission engine 824 to partition the data mto multiple
data messages, each of which includes payload data. The data
can be partitioned based on the bandwidth or other capacity
measurement for the mesh network 112.

The method 1000 further involves providing each data
portion to distribution devices, as depicted in block 1030. For
example, the server system 102 can transmit each data portion
to the management device 104. The respective payload data
206 for each data portion can include a part of the data (e.g.,
a soltware or firmware update) to be reassembled by a target
device that uses the data (e.g., a network device for which
firmware or other software 1s to be updated). The processor
814 of the management device 104 can execute the transmis-
sion engine 824 to provide each data portion to one or more
distribution devices for distribution as described above with
respect to FIGS. 2-7 and/or using method 900 as described
above with respect to FIG. 9.

In some aspects, one or more of the transmission engines
824, 830 can associate a respective session with each data
portion. Each data portion can be provided to the distribution
devices of the mesh network 112 for transmission and/or
retransmission during a respective session. In some aspects,
the server system 102 or the network management device 104
can provide each data portion after a previous session for a
previous data portion has expired.

The method 1000 further mvolves querying each of the
distribution devices 106a-i to determine whether each distri-
bution device has received all data portions, as depicted in
block 1040. In one non-limiting example, the processor 826
of the server system 102 can execute the transmission engine
830 to generate a respective query addressed to each of the
distribution devices 106a-i. The server system 102 can trans-
mit the queries to the management device 104 for routing to
the distribution devices 106a-i. In another non-limiting
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example, the processor 814 of the management device 104
can execute the transmission engine 824 to generate a respec-
tive query addressed to each of the distribution devices 106a-
I

The method 1000 further involves determining whether
any of the distribution devices 106a-i has notreceived all data
portions, as depicted in block 1050. For example, one or more
ol the distribution devices 106a-i can respond to a query from
the management device 104 by indicating that the distribution
device has not one or more data portions.

If any of the distribution devices 1064a-i has not recerved all
data portions, the method 1000 involves transmitting the
missing portions to the distribution device that lacks one or
more data portions, as depicted 1n block 1060. The process
900 returns to block 1050.

If all of the distribution devices 106a-i have recerved all
portions of the payload data 206, the method 1000 1nvolves
transmitting one or more instructions to the distribution
devices 106a-i to perform one or more operations using the
combined data portions, as depicted in block 1070. For
example, the data may include a firmware update or other
soltware update for the distribution devices 106a-i. The net-
work management device 104 can transmit instructions for
cach of the distribution devices 106a-i to apply the firmware
update or other software update. Each of the distribution
devices 106a-i can combine or otherwise reassemble the
received portions of the firmware update or other software
update. Each of the distribution devices 106a-i can apply the
firmware update or other software update.

(seneral

Numerous specific details are set forth herein to provide a
thorough understanding of the claimed subject matter. How-
ever, those skilled 1in the art will understand that the claimed
subject matter may be practiced without these specific details.
In other instances, methods, apparatuses, or systems that
would be known by one of ordinary skill have not been
described in detail so as not to obscure claimed subject matter.

Some portions are presented in terms of algorithms or
symbolic representations of operations on data bits or binary
digital signals stored within a computing system memory,
such as a computer memory. These algorithmic descriptions
or representations are examples of techniques used by those
of ordinary skill 1n the data processing arts to convey the
substance of their work to others skilled in the art. An algo-
rithm 1s a seli-consistent sequence of operations or similar
processing leading to a desired result. In this context, opera-
tions or processing involves physical manipulation of physi-
cal quantities. Typically, although not necessarily, such quan-
tities may take the form of electrical or magnetic signals
capable of being stored, transierred, combined, compared or
otherwise manipulated. It has proven convenient at times,
principally for reasons of common usage, to refer to such
signals as bits, data, values, elements, symbols, characters,
terms, numbers, numerals, or the like. It should be under-
stood, however, that all of these and similar terms are to be
associated with appropriate physical quantities and are
merely convenient labels. Unless specifically stated other-
wise, 1t 1s appreciated that throughout this specification dis-
cussions utilizing terms such as “processing,” “computing,”
“calculating,” “determining,” and “identifying” or the like
refer to actions or processes ol a computing device, such as
one or more computers or a similar electronic computing
device or devices, that manipulate or transform data repre-
sented as physical electronic or magnetic quantities within
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memories, registers, or other storage devices, transmission
devices, or display devices of the computing platform.

The system or systems discussed herein are not limited to
any particular hardware architecture or configuration. A com-
puting device can include any suitable arrangement of com-
ponents that provide a result conditioned on one or more
function calls. Suitable computing devices include multipur-
pose microprocessor-based computer systems accessing
stored software that programs or configures the computing
system from a general-purpose computing apparatus to a
specialized computing apparatus implementing one or more
aspects of the present subject matter. Any suitable program-
ming, scripting, or other type of language or combinations of
languages may be used to implement the teachings contained
herein 1n software to be used 1n programming or configuring
a computing device.

Aspects of the methods disclosed herein may be performed
in the operation of such computing devices. The order of the
blocks presented 1n the examples above can be varied—ior
example, blocks can be re-ordered, combined, and/or broken
into sub-blocks. Certain blocks or processes can be per-
formed 1n parallel.

The use of “adapted to” or “configured to™ herein 1s meant
as open and inclusive language that does not foreclose devices
adapted to or configured to perform additional tasks or steps.
Additionally, the use of “based on” 1s meant to be open and
inclusive, 1n that a process, step, calculation, or other action
“based on” one or more recited conditions or values may, 1n
practice, be based on additional conditions or values beyond
those recited. Headings, lists, and numbering included herein
are for ease of explanation only and are not meant to be
limiting.

While the present subject matter has been described 1n
detail with respect to specific aspects thereoft, 1t will be appre-
ciated that those skilled 1n the art, upon attaining an under-
standing of the foregoing, may readily produce alterations to,
variations of, and equivalents to such aspects. Accordingly, 1t
should be understood that the present disclosure has been
presented for purposes of example rather than limitation, and
does not preclude inclusion of such modifications, variations,
and/or additions to the present subject matter as would be
readily apparent to one of ordinary skill in the art.

The invention claimed 1s:

1. A distribution device configured for distributed data
transmission 1 a mesh network, the distribution device com-
prising:

a network interface device configured for recerving a data

message comprising a header and payload data; and

a processing device coupled to the network interface

device, the processing device configured for:
determining that an additional distribution device 1s a
neighboring device, wherein the determining that the
additional distribution device 1s the neighboring
device comprises at least one of:
determining that a received signal strength indicator
of a signal recerved from the additional distribution
device exceeds a threshold recerved signal strength
indicator,
determining that a tickle percentage of a signal
recerved from the additional distribution device
exceeds a threshold tickle percentage, wherein the
tickle percentage comprises data indicating a num-
ber of successiul attempts by the distribution
device to establish a communication link with the
additional distribution device, and
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determiming that the distribution device and the addi-
tional distribution device have a common device
type,
determining that the additional distribution device 1s not
identified 1n the header as being selected to receive the
payload data, and
generating an additional data message comprising the
payload data and an additional header, wherein the
additional header identifies the additional distribution
device as being selected to receive the payload data;
wherein the network interface device 1s further config-
ured for transmitting the additional data message to
the additional distribution device.

2. The distribution device of claim 1, wherein the process-
ing device 1s further configured for determining that a session
for transmitting the payload data 1s active, wherein the addi-
tional data message 1s generated based on the session being
active.

3. A system for distributed data transmission in a mesh
network, the system comprising:

a first distribution device comprising:

a first network 1nterface device configured for receiving
a first data message, the first data message comprising
a first header and payload data, and
a first processing device configured for:
determiming that a second distribution device 1s not
identified in the first header as being selected to
receive the payload data;
generating a second data message based on determin-
ing that the second distribution device 1s not 1den-
tified 1n the first header as being selected to receive
the payload data, wherein the second data message
comprises the payload data and a second header,
wherein the second header identifies the second
distribution device as being selected to recerve the
payload data,
wherein the first network mterface device 1s further con-
figured for transmitting the second data message to
the second distribution device: and
the second distribution device communicatively coupled to
the first distribution device, the second distribution
device comprising;
a second network interface device configured for recerv-
ing the second data message, and
a second processing device configured for:
determining whether a third distribution device 1s
identified 1n the second header as being selected to
receive the payload data; and
determining whether to retransmit the payload data
based on whether the third distribution device 1s
identified 1n the second header as being selected to
receive the payload data, wherein determiming
whether to retransmit the payload data comprises:
determining that the third distribution device 1s
identified 1n the second header as being selected
to receive the payload data, and
based on the second header identifying the third
distribution device as being selected to receive
the payload data, excluding the third distribution
device from a list of recipient distribution
devices for the payload data.

4. The system of claim 3, wherein the first processing
device 1s further configured for determining that the second
distribution device i1s a neighboring device of the first distri-
bution device, wherein the second data message 1s generated
based on the second distribution device being the neighboring,
device.
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5. The system of claim 4, wherein determining that the
second distribution device 1s the neighboring device com-
Prises:
identifying a received signal strength indicator for a previ-
ous message received by the first network interface
device from the second network interface device:; and
determining that the recerved signal strength indicator
exceeds a threshold received signal strength indicator.
6. The system of claim 4, wherein determining that the
second distribution device 1s the neighboring device com-
Prises:
identifying a tickle percentage associated with the second
distribution device, wherein the tickle percentage com-
prises data indicating a number of successiul attempts
by the first distribution device to establish a communi-
cation link with the second distribution device; and

determining that the tickle percentage exceeds a threshold
tickle percentage.

7. The system of claim 4, wherein determining that the
second distribution device 1s the neighboring device com-
prises determining that the first distribution device and the
second distribution device have a common device type.

8. The system of claim 3, further comprising a control unit
communicatively coupled to the first distribution device, the
network management device configured for:

recerving data to be provided to a plurality of distribution

devices including the first, second, and third distribution
devices during a first session;

partitioning the data into the payload data and additional

payload data;

transmitting the payload data for transmission via the plu-

rality of distribution devices; and

transmitting the additional payload data for transmission

via the plurality of distribution devices during a second
SesS101.

9. The system of claim 8, wherein the control unit 1s further
coniigured for:

determiming that at least one of the payload data or the

additional payload data was not received by at least one
distribution device of the plurality of distribution
devices during a respective one of the first session and
the second session; and

retransmitting the at least one of the payload data or the

payload data to the at least one distribution device.

10. A method for distributed data transmission 1n a mesh

network, the method comprising:

receving, by a first distribution device in the mesh net-
work, a first data message comprising a first header and
payload data;

determining, by the first distribution device, that a second
distribution device 1s not identified in the first header as
being selected to recerve the payload data;

generating, by the first distribution device, a second data
message comprising the payload data and a second
header, wherein the second header 1dentifies the second
distribution device as being selected to recerve the pay-
load data:

transmitting, by the first distribution device, the second
data message to the second distribution device via the
mesh network;

determining, by the second distribution device, that a third
distribution device is 1dentified in the second header as
being selected to receive the payload data; and

excluding, by the second distribution device, the third dis-
tribution device from a list of recipient distribution
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devices for the payload data based on the second header
identifying the third distribution device as being selected
to receive the payload data.

11. The method of claim 10, further comprising determin-
ing, by the first distribution device, that the second distribu-
tion device 1s a neighboring device, wherein the second data
message 1s generated based on the second distribution device
being the neighboring device.

12. The method of claim 11, wherein determining that the
second distribution device 1s the neighboring device com-

rises:

’ identifying, by the first distribution device, a recerved sig-
nal strength indicator for a previous message recerved
from the second distribution device; and

determining, by the first distribution device, that the

received signal strength indicator exceeds a threshold
received signal strength 1ndicator.

13. The method of claim 11, wherein determining that the
second distribution device 1s the neighboring device com-
Prises:

identifying, by the first distribution device, a tickle percent-

age associlated with the second distribution device,
wherein the tickle percentage comprises data indicating,
a number of successiul attempts by the first distribution
device to establish a communication link with the sec-
ond distribution device; and

determining, by the first distribution device, that the tickle

percentage exceeds a threshold tickle percentage.

14. The method of claim 11, wherein determining that the
second distribution device 1s the neighboring device com-
prises determining, by the first distribution device, that the
first distribution device and the second distribution device
have a common device type.
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15. The method of claim 10, further comprising;:

determining, by the second distribution device, that a
fourth distribution device 1s not identified in the second
header as being selected to receive the payload data;

generating, by the second distribution device, a third data
message comprising the payload data and a third header,
wherein the third header identifies the first, second, and
fourth distribution devices as being selected to receive
the payload data;

transmitting, by the second distribution device, the third
data message to the fourth distribution device via the
mesh network.

16. The method of claim 10, further comprising:

identifying, by the second distribution device, a fourth
distribution device that 1s a neighboring device of the
second distribution device;

determining, by the second distribution device, that adding
an 1dentifier for the fourth distribution device to the
second header would cause a size of the second header to
exceed a maximum header size; and

determining, by the second distribution device, that the
payload data 1s not to be transmitted to the fourth distri-
bution device based on determining that the adding the
identifier to the second header would cause a size of the
second header to exceed the maximum header size.

17. The method of claim 16, further comprising;:

determiming, by a control unit, that the fourth distribution
device has not recerved the payload data; and

transmitting, by the control unit, the payload data to the
fourth distribution device.
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