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METHOD AND DEVICE FOR LACP LINK
SWITCHING AND DATA TRANSMISSION

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application 1s a continuation of International Patent
Application No. PCT/CN2012/080126, filed on Aug. 15,
2012, which claims priority to Chinese Patent Application
No. 201110308340.7, filed on Oct. 12, 2011, both of which

are hereby incorporated by reference 1n their entireties.

TECHNICAL FIELD

The present invention relates to the field of commumnication
technologies, particularly to a method and a device for LACP
link switching and data transmission.

BACKGROUND

An LACP (Link Aggregation Control Protocol, link aggre-
gation control protocol) i1s a protocol for achieving dynamic
link aggregation and disaggregation, and the aggregation 1s to
improve transmission bandwidth and reliability of the sys-
tem. Under the control of the LACP protocol, multiple links
(member link) aggregate to a logic link with a higher band-
width, the logic link 1s called an aggregation group and the
link including the aggregation group 1s called an LACP link.
The number of the member links aggregated in one aggrega-
tion group 1s usually determined according to the bandwidth
requirement of the traific.

Generally, the number of active interfaces at one end of the
aggregation group member link 1s at least larger than or equal
to a preset minimum active link number for corresponding,
traffic transmission. When such requirement 1s satisfied, the
aggregation group 1s in an UP state, the LACP link 1s “ON”
and ready for use; when such requirement 1s not satisfied, that
1s, the number of active iterfaces at one end of the aggrega-
tion group member link 1s smaller than the preset minimum
active link number, the aggregation group 1s 1na DOWN state,
the LACP link 1s “OFF” and unavailable for use.

The LACP link switching procedure depends on the state
of the LACP link aggregation group. In order to monitor a
state change of the aggregation group, both ends of the aggre-
gation group periodically transmit a LACPDU (LACP Data
Unit) message to each other. After recerving the LACPDU
packet, one end of the aggregation group compares informa-
tion carried by the LACPDU packet, such as system priority,
interface priority of the opposite end, with configuration of
the local end, 1n the case of inconformity, adjusts configura-
tion of the local end based on the comparison result. The
number of the active interfaces in the aggregation group will
change 1n the process of adjustment. When the number of the
active interfaces increases or decreases to a certain degree, the
state of the aggregation group will change alternately
between the UP and DOWN states, causing the LACP link to
switch between “ON” and “OFF”, so that the link appears a
flash-off procedure, 1.e., the link 1s OFF and ON. Due to this
“flash-oft” eftect, the user terminal will be “oft-line” fre-
quently, and 1t 1s needed to re-access network and re-establish
data links when communication resumes after a change from
“off-line” to “on-line,” which adversely atfects normal com-
munication and reduces network service level.

Furthermore, when the active interface 1n the aggregation
group changes to be an inactive interface, the interface is
usually configured to be a “dead” interface having no data-
transceiving function; however, 1f the state change of the
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interface 1s caused by reasons other than a “physical link
failure,” then this can cause the message having been trans-

mitted on the LACP link to be lost and atfect normal commu-
nication.

SUMMARY

Accordingly, embodiments of the present ivention pro-
vide a method and a device for LACP link switching, so as to
solve the problem of “tflash-off” in the LACP link switching
process, and thus avoid frequent “off-line” during user’s com-
munication.

According to one aspect, a method for link aggregation
control protocol LACP link switching comprises:

monitoring state changes of interfaces 1n an LACP link
aggregation group;

when monitoring that a state change occurs on an active
interface 1n the LACP link aggregation group, determining
whether a number of active interfaces in the LACP link aggre-
gation group 1s smaller than a preset minimum active link
number, and if yes, keeping states of N interfaces among
interfaces on which a state change occurs being an active
state, so that the number of the active interfaces in the LACP
link aggregation group 1s greater than or equal to the preset
minimum active link number, where N 1s a natural number
and N 1s smaller than or equal to the number of interfaces, on
which a state change occurs, among the active interfaces in
the LACP link aggregation group; and

when monitoring that a state change occurs on an 1nactive
interface inthe LACP link aggregation group, adjusting states
of M interfaces among the N interfaces kept in the active state
into an 1nactive state, where M 1s a natural number and M 1s
smaller than or equal to N.

Optionally, when keeping states of the N interfaces among,
interfaces, on which a state change occurs, being an active
state, a timer 1s started, and then when no state change of an
inactive interface i the LACP link aggregation group 1is
monitored during a preset time, the states of M interfaces
among the N interfaces kept 1n the active state are adjusted
into the nactive state.

Optionally, the preset time 1s a long period or a short period
of LACP configuration.

Optionally, when determining that the number of the active
interfaces 1n the LACP link aggregation group 1s greater than
or equal to the preset minimum active link number, states of
interfaces among interfaces on which a state change occurs
are kept being the active state, so that the number of the active
interfaces in the LACP link aggregation group is greater than
or equal to the preset minimum active link number, where Q
1s a natural number and Q 1s smaller than or equal to the
number of interfaces, on which a state change occurs, among
the active interfaces 1n the LACP link aggregation group.

According to another aspect, a device for link aggregation
control protocol LACP link switching comprises a monitor-
ing unit, a determining unit and a state adjusting unit, where:

the monitoring unit 1s configured to monitor state changes
of interfaces 1n an LACP link aggregation group;

the determining unit 1s configured to, when monitoring that
a state change occurs on an active interface 1n the LACP link
aggregation group, determine whether a number of active
interfaces in the LACP link aggregation group 1s smaller than
a preset minimum active link number, and if yes, trigger the
state adjusting unit;

the state adjusting unit 1s configured to, when the number
of the active interfaces in the LACP link aggregation group 1s
smaller than the preset minimum active link number, keep
states of N 1interfaces among interfaces on which a state
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change occurs being an active state, so that the number of the
active interfaces in the LACP link aggregation group 1is
greater than or equal to the preset minimum active link num-
ber, wherein N 1s a natural number and N 1s smaller than or
equal to the number of interfaces, on which a state change
occurs, among the active mterfaces 1n the LACP link aggre-
gation group; and when monitoring that a state change occurs
on an inactive interface in the LACP link aggregation group,
adjust states of M 1nterfaces among the N interfaces kept 1n
the active state into an 1nactive state, where M 1s a natural
number and M 1s smaller than or equal to N.

Optionally, the device can further comprises a timer, con-
figured to be started when the states of the N interfaces among
interfaces on which a state change occurs are kept in an active
state; then, when no state change of an inactive interface in the
LACP link aggregation group 1s monitored during a preset
time, trigger the state adjusting unit, which 1s configured to
adjust the states of M 1nterfaces among the N interfaces kept
in the active state into the 1nactive state.

According to still another aspect, a method for link aggre-
gation control protocol LACP data transmission comprises:

monitoring state changes of interfaces 1n an LACP link
aggregation group;

when monitoring that a state change occurs on an active
interface i the LACP link aggregation group, determining
whether anumber of active interfaces in the LACP link aggre-
gation group 1s smaller than the preset minimum active link
number, and 1t yes, keeping states of N interfaces among
interfaces on which a state change occurs being an active
state, so that the number of the active interfaces in the LACP
link aggregation group 1s greater than or equal to the preset
minimum active link number; where, N 1s a natural number
and N 1s smaller than or equal to the number of interfaces on
which a state change occurs, among the active interfaces in
the LACP link aggregation group; and

when monitoring that a state change occurs on an inactive
interface in the LACP link aggregation group, adjusting states

of M interfaces among the N interfaces kept in the active state
into an 1nactive state, where M 1s a natural number and M 1s
smaller than or equal to N;

performing message transmitting and receiving registra-
tion for the active interfaces 1n the LACP link aggregation
group, and performing message receiving registration for an
interface changing into the 1nactive state; and

performing data transmission according to the message
transmitting and recerving registration of interfaces in the
LACP link aggregation group.

Optionally, 11 a timer 1s started when an 1nactive interface in
the LACP link aggregation group 1s registered by a message
receiving, then the message recerving registration of the inter-
face 1s deleted after the preset time elapses.

Optionally, the preset time 1s a long period or a short period
of LACP configuration.

Yet another aspect of the present invention provides a
device for link aggregation control protocol LACP data trans-
mission, comprising a monitoring unit, a determining unit, a
state adjusting unit, a message transmitting and receiving
registration unit, and a data transmission unit, wherein:

the monitoring unit, configured to monitor state change of
an interface 1 an LACP link aggregation group;

the determiming unit, configured to, when monitoring that
a state change occurs on an active interface 1n the LACP link
aggregation group, determine whether the number of active
interfaces 1 the LACP link aggregation group 1s smaller than
the preset minimum active link number, and 1f yes, trigger the
state adjusting unit;
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the state adjusting unit, configured to, when the number of
active interfaces in the LACP link aggregation group 1is
smaller than the preset mimmum active link number, keep N
interfaces among the interfaces on which a state change
occurs being an active state, so that the number of active
interfaces in the LACP link aggregation group is greater than
or equal to the preset minimum active link number; N 1s a
natural number and N 1s smaller than or equal to the number
of interfaces on which a state change occurs, among the active
interfaces 1 the LACP link aggregation group; and when
monitoring that a state change occurs on an 1mactive iterface
in the aggregation group, adjust the state of M 1nterfaces
among the N interfaces kept active 1into an 1mactive state, M 1s
a natural number and M 1s smaller than or equal to N;

the message transmitting and recerving registration unit,
configured to performing message transmitting and receiving
registration for the active mterfaces 1n the LACP link aggre-
gation group, and performing message receving registration
for an interface changing into the inactive state; and

the data transmission unit, configured to perform data
transmission according to the message transmitting and
receiving registration of interfaces in the LACP link aggre-
gation group.

In the technical solutions for LACP link switching pro-
vided by embodiments of the present invention, when moni-
toring the state of the interface changes and determining such
change can cause LACP link switching, keep at least partial
interfaces being changed from an active state into an 1nactive
state at the state prior to change for a period of time, so that the
number of active interfaces 1s greater than or equal to the
preset minimum active link number, and not configure inter-
faces being changed from the active state into the inactive
state to be 1nactive until new interfaces are changed from the
inactive state into the active state.

In the embodiments of the present invention, when an
LACP link switching event occurs, lock the interface on
which a state change occurs, at the previous state, and not
unlock the state until a new interface appears to take place of
such interface, so that the LACP link aggregation group
always can keep a constant state. In this way, the state change
of the interface at a bottom logic layer will not atflect the state
of an aggregation group at a higher logic layer, thus smooth
link transition can be achieved in the case of the link switch-
ing event, and the problem of affecting normal communica-
tion by frequent “flash-oil” can be solved.

Furthermore, the technical solutions for LACP link data
transmission provided by embodiments of the present inven-
tion, on the basis of the above method for link switching,
classity the forwarding tables into two types: a message
receiving data table and a message transmitting data table,
and register the interface which changes from an active state
into an 1nactive state into the message recetving data table.
After such processing, the interface changing from the active
state 1nto the inactive state still can recerve data message
having been transmitted on the link before the state change
during data transmission, thereby guaranteeing no data mes-
sage 1s lost 1n the LACP link switching process.

BRIEF DESCRIPTION OF THE DRAWINGS

FIGS. 1(a)-(c) 1s a schematic diagram of an establishment
procedure of an LACP link aggregation group;

FIG. 2 1s a flow chart of a method for LACP link switching,
according to Embodiment 1 of the present invention;

FIG. 3 1s a flow chart of a method for LACP link switching,

according to Embodiment 2 of the present invention;




US 9,270,524 B2

S

FIG. 4 1s a block diagram of a device for LACP link
switching according to Embodiment 4 of the present inven-
tion;

FIG. 5 1s a flow chart of a method for LACP link data
transmission according to Embodiment 5 of the present
invention; and

FIG. 6 1s a block diagram of a device for LACP link data
transmission according to Embodiment 6 of the present
ivention.

DESCRIPTION OF

EMBODIMENTS

Embodiments of the present invention provide a method
and a device for LACP link switching. In the method and the
device, when 1t 1s determined that a state change of a certain
or some interfaces will cause the LACP link to switch, “lock”
at least partial interfaces at the previous state before the
change, so that the number of active interfaces 1s greater than
or equal to a preset mmmimum active link number, and not
“unlock” until new interfaces having the same “state™ as the
locked “state” appear. After such processing, when an LACP
link switching event occurs, the state of the LACP link aggre-
gation group only changes at the bottom layer, 1.e., the inter-
face, and remains unchanged on the higher logic layer, 1.e.,
the link aggregation group, thus smooth transition in the
LACP link switching can be achieved, and the problem of
frequent “tlash-ofl” caused by the subsequent link switching
aiter the switching event can be solved.

For ease of understanding technical solutions of the present
invention, an establishment procedure of an LACP link
aggregation group and LACP link switching will be discussed
in brief.

The establishment procedure of the LACP link aggregation
group ncludes:

S101: Imtiate an LACP link aggregation group establish-
ment message, two end devices of the LACP link configure
the LACP mode after receiving the aggregation group estab-
lishment message, and select the interface ready to be added
in the LACP link aggregation group according to priorities of
the respective mterfaces, and such selected interfaces enable

the LACP protocol, and the two end devices transmit
LACPDU packets to each other. Referring to FIG. 1(a), two

end devices of the LACP link are indicated by backup Router
A and Router B, the solid lines between Router A and Router
B 1ndicate communication links, and arrows indicate the
direction of LACPDU packet transmission.

S102: After the two end devices of the LACP link respec-
tively recerve the LACPDU packets transmitted by the device
at the opposite end, according to system LACP priority and
system ID 1n the LACPDU packet 1n combination with con-
figuration of the local end, determine an active end device and
a passive end device. The LACPDU packet mainly includes
information as follows: system priority, system 1D, interface
operation key, interface priority, interface ID and interface
state.

Referring to FIG. 1(b), when Router B receives the
LACPDU packet transmitted by Router A, Router B checks
the LACPDU packet to learn the system priority and system
ID of Router A, and compares them with 1ts own system
priority and system ID: 1f Router A has a system priority
higher than Router B, then Router A 1s determined to be the

active end device of the link, Router B to be the passive end
device, otherwise, Router B 1s determined to be the active end
device of the LACP link, Router A to be the passive end
device. Similarly, when Router A recerves the LACPDU
packet transmitted by Router B, the active end device and the
passive end device are also determined in the manner
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6

described above. In this example, provided that the system
priority of Router A 1s 10, the priority of Router B 1s 11,

Router A 1s determined to be the active end device, Router B
to be the passive end device.

S103: determine an interface entering the aggregation
group, on the basis of an interface priority of the active end
device of the LACP link: when the two end devices achieve
consistency through negotiation, establishment of a logic link
based on the original communication link, namely the LACP
link aggregation group 1s accomplished.

After the active end device and the passive end device of
the L ACP link are determined, two end devices of the LACP
link both determine interfaces forming the aggregation group
according to the interface priority of the active end device. A
communication link 1s formed between corresponding inter-
faces of the two end devices, and multiple communication
links (member link) form the logic link. Thereby, establish-
ment of the LACP link aggregation group 1s accomplished.
Not all the interfaces entering the aggregation group are in an
active state. The number of active interfaces depends on the
bandwidth requirement of the traif

ic transmission. Generally,
the number of interfaces at one end of the LACP link aggre-
gation group member link should be between a preset mini-
mum active link number and a maximum active link number.
Interfaces not entering the LACP link aggregation group and
iactive member interfaces in the aggregation group form
backup interfaces, configured to replace the active interfaces
in the LACP link aggregation group when required. When the
number ol active interfaces in the LACP link aggregation
group has not yet reached the preset maximum active link
number, 11, according to the trailic, the transmission band-
width needs to be increased, the passive member interfaces in
the LACP link aggregation group can be configured to be
active. For ease of description, interfaces outside the LACP
link aggregation group and member interfaces in the LACP
link aggregation group all are simply referred to as interfaces
in the embodiments hereinafter.

Referring to FIG. 1(c), Router A 1s an active end device,
which has three interfaces, and Router B 1s a passive end
device, which also has three interfaces. Provided that Router
A has a preset maximum active link number of two, according
to the interface priority principle, active interfaces entering
the LACP link aggregation group are interfaces “1” and “2”,
corresponding interfaces of Router B and interfaces “1” and
“2” of Router A establish links, such two links form an LACP
link aggregation group and both the two links (four inter-
faces) of the LACP link aggregation group are active.

Hereinatter, objects and technical features of the present
invention will be described in details with reference to
embodiments and the accompanying drawings.

Embodiment 1

After the LACP link aggregation group is established in the
manner described above, whether the LACP link can perform
normal communication depends on the current state of the
LACP link aggregation group. The LACP link aggregation
group has two types of states, an UP state and a DOWN state.
When the number of active mterfaces (marked as Selected,
while mactive interfaces are marked as Unselected) at one end
of the LACP link aggregation group 1s greater than or equal to
the preset minimum active link number, the LACP link aggre-
gation group 1s 1n the UP state, and the LACP link 1s ON and
can perform normal communication; when the number of
active interfaces (marked as Selected) at one end of the LACP
link aggregation group 1s smaller than the preset minimum
active link number, the LACP link aggregation group 1s in the
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DOWN state, and the LACP link 1s OFF and the communi-
cation 1s interrupted, and normal communication can be per-
formed only when the LACP link aggregation group 1s 1n the
UP state again and the communication has been re-estab-
lished. The changing process between the UP state and the
DOWN state of the LACP link aggregation group forms the
LACP link switching.

The link switching from the UP state to the DOWN state 1s
triggered by a switching event, which includes a Down event
of the link, a link failure detected by an ETH-OAM, a link
fault detected by an LACP and the like. The switching event
causes corresponding interfaces in the LACP link aggrega-
tion group to change from a Selected state to a Unselected
state, and when such state change of the interface causes the
number of active interfaces in the LACP link aggregation
group to be less than the minimal link number, the switching
of the LACP link aggregation group from the UP state to the
DOWN state 1s accomplished. The link switching from the
DOWN state to the UP state 1s realized by LACP preemption,
after an iterface in the LACP link aggregation group 1is
changed from the Selected state to the Unselected state, the
mactive iterfaces 1n the backup state replace the interface
changing 1nto the 1nactive state according to the priority, that
1s, the 1nactive iterfaces in the backup state are changed from
the Unselected state to the Selected state. When such state
change of the interface causes the number of the active inter-
faces 1n the LACP link aggregation group to increase to be
greater than the minimum active link number, the switching
of the LACP link aggregation group from the DOWN state to
the UP state 1s accomplished.

By way of example, 1t assumes that 1n order to keep an
LACP link aggregation group in the UP state, at least 10 or
more interfaces in the LACP link aggregation group should be
kept 1n an active state, that 1s, the preset minimum active link
number 1s 10, then, when a number of the active interfaces in

the LACP link aggregation group 1s less than 10, the LACP
link aggregation group changes from the UP state to the
DOWN state. By contrast, when the number of the active

interfaces in the LACP link aggregation group increases from
less than 10 to 10 or to more than 10, the LACP link aggre-

gation group changes from the DOWN state to the UP state.

Seen from the above, when the switching between UP and
DOWN occurs frequently, the LACP link 1s extremely

unstable, flash-ofl process of “ON-OFF-ON-OFF” 1s con-
tinuously repeated on the whole link, which affects normal
communication, and i there 1s only one active interface in the
aggregation group, the consequence of this situation becomes
more serious.

Such process can be explained vividly through an example
of making a phone call. User B makes a phone call to user A,
after the call 1s connected and they talk on the line for a while,
due to a certain reason, an LACP link of the line between user
B and user A hops to the DOWN state from the UP state, the
line 1s disconnected, the call 1s dropped, talking between user
B and user A 1s forced to be interrupted. After a while, the
LACP link returns to the UP state from the DOWN state, at
this time, user B cannot directly continue his call, but has to
redial to establish the connection with user A to continue the
previous call. If the LACP link switches frequently, user B
will need to dial for many times.

In order to avoid troubles and inconvenience to users
caused by frequent flash-off of LACP 1n the LACP link
switching process, the embodiments of the present invention
provide a new method for LACP link switching. Referring to
FI1G. 2, the method includes:
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S201: Monzitor state changes of interfaces 1n an LACP link
aggregation group.

Interfaces 1 the LACP link aggregation group include
active interfaces and 1nactive interfaces. Generally, the 1nac-
tive interfaces are not automatically enabled, but change from
an 1nactive sate to an active state only when the number of the
active 1nterfaces 1s reduced, so as to replace the interfaces
changing from the active state into the inactive state. The state
change of the active interfaces may cause a state of the LACP

link aggregatlon group to hop from the UP state to the DOWN
state, thus affect normal communication between two ends of

the LLACP link.

S5202: When monitoring a state change occurs on an active
interface in the LACP link aggregation group, determine
whether the number of active interfaces in the LACP link
aggregation group 1s smaller than a preset minimum active
link number, and if yes, perform 5202 (a): keep states of N
interfaces among interfaces on which a state change occurs
being the active state, so that the number of the active inter-
faces 1s greater than or equal to the preset minimum active
link number, so as to keep the LACP link aggregation group
in an UP state, where N 1s a natural number and N 1s smaller
than or equal to the number of interfaces on which a state
change occurs, among the active interfaces in the LACP link
aggregation group.

The mterfaces changing from the active state into the 1nac-
tive state may cause the number of the active interfaces to be
reduced; when the number of the active interfaces in the
LACP link aggregation group is reduced to be less than the
preset minimum active link number, the state of the LACP
link aggregation group will be affected. Therefore, when
monitoring that an interface changes to an inactive state,
determine whether the number of the active interfaces 1n the
LACP link aggregation group 1s smaller than the preset mini-
mum active link number, 11, after the state change, the number
of the active interfaces 1s less than the preset minimum active
link number, then according to the requirements of satistying
the preset minimum active link number, configure N inter-
faces among the interfaces just changing from the active state
to the mactive state to be active, and marked properly. After
such processing, the LACP link aggregation group will con-
sider the state of the interfaces 1s unchanged and continue to
keep the UP state, and disconnection does not occur on the
LACP link aggregation group, that 1s, although a certain link
in the whole LACP link aggregation group 1s not available,
the LACP link aggregation group fails to sense 1t and still
keeps the “ON” state.

S203: When monitoring that a state change occurs on an
inactive interface in the LACP link aggregation group, adjusts
states of M 1interfaces among the N interfaces kept in the
active state 1into an inactive state, so that the number of the
active interfaces in the LACP link aggregation group 1is
greater than or equal to the preset minimum active link num-
ber, where M 1s a natural number and M 1s smaller than or
equal to N.

When the interface 1n the LACP link aggregation group
changes from the active state to the inactive state, backup
interfaces 1mmediately become “animated”, that which
backup interface replaces the interface changing from the
active state into the mnactive state 1s determined by LACP
preemption. Only after the “replacing old by new” 1s accom-
plished, M interfaces among the N interfaces changing from
the active state to the mactive state are configured to be their
real state, the 1nactive state, so that the number of the active
interfaces in the LACP link aggregation group 1s greater than
or equal to the preset minimum active link number.
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In the technical solutions for LACP link switching pro-
vided by this embodiment, when monitoring the states of the
interfaces change and determining such “hopping” of the
interfaces will cause the state of the link aggregation group to
hop, keep the interfaces changing from the active state into
the inactive state at the original state (active state) for a period
of time, until new interfaces changing from the mactive state
into the active state appears and replace the above interfaces,
and then configure the interfaces changing from the active
state 1nto the mactive state back to 1ts real state.

In the embodiments of the present invention, when an
switching event occurs on an LACP link, keep the interfaces
at the previous state before the change until new active links
appear, so that the state of the LACP link aggregation group
does not change with the state of the interface, and conse-
quently the state change 1n the interface layer 1s successtully
“smoothed out” when retlecting on the layer of the LACP link
aggregation group, the LACP link aggregation group 1is
always kept at the previous state, the LACP link will not be
off, and the whole link keeps a constant state without the
frequent “tlash-off”, thus effectively guaranteeing the service
level of the communication.

Embodiment 2

In the embodiments of the present invention, the interfaces
changing from the active state into the 1nactive state in the
LACP link aggregation group are kept at the previous state
(active state) until new interfaces appear. During this time
period, new interface 1s “recommended” by the function of
LACP preemption. In the practical operation, however, vari-
ous reasons may cause LACP preemption failure or overlong
time delay of the preemption, or even preemption being not
performed. In the former case, for example, backup interfaces
in the LACP link aggregation group are unavailable due to
tailure or there 1s no more backup interface, the backup links
recommended according to the priority are unable to make the
state of the LACP link aggregation group change back to the
UP state from the DOWN state. In the latter case, for example,
the function of LACP preemption 1s not configured at the
enabled state, and without the function of LACP preemption,
the LACP link 1s unable to select new interfaces for the
replacement. When such case happens, the LACP link cannot
keep watting and make the state of the LACP link aggregation
group at a “false” state for a long time. Therefore, the present
invention provides another embodiment. This embodiment
includes:

Monitor state changes of interfaces 1n an LACP link aggre-
gation group;

When monitoring that a state change occurs on an active
interface 1n the LACP link aggregation, determine whether
the number of active interfaces in the LACP link aggregation
group 1s smaller than a preset minimum active link number,
and 11 yes, keep states of N interfaces among the interfaces on
which a state change occurs being the active state, so that the
number of the active interfaces in the LACP link aggregation
group 1s greater than or equal to the preset minimum active
link number, where N 1s a natural number and N 1s smaller
than or equal to the number of interfaces on which a state
change occurs, among the active iterfaces in the LACP link
aggregation group, and start a timer;

When no state change of an mnactive interface in the LACP
link aggregation group i1s monitored during a preset time of
the timer, adjust states of M interfaces among the N interfaces
kept in the active state into an inactive state, so that the
number of active interfaces in the LACP link aggregation

10

15

20

25

30

35

40

45

50

55

60

65

10

group 1s greater than or equal to the preset minimum active
link number, where M 1s a natural number and M 1s smaller

than or equal to N.

In this embodiment, a timer 1s configured to decide the
length of the waiting time; when monitoring an active inter-
face appears within the preset time of the timer, then accord-
ing to the requirements of satisfying the preset minimum
active link number, unlock the state of M interfaces among the
N interfaces which are in state-keeping, and configure the
state thereof back to the real state, and make the number of
active interfaces i the LACP link aggregation group being
greater than or equal to the preset minimum active link num-
ber; when not monitoring an active interface appears in the
LACP link aggregation group aiter the preset time of the timer
clapses, also unlock the state of at least one interface among
M 1nterfaces which are in state-keeping, and configure the
state thereof back to the real state, such can avoid the case
where, when no interface changes from the inactive state to
the active state after a longer time of waiting, the LACP link
1s caused to be always kept at a false state and the LACP link
resource cannot be released. The preset time of the timer in
this embodiment can be configured as required, i this
embodiment, the preset time can be set as a long period or a
short period of LACP configuration, and the long period 1s 90
s and the short period 1s 3 s as specified 1n the current LACP
protocol.

Embodiment 3

The above two embodiments are mainly directed to the
case where 1t 1s monitored that new 1nactive interface causes
a state change of the LACP link aggregation group, but the
case that new 1nactive interface appears without causing the
state change of the LACP link aggregation group 1s not men-
tioned. In fact, when monitoring that there are active inter-
faces changing to the nactive state in the LACP link aggre-
gation group, as long as the number of the active interfaces 1n
the LACP link aggregation group 1s greater than or equal to
the preset minimum active link number, the state of the LACP
link aggregation group will not change. But, since the number
of the active interfaces 1n the LACP link aggregation group 1s
reduced, the number of the active links 1n the LACP link
aggregation group will be reduced subsequently, the band-
width for data transmission will also become smaller, and
when new active interface appears, the number of the active
links 1 the LACP link aggregation group will be increased
subsequently, the bandwidth for data transmission waill
recover to the previous level. If the state of the interfaces in the
LACP link aggregation group changes frequently, the band-
width of the LACP link will vibrate, and traific congestion 1s
casily caused. To avoid such case, the present invention pro-
vides yet another embodiment. Referring to FIG. 3, this
embodiment includes:

Monitor state changes of interfaces in an LACP link aggre-
gation group;

When monitoring a state change occurs on an active inter-
face 1n the LACP link aggregation group, no matter whether
the number of active interfaces in the LACP link aggregation
group 1s smaller than the preset minimum active link number,
keep the states of N interfaces among the interfaces on which
a state change occurs being the active state, so that the number
of the active interfaces in the LACP link aggregation group 1s
greater than or equal to the preset minimum active link num-
ber, where N 1s a natural number and N 1s smaller than or
equal to the number of interfaces, on which a state change
occurs, among the active interfaces 1n the LACP link aggre-
gation group.
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When momitoring that a state change occurs on an 1nactive
interface 1 the LACP link aggregation group within a preset
time, adjust the state of M interfaces among the N interfaces
kept 1n the active state into an inactive state, so that the
number of the active interfaces in the LACP link aggregation
group 1s greater than or equal to the preset mimmimum active
link number, where M 1s a natural number and M 1s smaller
than or equal to N.

In this embodiment, no matter whether the number of the
active interfaces in the LACP link aggregation group 1is
smaller than the preset minimum active link number, N inter-
faces among the interfaces changing from the active state to
the 1nactive state are all configured to be the active state, not
unlock the above kept state until monitoring that new active
interface replaces the interface changing into the inactive
state, and configure the state back to the real state. Such not
only can solve “tlash-off” appearing 1n the LACP link aggre-
gation group, but also facilitates control and avoids the band-
width from vibrating.

Specifically, 1t the state change of the active interface 1s
caused by the failure of the link 1tself, the above processing 1s
performed before such failure causes the state of the LACP
link aggregation group to change, instead of not being per-
formed until the state of the LACP link aggregation group
changes, so that the practical control 1s further facilitated; if
the state change of the active interface 1s caused by reasons
other than the failure of the link 1tself, then, the above pro-
cessing 1s performed before the state change of the LACP link

aggregation group caused by such reasons, the bandwidth can
be kept stable within the period before the state of the LACP

link aggregation group changes, so that data transmission rate
can be prevented from being unstable and hopping.

Embodiment 4

The above embodiments provide the method embodiments
for LACP link switching. Correspondingly, the present inven-
tion also provides a device embodiment for LACP link
switching. Referring to FIG. 4, the device 400 includes: a
monitoring unit 401, a determining umt 402 and a state
adjusting unit 403, where:

The momitoring unit 401 1s configured to monitor state
changes of interfaces 1n an LACP link aggregation group;

The determining unit 402 1s configured to, when monitor-
ing that a state change occurs on an active interface in the
LACP link aggregation group, determine whether a number
of active interfaces 1n the LACP link aggregation group 1is
smaller than a preset minimum active link number, and 11 yes,
trigger the state adjusting unit 403;

The state adjusting unit 403 1s configured to, when the
number of the active interfaces in the LACP link aggregation
group 1s smaller than the preset minimum active link number,
keep states of N interfaces among the interfaces on which a
state change occurs being an active state, so that the number
of the active interfaces 1n the LACP link aggregation group 1s
greater than or equal to the preset minimum active link num-
ber, where N 1s a natural number and N 1s smaller than or
equal to the number of interfaces on which a state change
occurs, among the active iterfaces 1 the LACP link aggre-
gation group; and when monitoring that a state change occurs
on an 1nactive iterface in the aggregation group, adjust states
of M interfaces among the N interfaces kept in the active state
into an 1nactive state, so that the number of the active inter-
faces 1n the LACP link aggregation group 1s greater than or
equal to the preset minimum active link number, where M 1s
a natural number and M 1s smaller than or equal to N. That 1s,
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adjust the states of M 1nterfaces among the N interfaces on
which the state change occurs, 1nto their real state: an 1nactive
state.

The working process of the device 400 according to this
embodiment 1s as follows: the monitoring unit 401 monitors
the state changes of the mterfaces 1n the LACP link aggrega-
tion group; when monitoring an interface changes from the
active state to the mactive state, triggers the determining unit
402, and the determiming unit 402 determines whether the
number of the active interfaces in the LACP link aggregation
group 1s smaller than the preset minimum active link number,
il yes, triggers the state adjusting unit 403, the state adjusting
unit 403 keeps the states of N interfaces among the interfaces
on which a state change occurs, being 1n the active state, so
that the number of the active interfaces 1n the LACP link
aggregation group 1s greater than or equal to the preset mini-
mum active link number, where N 1s a natural number and N
1s smaller than or equal to the number of interfaces on which
a state change occurs, among the active interfaces in the
LACP link aggregation group; and when monitoring that a
state change occurs on an 1mactive interface in the aggregation
group, triggers the state adjusting unit 403, the state adjusting
umt 403 adjusts the states of M interfaces among the N
interfaces kept 1n the active state into an 1nactive state, so that
the number of the active mterfaces in the LACP link aggre-
gation group 1s greater than or equal to the preset minimum
active link number, where M 1s a natural number and M 1s
smaller than or equal to N. That 1s, adjust the state of at least
one 1terface among the interfaces on which a state change
occurs, 1nto 1ts real state: an 1nactive state.

In the technical solutions for LACP link switching pro-
vided by this device embodiment, when monitoring the states
of the mterfaces change and determining such “hopping” of
the interfaces will cause the state of the LACP link aggrega-
tion group to hop, keep partial or all the interfaces changing
from the active state into the inactive state at the original state
(active state) for a period of time, until new interface changing
from the 1nactive state into the active state appears, and then
replace partial or all the above interfaces, so that the number
of the active interfaces 1n the LACP link aggregation group 1s
greater than or equal to the preset minimum active link num-
ber, and then configure the interface changing from the active
state 1nto the nactive state back to its real state.

In this embodiment of the present invention, when a
switching event occurs on an LACP link, lock partial or all the
interfaces on which the state change occurs at the previous
state before the change until new active links appear, so that
the state of the LACP link aggregation group does not change
with the state change of the partial interfaces. Consequently,
when retlected on the LACP link aggregation group layer, the
state change 1n the interface layer 1s successtully “smoothed
out”, the LACP link aggregation group i1s always kept
unchanged, the LACP link will not be off, and the whole link
keeps a constant state without the frequent “tlash-off™, thus
guaranteeing the service level of the communication.

The device can further include a timer 404, configured to be
started when the states of the N interfaces among the inter-
faces on which a state change occurs are kept in the active
state, then when no state change of the inactive interface in the
LACP link aggregation group 1s monitored during a preset
time, trigger the state adjusting unit 403; the state adjusting
umt 403 adjusts the states of M interfaces among the N
interfaces kept in the active state into the inactive state.
Through configuring the timer 404, when monitoring an
active interface in the LACP link aggregation group appears
within a preset time of the timer 404, then unlock the state of
M interfaces among the N interfaces which are 1n state-keep-
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ing, and configure the state of the M interfaces back to the real
state, and when not monitoring an active interface appears 1n

the LACP link aggregation group aiter the preset time of the
timer 404 elapses, also unlock the state of the M 1interfaces
among the N interfaces which are 1n state-keeping, and con-
figure the state back to the real state. Such can avoid the cases
where, when no interface changes from the 1nactive state to
the active state after a longer time of waiting, the LACP link
aggregation group 1s caused to be always kept at a false state
and the LACP link resource cannot be released. The preset
time of the timer 1n this device embodiment can be configured
as required, 1n this embodiment, the preset time 1s preferably
set as a long period or a short period of the LACP configura-
tion, and the long period 1s 90 s and the short period 1s 3 s as
specified in the current LACP protocol.

Embodiment 5

The establishment procedure of the aggregation group 1s
described above, after the LACP link aggregation group 1is
established on the LACP link, for achieving data transmission
via the LACP link, a forwarding table needs to be generated
according to the active interfaces 1n the LACP link aggrega-
tion group, so as to decide, after service data message arrives,
which active interface recerves data, and which active inter-
face 1s used to transmit the service data generated by the local
end. During data transmission in the prior art, all the active
interfaces in the aggregation group are generally configured
to have message receiving and transmitting functions at the
same time, and 1nactive mterfaces i the LACP link aggrega-
tion group are configured to have no data-transceiving func-
tion. When the state of the LACP link changes frequently and
the state change 1s caused by reasons other than the failure of
the link 1tself, such manner will cause message having been
transmitted on the link to lose and affect normal communica-
tion. To this end, the mvention provides an embodiment of a
method for LACP link data transmission, which can avoid or
reduce message loss. Referring to FIG. 35, this embodiment
includes:

S301: Monitor states of interfaces in an LACP link aggre-
gation group;

S302: When monitoring that a state change occurs on an
active interface i the LACP link aggregation group, deter-
mine whether the number of active interfaces in the LACP
link aggregation group 1s smaller than the preset minimum
active link number, and 1f yes, then perform S502 (a): keep
states of N interfaces among the interfaces on which a state
change occurs, being in the active state, so that the number of
the active interfaces 1n the LACP link aggregation group 1s
greater than or equal to the preset minimum active link num-
ber, where N 1s a natural number and N 1s smaller than or
equal to the number of interfaces on which a state change
occurs, among the active mterfaces 1n the LACP link aggre-
gation group.

S303: When monitoring that a state change occurs on an
inactive iterface in the LACP link aggregation group, adjust
the states of M interfaces among the N interfaces kept in the
active state into an inactive state, so that the number of the
active interfaces in the LACP link aggregation group 1is
greater than or equal to the preset minimum active link num-
ber, where M 1s a natural number and M 1s smaller than or
equal to N.

S304: Perform message transmitting and receiving regis-
tration for the active interfaces 1n the LACP link aggregation
group, and perform message receiving registration for the
interfaces changing into the inactive state 1n the LACP link
aggregation group;
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The active mterface 1n the LACP link aggregation group
either can be a message receiving end for recerving the mes-

sage from the opposite end, or can be a message transmitting,
end for transmitting the message of the local end. Therefore,
message transmitting and recerving registration 1s performed
for the active iterface. The interface changing from the
active state 1nto the inactive state in the LACP link aggrega-
tion group are only registered as message receiving function,
and the interface changing into the mactive state caused by
reasons other than physical link failure of 1tself generally can
continue to receive the message but without the transmitting
function.

S503: Perform data transmission according to the message
transmitting and recerving registration of the iterface 1n the
LACP link aggregation group; the LACP link accomplishes

data transmission and forwarding according to the registered
interface.

In this embodiment, under the condition of the LACP link
state changing frequently, keep the states of the N interfaces
changing from the active state into the 1nactive state, at the
previous state before the change, for a period of time, unlock
the kept state for partial or all the N interfaces when new
interfaces appear, and recover the real state. Furthermore,
when the interface 1s configured with functions, not only the
registration of two directions of “recerving” and “transmit-
ting” are performed for the active interface, but also the inter-
faces changing from the active state into the imnactive state are
registered as “receiving’’. This embodiment makes full use of
functions of the interface, so that the message having been
transmitted on the link can successiully arrive at the target end
via corresponding interface, so as to avoid or reduce message
loss.

The above embodiment for data transmission takes advan-
tage of the property that after the interfaces changes from the
active state into the mnactive state its data recerving function 1s
still kept for a period of time, however, such data receiving,
function will disappear as the time of changing into the 1nac-
tive state becomes longer. Therefore, registering the interface
changing from the active state into the inactive state as a
“recerving”’ interface 1s not a “‘permanent solution”, and keep-
ing a long-term registration state also consumes memory
resources. To this end, the present invention further provides
an 1mproved technical solution of the above embodiment as
follows. A timer 1s started when performing the message
receiving registration for the interface changing from the
active state to the inactive state, then, when a preset time
reaches, the message receiving registration of the interface 1s
deleted. In this way, the corresponding interface can be
deleted from the registration table after the preset time
clapses, and then corresponding resources are released. Here,
the preset time can be configured according to practical
needs, generally, the preset time 1s preferably set as a long
period or a short period of the LACP configuration, and the
long period 1s 90 s and the short period 1s 3 s as specified 1n the
current LACP protocol.

Embodiment 6

The above embodiment provide the method embodiment
for LACP link data transmission, correspondingly, the
present invention also provides a device embodiment. Refer-
ring to FI1G. 6, the device 600 includes: a monitoring unmit 601,
a determiming unit 602, a state adjusting unit 603, a message
transmitting and recerving registration umt 604 and a data
transmission unit 605, where:

The monitoring unit 601 1s configured to monitor state
changes of interfaces 1n an LACP link aggregation group:;
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The determining unit 602 1s configured to, when monitor-
ing that a state change occurs on an active interface in the
LACP link aggregation group, determine whether the number
ol active interfaces in the LACP link aggregation group 1is
smaller than a preset minimum active link number, and 11 yes,
trigger the state adjusting unit 603;

The state adjusting unit 603 1s configured to, when deter-
miming the number of the active iterfaces i the LACP link
aggregation group 1s smaller than the preset minimum active
link number, keep N interfaces among the interfaces on which
a state change occurs, being in an active state, so that the
number of the active interfaces in the LACP link aggregation
group 1s greater than or equal to the preset mimmimum active
link number, where N i1s a natural number and N 1s smaller
than or equal to the number of interfaces on which a state
change occurs, among the active iterfaces in the LACP link
aggregation group; and when monitoring that a state change
occurs on an inactive interface in the aggregation group,
adjust states of M 1nterfaces among the N interfaces kept 1n
the active state into an inactive state, where M 1s a natural
number and M 1s smaller than or equal to N.

The message transmitting and receiving registration unit
604 1s configured to perform message transmitting and
receiving registration for the active interface in the LACP link
aggregation group, and perform message receiving registra-
tion for the intertace changing into the inactive state in the
LACP link aggregation group; and

The data transmission unit 605 1s configured to perform
data transmission according to the message transmitting and
receiving registration of the interface in the LACP link aggre-
gation group.

The working process of the device 600 according to this
embodiment 1s as follows: the monitoring unit 601 monitors
the state changes of the mterfaces 1n the LACP link aggrega-
tion group; when monitoring an interface changes from the
active state to the mactive state, enables the determining unit
602; the determining unit 602 determines whether the number
of active interfaces in the LACP link aggregation group 1s
smaller than the preset minimum active link number, 1f yes,
triggers the state adjusting unit 603; the state adjusting unit
603 keeps the states of N interfaces among the interfaces on
which the state change occurs, being the active state; and
when monitoring that there are inactive interfaces changing to
the active state, triggers the state adjusting unmt 603 to adjust
the state of M interfaces among the N interfaces kept in the
active state into the mnactive state. Next, the message trans-
mitting and receiving registration unit 604 performs message
transmitting and receiving registration for the active interface
in the LACP link aggregation group, and performs message
receiving registration for the interface changing into the inac-
tive state 1n the LACP link aggregation group; and then the
data transmission unit 605 performs data transmission
according to the message transmitting and receiving registra-
tion of the interface in the LACP link aggregation group.

Under the condition of the LACP link changing frequently,
this device embodiment keeps at least partial or all the inter-
faces, which change from the active state into the inactive
state, at the state prior to change for a period of time, unlocks
such state-keeping for one or all the interfaces 1n state-keep-
ing and recovers its real state only when new interfaces
appear. When configuring the function of the interface, not
only the active interfaces are registered respectively with two
directions of “receiving’ and “transmitting”, but also the
interfaces changing from the active state into the iactive state
are registered as “recerving”’. This embodiment makes full
use of functions of the interface, so that the message having,
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been transmitted on the link can successiully arrive at the
target end via the corresponding interface, so as to avoid or
reduce message loss.

In the above embodiments, when determining the number
of the active interfaces in the LACP link aggregation group 1s
greater than or equal to the preset minimum active link num-
ber, Q interfaces among the interfaces on which a state change
occurs also can be kept 1n the active state, so that the number
of the active interfaces in the LACP link aggregation group 1s
greater than or equal to the preset minimum active link num-
ber, where Q 1s a natural number and Q 1s smaller than or
equal to the number of interfaces, on which a state change
occurs, among the active interfaces in the LACP link aggre-
gation group.

The embodiments described above are merely preferred
embodiments of the present mvention and not intended to
limit the present imvention. Any modification, equivalent
replacement and improvement within the spirit and principle
of the present invention are included 1n the protection scope of
the present invention.

What 1s claimed 1s:

1. A method for link aggregation control protocol (LACP)
link switching, comprising:

monitoring state changes of interfaces in an LACP link

aggregation group;

when monitoring that a state change occurs on an active

intertace in the LACP link aggregation group, determin-
ing whether a number of active interfaces 1n the LACP
link aggregation group 1s smaller than a preset minimum
active link number, and if yes, keeping states of N inter-
faces among interfaces on which a state change occurs
being an active state, so that the number of the active
interfaces 1 the LACP link aggregation group 1s greater
than or equal to the preset minimum active link number,
wherein N 1s a natural number and N 1s smaller than or
equal to the number of interfaces on which a state change
occurs, among the active iterfaces in the LACP link
aggregation group; and

when monitoring that a state change occurs on an 1nactive

intertace 1in the LACP link aggregation group, adjusting,
states of M interfaces among the N interfaces kept in the
active state into an 1nactive state, wherein M 1s a natural
number and M 1s smaller than or equal to N.

2. The method according to claim 1, wherein, when keep-
ing states of the N interfaces among interfaces on which the
state change occurs being the active state, a timer 1s started;
then, when no state change of an inactive interface in the
LACP link aggregation group 1s monitored during a preset
time, the states of the M interfaces among the N interfaces
kept 1n the active state are adjusted into the mactive state.

3. The method according to claim 2, wherein the preset
time 1s a long period or a short period of LACP configuration.

4. The method according to claim 1, wherein, when deter-
mining the number of the active iterfaces in the LACP link
aggregation group 1s greater than or equal to the preset mini-
mum active link number, states of Q 1nterfaces among inter-
faces on which the state change occurs are kept 1n the active
state, so that the number of the active interfaces in the LACP
link aggregation group 1s greater than or equal to the preset
minimum active link number, QQ 1s a natural number and Q) 1s
smaller than or equal to the number of interfaces on which the
state change occurs, among the active interfaces 1n the LACP
link aggregation group.

5. A device for link aggregation control protocol (LACP)
link switching, comprising a monitoring unit, a determining
unit and a state adjusting unit, wherein:
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the momitoring unit 1s configured to monitor state changes

of interfaces 1n an LACP link aggregation group;

the determiming unit 1s configured to, when monitoring that

a state change occurs on an active interface in the LACP
link aggregation group, determine whether a number of
active interfaces in the LACP link aggregation group 1s
smaller than a preset minimum active link number, and 11
yes, trigger the state adjusting unit; and

the state adjusting unit 1s configured to, when the number

of the active interfaces 1n the LACP link aggregation
group 1s smaller than the preset mimmimum active link
number, keep states of N interfaces among interfaces on
which a state change occurs being an active state, so that
the number of the active interfaces in the LACP link
aggregation group 1s greater than or equal to the preset
minimum active link number, wherein N 1s a natural
number and N 1s smaller than or equal to the number of
interfaces on which a state change occurs, among the
active mnterfaces in the LACP link aggregation group;
and when monitoring that a state change occurs on an
inactive interface 1n the aggregation group, adjust states
of M interfaces among the N interfaces kept be the active
state 1into an 1nactive state, wherein M 1s a natural num-
ber and M 1s smaller than or equal to N.

6. The device according to claim S5, wherein the device
turther comprises a timer, configured to be started when states
of the N interfaces among interfaces on which the state
change occurs are kept in the active state; then, when no state
change of an 1nactive interface in the LACP link aggregation
group 1s monitored during a preset time, trigger the state
adjusting unit, and the state adjusting unit 1s configured to
adjust the states of M 1nterfaces among the N interfaces kept
in the active state into the 1nactive state.

7. A method for link aggregation control protocol (LACP)
data transmission, comprising:

monitoring state changes of interfaces in an LACP link

aggregation group;

when monitoring that a state change occurs on an active

interface 1 the LACP link aggregation group, determin-
ing whether a number of active interfaces 1n the LACP
link aggregation group 1s smaller than a preset minimum
active link number, and 11 yes, keeping states of N inter-
faces among interfaces on which a state change occurs
being an active state, so that the number of the active
interfaces 1 the LACP link aggregation group 1s greater
than or equal to the preset minimum active link number,
wherein N 1s a natural number and N 1s smaller than or
equal to the number of interfaces on which a state change
occurs, among the active iterfaces in the LACP link
aggregation group; and

when monitoring that a state change occurs on an inactive

interface in the LACP link aggregation group, adjusting
states of M interfaces among the N interfaces kept 1n the
active state 1nto an inactive state, wherein M 1s a natural
number and M 1s smaller than or equal to N;
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performing message transmitting and receiving registra-
tion for the active interfaces in the LACP link aggrega-
tion group, and performing message receiving registra-
tion for an interface changing into the inactive state; and
performing data transmission according to the message
transmitting and recerving registration of interfaces in

the LACP link aggregation group.

8. The method according to claim 7, wherein, when the
message recerving registration 1s performed for an interface
changing 1nto the 1mactive state, a timer 1s started;

alter a preset time elapses, the message recerving registra-

tion of the interface 1s deleted.

9. The method according to claim 8, wherein the preset
time 1s a long period or a short period of LACP configuration.

10. A device for link aggregation control protocol (LACP)
data transmission, comprising a monitoring unit, a determin-
ing unit, a state adjusting unit, a message transmitting and
receiving registration unmit, and a data transmission unit,
wherein:

the monitoring unit 1s configured to monitor state changes

of interfaces i an LACP link aggregation group;
the determining unit 1s configured to, when monitoring that
a state change occurs on an active interface in the LACP
link aggregation group, determine whether a number of
active mterfaces 1n the LACP link aggregation group is
smaller than a preset minimum active link number, and 11
yes, trigger the state adjusting unit;
the state adjusting unit 1s configured to, when the number
of the active mterfaces in the LACP link aggregation
group 1s smaller than the preset minimum active link
number, keep states of N interfaces among interfaces on
which a state change occurs being an active state, so that
the number of the active interfaces 1n the LACP link
aggregation group 1s greater than or equal to the preset
minimum active link number, wherein N 1s a natural
number and N 1s smaller than or equal to the number of
interfaces on which a state change occurs, among the
active interfaces in the LACP link aggregation group;
and when monitoring that a state change occurs on an
inactive interface 1n the aggregation group, adjust states
of M interfaces among the N interfaces kept in the active
state 1nto an 1nactive state, wherein M 1s a natural num-
ber and M 1s smaller than or equal to N;

the message transmitting and receiving registration unit 1s
configured to perform message transmitting and recerv-
ing registration for the active interfaces 1n the LACP link
aggregation group, and perform message receiving reg-
istration for an interface changing into the mactive state;
and

the data transmission unit 1s configured to perform data

transmission according to the message transmitting and
receiving registration of interfaces in the LACP link
aggregation group.
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