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SYSTEMS AND METHODS FOR
ETHERNET-BASED MANAGEMENT OF
OPTICAL NETWORKS USING OMCI

RELATED ART

A typical optical network for subscriber aggregation 1s a
point-to-multipoint architecture 1n which a single optical
fiber 1s used to serve multiple customer premises. Such net-
works may be either passive (multiplexing occurs via optical
splitters) or active (multiplexing occurs 1 an electronic
device). As used herein, the term multiplexed optical network
(MON) shall refer to an optical network that 1s either passive
or active. Passive optical network (PON) variants have been
standardized by the International Telecommunication Union
(ITU) and other organizations and are broadly deployed for
residential service delivery. Generally, a PON comprises an
optical line terminal (OLT) that 1s coupled to a plurality of
optical network terminals (ONTs). The OLT may be posi-
tioned at a central office of a telecommunication network or
an intermediate point between a central office and a plurality
of customer premises, and each ONT may reside at or close to
a customer premises. The multiplexed optical network
(MON) variant, based on switched Ethernet networks, can be
envisioned similarly.

Broadband PON (BPON) 1s a standard developed for PON
traific, and BPON defines a management interface, referred to
as ON'T management and control interface (OMCI), between
the OLT and ONT. Gigabit PON (GPON) 1s an evolution of
the BPON standard, and OMCI has been expanded and
extended for GPON. G.984 describes a broadly encompass-
ing protocol definition of GPON and OMCI, which includes
the physical layer media aspects and OAM (PLOAM), link
layer aspects, network layer definition of an ONT manage-
ment control channel (OMCC) as part of the OMCI protocol.

Active Ethernet (AE) 1s a recent development with many
characteristics that mimic GPON, except significantly that
the underlying protocol 1s Ethernet mstead of GPON. G.986
creates a very basic set of extensions to the OMCI protocols
to specity OMCI transport over Ethernet, using standard Eth-
ernet frames.

However, implementation problems can arise 1n attempt-
ing to use Active Ethernet for the traflic encapsulation of
various types of ONT data. For example, for GPON, OMCI
defines traffic containers and dedicated GPON encapsulation
method (GEM) ports that are unavailable for Ethernet-based
protocols, such as Active FEthernet. The lack of such con-
structs can cause implementation difficulties when attempt-
ing to use Active Ethernet to carry trailic across an optical
network.

BRIEF DESCRIPTION OF THE DRAWINGS

The disclosure can be better understood with reference to
the following drawings. The elements of the drawings are not
necessarily to scale relative to each other, emphasis instead
being placed upon clearly illustrating the principles of the
disclosure. Furthermore, like reference numerals designate
corresponding parts throughout the several views.

FIG. 1 1s a block diagram illustrating an exemplary
embodiment of a communication system having a passive
optical network (PON).

FIG. 2 1s a block diagram illustrating an exemplary
embodiment of a packet transported across a PON, such as 1s
depicted by FIG. 1.
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FIG. 3 1s a block diagram illustrating an exemplary
embodiment of an optical line terminal (OLT), such as is

depicted by FIG. 1.

FIG. 4 1s a block diagram illustrating an exemplary
embodiment of an optical network terminal (ONT), such as 1s
depicted by FIG. 1.

FIG. § 1s a flow chart illustrating an exemplary method for
communicating with an OLT, such as 1s depicted by FIG. 1,
for registration and VL AN assignment.

FIG. 6 1s a flow chart illustrating an exemplary method for
communicating with an OLT, such as 1s depicted by FIG. 1,
for registration and VLAN assignment.

DETAILED DESCRIPTION

The present disclosure pertains to systems and methods for
Ethernet-based management of optical networks using ONT
management and control interface (OMCI). In one exemplary
embodiment, an Ethernet-based protocol, such as Active Eth-
ernet, 1s used to implement an ON'T management and control
interface (OMCI) between an optical line terminal (OLT) and
a plurality of ONTs of a MON. Further, virtual local area
networks (VL ANSs) are used to separate the traffic carried by
the MON. Various techniques are described that permit ONT
registration and creation of VLANSs for the MON without
requiring the use of gigabit PON (GPON) constructs, such as
traffic containers (TCONTSs) and dedicated GPON encapsu-
lation method (GEM) ports.

FIG. 1 depicts an exemplary embodiment of a communi-
cation system 15 having a multiplexed optical network
(MON) 21 that 1s used for a segment between a telecommu-
nication network 22, such as the public switched telephone
network (PSTN), and a plurality of customer premises (CP)
25-29. The MON 21 comprises an optical line terminal (OLT)
31 and a plurality of optical network terminals (ONTs) 33-35
that reside at or close to the customer premises 25-29. As
shown by FIG. 1, each ONT 33-35 1s coupled to one or more
customer premises equipment (CPE) 45-49, such as modems,
gateways, routers, computers, telephones, fax machines, and/
or other equipment at the CP served by the ONT. The MON 21
also comprises a network element 37, such as a switch or
multiplexer, that 1s coupled to the OLT 31 via an optical fiber
38 and to the ONT's 33-35 via optical fibers 39-41.

In the downstream direction, traffic for all of the ONTSs
33-35 1s carried by the optical fiber 38, and the network
clement 37 1s configured to forward the packets received from
the fiber 38 so that each fiber 39-41 only carries traflic des-
tined for the respective ONT 33-35 coupled to it. In the
upstream direction, the network element 37 receives packets
from the optical fibers 39-41 and transmits such packets
across the optical fiber 38 to the OLT 31.

In one exemplary embodiment, the management traific
communicated across the MON 21 is encapsulated according
to OMCI protocol thereby creating OMCI packets, and the
OMCI packets are encapsulated according to an Ethernet
protocol, such as Active Ethernet, to create Ethernet packets,
referred to hereafter as “Ethernet management packets™ or
“EM packets,” that are carried by virtual local area networks
(VLANS).

FIG. 2 depicts an exemplary embodiment of an EM packet
52 that 1s transported across the MON 21. As shown by FIG.
2, the EM packet 52 comprises an OMCI packet 54 encapsu-
lated with Ethernet-based overhead. In this regard, the OMCI
packet 54 comprises an OMCI Ethertype (ET) field 56, a type
field 57, and a data field 58. The data field 58 includes the data
that 1s carried by the packet 34, and the type field 57 indicates
the message type for the packet 54. The ONT 33-35 that
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transmitted the packet 52 (if the packet 52 1s transmitted in the
upstream direction) or the ONT 33-35 that 1s to receive the
packet 52 (if the packet 52 1s transmitted 1n the downstream
direction) 1s logically 1dentified by a VLAN tag in a VLAN
field 59, which will be described 1n more detail below.
Appended to the OMCI packet 34 1s a media access control
(MAC) field 60 and a VLAN field 59. The MAC field 60
includes at least one MAC address, such as a source MAC
address 1dentitying the source (e.g., OLT 31 or ONT 33-35)
that transmitted the packet 52 and/or a destination MAC
address 1dentitying the packet’s destination (e.g., OLT 31 or
ONT 33-35). The VLAN field 39 includes at least one VL AN
tag, such as an S-tag or C-tag, identitying a VL AN that 1s to
carry the packet 52 across the MON 21. Upon receiving a
packet 52, the network element 37 1s configured to map the
packet to at least one port of the network element 37 based on
one or more MAC addresses and/or VL AN tags included 1n
the packet’s MAC field 60 and/or VLAN field 59. As an
example, upon receiving a packet 52 from the fiber 38, the

network element 37 may map the packet to each port that1s a
member of the VL AN 1dentified by a VL AN tag 1n the pack-

et’s VLAN field 59 such that the packet 1s transmitted across
one or more fibers 39-41 that are coupled to such member
ports. Techniques for forwarding Ethernet packets carried by
VLANSs are generally well known and will not be discussed in
detail herein.

FIG. 3 depicts an exemplary embodiment of the OLT 31.
As shown by FIG. 3, the OLT 31 comprises OLT logic 63 that
1s configured to generally control the operation of the OLT 31,
as will be described in more detail hereatter. The OLT logic 63
can be implemented 1n software, hardware, firmware, or any
combination thereof. In an exemplary embodiment 1llustrated
in FIG. 3, the OLT logic 63 i1s implemented in software and
stored 1n memory 66 of the OLT 31.

Note that the OLT logic 63, when implemented 1n software,
can be stored and transported on any computer-readable
medium for use by or 1n connection with an instruction execu-
tion apparatus that can fetch and execute instructions. In the
context of this document, a “computer-readable medium” can
be any means that can contain or store a program for use by or
in connection with an 1nstruction execution apparatus.

The exemplary embodiment of the OLT 31 depicted by
FIG. 3 comprises at least one conventional processing ele-
ment 68, such as a digital signal processor (DSP) or a central
processing unit (CPU), that commumnicates to and drives the
other elements within the OLT 31 wvia a local interface 69,
which can include at least one bus. Furthermore, the OLT 31
comprises a network interface 71 that 1s coupled to and com-
municates with the network 22 (FIG. 1), and the OLT 31
comprises an optical interface 72 that 1s coupled to and com-
municates with the optical fiber 38 (FIG. 1). As will be
described 1in more detail hereafter, an ONT list 77 and ONT
data 78 are stored in the memory 66, and the OLT logic 63
uses the list 77 and data 78 to respectively register and com-
municate with the ONTs 33-35.

FI1G. 4 depicts an exemplary embodiment of an ONT 33. As
shown by FIG. 4, the ONT 33 comprises ONT logic 81 that 1s
configured to generally control the operation of the ONT 33,
as will be described 1n more detail hereafter. The ONT logic
81 can be implemented 1n software, hardware, firmware, or
any combination thereof. In an exemplary embodiment 1llus-
trated in FIG. 4, the ONT logic 81 1s implemented in software
and stored 1n memory 83 of the ONT 33. Note that the ONT
logic 81, when implemented 1n software, can be stored and
transported on any computer-readable medium for use by or
in connection with an imstruction execution apparatus that can
tetch and execute instructions.
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The exemplary embodiment of the ONT 33 depicted by
FIG. 4 comprises at least one conventional processing ele-
ment 86, such as a digital signal processor (DSP) or a central
processing unit (CPU), that communicates to and drives the
other elements within the ONT 33 wvia a local interface 88,
which can include at least one bus. Furthermore, the ONT 33
comprises an optical interface 92 that 1s coupled to and com-
municates with the respective fiber 39 (FI1G. 1) to which 1t 1s
coupled, and the ONT 33 comprises a CPE interface 95 that 1s
coupled to and communicates with the CPE 45 (FIG. 1) to
which it 1s coupled. ONTs 34 and 35 may be configured
similar to the exemplary ONT 33 shown by FIG. 4.

In one exemplary embodiment, each ONT 33-35 1s
assigned a respective VLAN {for at least one data service
cifectively defining a point-to-point virtual connection
between the ONT and OLT 31. Thus, packets carrying data
for a given data service with one of the ONTs 33-35 can be
communicated between the OLT 31 and such ONT without
the packets being received by the other ONT's. Further, for the
same ONT 33-35, different VL ANs may be assigned to such
ONT for different data services. Accordingly, the data for one
service can be carried by one VL AN defining a virtual point-
to-point connection between the OLT 31 and an ONT 33-35
while data for a different data service can be carried by
another VLAN defining another virtual point-to-point con-
nection between the OLT 31 and the same ONT.

In addition, each ONT 33-35 1s also assigned a respective
VLAN, referred to hereafter as “management VLAN,” to be
used for the communication of management information,
such as OAM information. Thus, the management traflic for
a given ONT 33-35 i1s carried by a respective management
VLAN that defines a wvirtual point-to-point connection
between the ONT and the OLT 31 and functions as an ONT
management control channel (OMCC) for the ONT. Accord-
ingly, management traific, which 1s carried by EM packets 52,
for one ONT 33-35 1s notreceived by the other ONTs. That 1s,
cach ON'T 33-35 has 1ts own respective management VLAN
for communicating management messages, such as OAM,
with the OLT 31. Whale 1t 1s feasible for a management VLLAN
to also carry traflic for data services, the management VL ANs
in one exemplary embodiment are dedicated for management
messages and are not used to carry traific for data services.
Moreover, the data services can be assigned different VL AN,
as described above.

There are various types of management functions for
which an ONT’s management VLAN may be used for com-
municating messages. As an example, as described above, an
ONT’s management VL AN may be used for VL AN assign-
ment of the ONT’s data services. In addition, the manage-
ment VLAN may be used to transmit messages for controlling
communication across the MON 21. In one exemplary
embodiment, the OLT 31 1s configured to assign the ONTs
33-35 respective data rates for communicating across the
MON 21, thereby controlling the tlow of traffic across the
MON 21. The OLT 31 may be configured to transmit a man-
agement message for assigning a data rate to a respective
ON'T 33-35 using the ONT’s management VL AN. In such an
example, the OLT transmits an EM packet 52 1n which the
data field 58 indicates the data rate assigned to the ONT and
the VLAN field 59 includes the VLAN tag of the ONT’s
management VL AN.

In another example, an ONT 33-335 may transmit a man-
agement message indicating an amount of backlog (e.g.,
number of packets for transmission across the MON 21). In
such an example, the ONT 33-335 transmits an EM packet 52
in which the data field 58 has a value indicative of the backlog.
Based on the backlogs reported by all of the ONT's 33-35, the
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OLT 31 may be configured to adjust the ONT data rates to
better accommodate the current backlog conditions. There
many other types ol management messages typically com-
municated by OLTs and ONT's in conventional MONSs, and
the management VLANs described herein may be used for
communicating such management messages. The manage-
ment functions typically performed 1n a conventional MON
are generally well known and will not be discussed 1n detail
herein.

Using the VLLANSs, as described above, effectively provides
constructs for transport similar to the TCONTs and GEM
ports used in GPON. There are several advantages that such a
VL AN-based solution provides. As an example, the higher-
layer attributes of (G.984.4 managed entities (MEs) can gen-
erally be re-used with no or little changes, though some MEs
that refer to TCONTs and GEM ports may be re-purposed.
Further, Internet protocol (IP) assignment and higher-layer
management functions can remain unchanged and operate in
the same manner relative to a GPON embodiment. In addi-
tion, the similarity in constructs between a VLAN-based
embodiment and GPON allows for similar traific manage-
ment, and specifically the assignment of VLANs can
resemble assignment of GPON GEM ports. The multiplex-
ing/switching performed by the network element 37 can be
performed by a relatively simple VLAN-aware switch, and
cach port on the ON'T side may have a dedicated management
VLAN. Various other benefits and advantages would be evi-
dent to a person of ordinary skill upon reading this disclosure.

However, when implementing a VLAN-based architec-
ture, some problems can arise pertaining to ON'T registration
and assignment of the management VL ANSs. In this regard,
ONT registration refers to a process of an ONT registering
with the OLT 1n order to become a member of the MON
implemented by the OLT. Typically, an OLT requires an ONT
to provide a verifiable identifier that is pre-assigned 1n order
to authenticate the ONT before allowing 1t to communicate
across the MON. In GPON, GEM ports can be used to com-
municate registration messages across the GPON. However,
Ethernet protocols, such as Active Ethernet, have no notions
of TCONTs or GEM ports making the communication of
registration information problematic. In addition, until a valid
VLAN 1s learned by an ONT, communicating registration
information to a newly installed ONT may be problematic.
Exemplary techniques for registering a newly mstalled ONT
33-35 and assigning VLLANs to such ONT will be described in
more detail below.

As shown by FIG. 3, an ONT list 77 1s stored 1n the memory
66 of the OLT 31. Such ONT list 77 includes an 1dentifier,
referred to hereafter as an “ONT registration 1dentifier,” for
cach ON'T 33-35 that 1s to be amember of the MON 21. In one
exemplary embodiment, each ON'T registration 1identifier 1s a
unique serial number identifying an ONT 33-35 that 1s
expected to be a member of the MON 21, but other types of
ON'T i1dentifiers are possible 1n other embodiments. The list
77T may be provisioned by a network service provider, or the
OLT logic 63 may be configured to download the data 77 from
a server (not specifically shown) or other source via the net-

work 22 (FIG. 1) or otherwise. Before assigning any VLANSs
to and/or permitting an ONT 33-35 to join the MON 21, the

OLT logic 63 first requires the ONT to provide an ONT
registration 1dentifier corresponding to (e.g., matching) one
of the ONT registration 1dentifiers stored in the ONT list 77.

When the OLT logic 63 receives an ON'T registration iden-
tifier corresponding to one 1n the list 77, the OLT logic 63
authenticates the ONT 33-35 that transmitted the recerved
ONT registration identifier and registers such ONT by assign-
ing 1t an identifier, referred to hereafter as “ONT network
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identifier,” that uniquely identifies the ONT relative to the
other ONT's registered with the OLT 31. The ONT network
identifier 1s thereafter used by the OLT 31 to idenftily the
VLAN with which to communicate with such ONT 33-35.
Note that the ONT network identifier assigned to the ONT
may be arbitrarily, algorithmically, or otherwise determined
by the OLT logic 63, and 11 desired, the ONT network 1den-
tifier may be the same as the ONT registration identifier 100.

When an ONT network identifier 1s assigned to an ONT
33-35 durning registration, the OLT logic 63 stores the newly-
assigned ONT network 1dentifier in the ONT data 78 along
with the ONT’s MAC address. Within such ONT data 78,
cach ONT network identifier (and corresponding MAC
address) are correlated with a VLAN tag for each VLAN
assigned to the identified ONT 33-35. As an example, when a
management VLAN 1s assigned to the ONT 33, the ONT data
78 1s updated to correlate the ONT network 1dent1ﬁer of the
ONT 33 with the VLAN tag of such management VLAN.
Therealter, when a management message 1s to be transmitted
to the ONT 33, the OLT logic 63 may use such correlation to
identily Whjch management VL AN 1s to carry the message.
The VLAN correlations 1n the data 78 may also be used to
authenticate packet sources. In this regard, for each packet
received by the OLT 31 from the optical fiber 38, the OLT
logic 63 1s configured to compare the source MAC 1dentifier
in the packet to the ONT data 78 1n order to authenticate the
source of the packet. If the OLT logic 63 cannot find a corre-
sponding (e.g., matching) ONT MAC address in the ONT
data 78, then the OLT logic 63 does not authenticate the
SOUrce of the packet and, therefore, discards the packet. If the
OLT logic 63 finds a corresponding ONT MAC address, the
OLT logic 63 determines whether such 1dentifier 1s corre-
lated, by the data 78, with a VLAN tag corresponding to (e.g.,
matching) a VLAN tag in the packet. It so, the OLT logic 63
authenticates the source of the packet and processes the
packet, depending on its contents, as appropriate. If the OLT
logic 63 cannot find such a corresponding VL AN tag in the
data 78, then the OLT logic 63 does not authenticate the
source of the packet and, therefore, discards the packet.
Therefore, the OLT logic 63 authenticates a packet only if 1t 1s
carried by a VLAN assigned to the packet’s source ONT
33-35.

One approach to VLAN assignment 1s to provision each
ONT 33-35 and the OLT 31 such that management VL ANs
are pre-assigned. In such embodiment, each ONT 33-35 1s
provisioned to store an ON'T registration identifier 100 (FIG.
4) unique to the ONT and VLAN data 99 indicating the
VLAN tag of 1ts respective management VLAN. Thus, when
an ONT 33-35 1s installed and powers up, 1t has been provi-
sioned such that it 1s aware of the VL AN tag of 1ts respective
management VLAN and uses such VL AN to register with the
OLT 31. For example, once the ONT 33 powers up, the ONT
logic 81 1s configured to transmit an EM packet 52 via 1ts
respective management VLAN to the OLT 31. Such packet 52
includes the ONT registration 1dentifier 100 (FI1G. 4) of the
ONT 33, and the OLT 31 registers the ONT 33 based on such
identifier 100. In this regard, the OLT logic 63 compares the
ON'T registration identifier 100 to the ONT list 77 in order to
authenticate the ONT 33. If the ONT 33 is authenticated, the
OLT logic 63 assigns an ON'T network identifier to the ONT
33 and transmits the ONT network 1dentifier to the ONT 33
via the ONT’s management VLAN. Thereafter, the OLT 31
and ONT 33 may communicate via the foregoing manage-
ment VLAN for management purposes, including VLAN
assignment for data services supported by the ONT 33.

While the foregoing approach would successtully establish
the VLANSs, including both management VLANs and VL ANs
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for data services, the provisioning of the ONTs 33-35 with at
least the VLAN tags of the management VLANSs may be
burdensome. Further, human errors 1n the provisioning pro-
cess may also create 1mplementat10n problems and difficul-
ties. To facilitate the provisioning process and help increase
the robustness of the MON 21, 1t would be desirable for
VLAN asmgnment to occur dynamlcally without requiring
the provisioning of a different management VLAN tag for
cach ONT 33-35.

In one exemplary embodiment, each ONT 33-35 1s provi-
sioned to use the same VLAN {for registration. This VLAN,
which will be referred to hereafter as the “‘registration
VLAN,” 1s shared by all ONTs 33-35 for registration pur-
poses. Thus, when the ONT 33 1s installed and powers up, 1t
1s configured to communicate with the OLT 31 via the regis-
tration VL AN for registration and assignment ol a manage-
ment VLAN that 1s dedicated for management messages for
the ONT 33. Such management VL AN carries packets only
between the OLT 31 and such ONT 33 so that other ONTs 34
and 35 do not have access to the packets carried by the
management VLAN of ONT 33. Once the management
VLAN of ONT 33 1s established, such VL AN 1s then used to
assign other VLANSs to the ONT 33 for data services. Such
VLANSs, like the management VLAN for ONT 33, carry
packets only between the OLT 31 and the ONT 33 so that
other ONTs 34 and 35 do not have access to the packets
carried by the VL ANs, although 1t 1s possible for at least some
of the VL AN to carry packets (e.g., multicast packets) for a
plurality of ONTs 33-35, if desired. The other ONTs 34 and
35 are similarly configured to use the registration VLAN 1n
the same manner.

Accordingly, each ONT 33-35 uses the registration VL AN
for registration with the OLT 31 and for assignment of its
respective management VLAN. Once a management VLAN
1s assigned to a respective ON'T 33-35, the assigned manage-
ment VLAN 1s used for management messages, icluding,
VLAN assignment for data services. An exemplary operation
and configuration of the system 15 for such an embodiment
will now be described in more detail below.

In this regard, the VLAN data 99 (FIG. 4) in each ONT
33-35 1s provisioned to include a VL AN tag identifying the
registration VLAN. The memory 83 also stores an ON'T reg-
istration 1dentifier 100 that uniquely identifies the ONT. In
one exemplary embodiment, the ONT registration identifier
100 1s a serial number, but other types of identifiers may be
used in other embodiments. In addition, the OLT 31 1s provi-
sioned such that the ONT list 77 includes, for each ONT
33-35, an identifier corresponding to (e.g., matching) the
ONT registration identifier 100 stored in the respective ONT.

For 1llustrative purposes, assume that the ONTs 34 and 35
are 1stalled and communicating via the MON 21 when the
ONT 33 1s newly installed. Upon power up, the ONT logic 81
of the ONT 33 1s configured to retrieve from memory 83 the
ONT registration identifier 100 and the VLAN tag of the
registration VLAN, as shown by block 125 of FIG. 5. The
ONT logic 81 1s configured to then form a registration mes-
sage by inserting the ONT registration identifier 100 in the
data field 58 (FIG. 2) of an EM packet 52. The ONT logic 81
also nserts the VL AN tag of the registration VLAN 1nto the
VLAN field 39 (FI1G. 2) and transmits the packet 52 across the
respective fiber 39 (FIG. 1) coupled to 1t, as shown by block
128 of FIG. 5. Since the VLAN field 59 includes the VLAN
tag of the registration VL AN, the packet 52 is carried by the
registration VL AN across the MON 21 to the OLT 31.

Upon recerving the packet 52, the OLT logic 63 compares
the ONT registration identifier 100 1n the data field 58 (FIG.
2) to the ONT list 77 in order to authenticate the source of the
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packet 52. Assuming that the ONT list 77 has been provi-
sioned to iclude an 1dentifier corresponding to (e.g., match-
ing) the ONT registration 1dentifier 100 from ONT 33, the
OLT logic 63 authenticates the source of the packet 52 (i.e.,
ONT 33 1n the instant example) and registers the ONT 33
based on the packet 52. In this regard, the OLT logic 63
updates the ONT data 78 to include an ONT network 1denti-
fier and MAC address that identify the ONT 33 relative to the
other ONTs 34 and 35 of the MON 21. Such ONT network
identifier may be the ON'T registration 1dentifier 100, but 1n
one exemplary embodiment, the OLT logic 63 assigns the
ONT 33 a new ON'T network 1dentifier that 1s then stored 1n
the data 78 and thereafter used for communication with the
ONT 33. The OLT logic 63 also assigns a management VL AN
to the ONT 33. Such management VLAN 1s dedicated for
management messages (e.g., OAM) between the OLT 31 and
the ONT 33. The VLAN tag of the assigned management
VLAN, along with the VL AN tags of other VLANSs used for
communication with the ONT 33, are correlated in the data 78
with at least the ON'T network 1dentifier identifying the ONT
33.

Note that there are a variety of techniques that can be used
to assign a management VLAN to the ONT 33. As an
example, the ONT data 78 may be provisioned to specity the
ONT network 1dentifier of the ONT 33 and the VL AN tag of
its management VLAN so that the OLT logic 63 simply
retrieves such VL AN tag from memory 66 and sends 1t to the
ONT 33. In another example, the OLT logic 63 may arbi-
trarily or algorithmically determine an unused VL AN tag
(1.e.,a VLAN tag not currently assigned to the other ONTs 34
and 35 of the MON 21) for the management VLAN of ONT
33. Inany event, the VL AN tag for the management VLLAN of
the ONT 33 1s correlated with the ONT network 1dentifier of
the ONT 33 1n the data 78.

After determining the management VLAN for the ONT 33,
the OLT logic 63 1s configured to transmit an EM packet 52
indicating the VL AN tag of such VLAN to the ONT 33. Such
packet 52 1s carried by the registration VL AN shared by the
ONTs 33-35. In thus regard, the OLT logic 63 inserts the
VLAN tag of the registration VLAN 1nto the data field 58
(FI1G. 2) and inserts the ONT network identifier of the ONT 33
into the ONT ID field 56 (FIG. 2). The OLT logic 63 also
inserts the VL AN tag identifying the registration VL AN 1nto
the VLAN field 59 (FIG. 2). Since the VL AN field 59 includes
the VLAN tag for the registration VL AN, the packet 52 1s
carried by the registration VL AN across the MON 21 to the
ONT 33.

After receiving such packet 52, the ON'T logic 81 reads the
ONT ID field 56 to determine the ONT network 1dentifier
assigned to 1t, and the ON'T logic 81 also reads the data field
58 to determine the VL AN tag of its management VL AN.
Such VLAN tag 1s thereafter used for the communication of

management messages between the ONT 33 and the OLT 31,
as shown by blocks 132 and 135 of FIG. 5. As an example, the

OLT logic 63 may assign other VLANSs to the ONT 33 for data
services and communicate the VL AN tags of such VL ANSs to
the ONT 33 in the data field 58 of EM packets 52 carried by
the management VLAN assigned to the ONT 33. The tags of
such data service VLANs may be provisioned into the ONT
data 78 at the OLT 31, and the OLT logic 63 may be config-
ured to transmit the tags to the ONT 33 once the management
VLAN 1s assigned. Alternatively, the OLT logic 63 may arbi-
trarily or algorithmically select the VLANSs to be assigned for
data services. If desired, the ON'T logic 81 may be configured
to transmit, via the newly-assigned management VL AN, an
EM packet 52 requesting a VL AN {for each service supported
by the ONT 33, and the OLT 31 may respond by transmitting
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the VL AN tags for the data service VL ANSs to the ONT 33 via
EM packets 52 carried by such management VLLAN. Yet other
techniques for assigning the data service VL ANs are possible

in other embodiments.
Note that the other ONTs 34 and 35 may be assigned

VL ANSs via similar techniques. That 1s, each ONT 33-35 uses
the shared registration VLAN to register and receive the
VLAN tag of its respective management VLAN. Thereafter,
cach ONT 33-35 uses 1ts respective management VL AN,
which 1s not shared by the other ONTs, for management
messaging, including assignment of VLANs for data ser-
VICES.

It should be further noted that it 1s unnecessary for each
ONT 33-35 to be assigned a new management VLAN upon
registration, as 1s described 1n the exemplary embodiment
above. As an example, rather than assigning a respective
management VLAN to each ONT 33-35, the ONTs 33-35
may be configured to share the registration VLAN for man-
agement messages. To prevent each ONT 33-35 from seeing
management traffic pertaining to the other ONTs of the MON
21, the network element 37 may be configured to learn the
MAC addresses of the ONTs 33-35 and to make forwarding
decisions based on MAC addresses included in the MAC field
60 (FIG. 2) of the EM packets 32.

Thus, if the OLT 31 transmits an EM packet 52 destined for
the ONT 33, the OLT logic 63 1s configured to insert in the
MAC field 60 (FIG. 2) of the packet 52 a destination MAC
address 1dentifying the ONT 33, and the OLT logic 63 1is
configured to 1nsert the VL AN tag of the registration VLAN
into the VLAN field 59. Based on such destination MAC
address and VL AN tag, the network element 37 1s configured
to forward the packet 52 only to the fiber 39 coupled to the
ONT 33 such that the ONTs 34 and 335 do not recerve the
packet 52.

In another exemplary embodiment, each ONT 33-35 1s
configured to attempt registration with the OLT 31 using
different VLLANs until a VL AN 1s found that can be assigned
to the ONT attempting registration. When the ON'T uses such
a VLAN to send a registration message, the OLT logic 63 1s
configured to register the ONT and assign to the ONT the
VL AN that carried the registration message. Such VL AN can
then be used thereafter as the ONT’s management VL AN. An
exemplary operation and configuration of the system 15 for
such an embodiment will now be described 1n more detail
below.

For illustrative purposes assume that the ONTs 34 and 35
are 1nstalled and communicating via the MON 21 and that the
ONT 33 1s newly installed. Upon power up, the ONT logic 81
of the ONT 33 selects a VLAN tag to be used to attempt
registration with the OLT 31, as shown by block 152 of FIG.
6. Using such VL AN tag, the ONT logic 81 transmits an EM
packet 52 requesting reglstratlon as shown by block 155. In
this regard, the ONT logic 81 1s configured to form an EM
packet 52 and insert the ON'T registration identifier 100 of the
ONT 33 in the data field 38 (F1G. 2) of the EM packet 52. The
ONT logic 81 also inserts the VLAN tag selected via block
152 into the VL AN field 59 (FIG. 2) and transmits the packet
52 across the respective fiber 39 coupled to 1t. Since the
VLAN field 39 includes the selected VL AN tag, the packet 52
1s carried across the MON 21 to the OLT 31 by the VLAN
identified by the selected VL AN tag.

Upon recerving the packet, the OLT logic 63 compares the
VLAN tag in the VL AN field 59 to the VLAN tags of VL ANs
assigned to the other ONTs 34 and 35, as indicated by the
ONT data 78. If the ON'T data 78 indicates that the VL AN tag
of the packet 52 corresponds to (e.g., matches) a VLAN tag
correlated with an ONT network identifier 1dentifying
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another ONT 34 or 35, the OLT logic 63 discards the packet
52 and sends no response to the ONT 33. After waiting a
predefined amount of time for a response, the ON'T logic 81 of
the ONT 33 determines 1n block 159 of FIG. 6 that a response
to the registration packet 52 has not been timely received, and
selects another VL AN tag that has yet to be used 1n a regis-

tration attempt by the ONT 33. The ONT logic 81 then
attempts to register with the OLT 31 using the newly-selected
VLAN tag, according to the techniques described above.
Accordingly, the ONT logic 81 repetitively attempts registra-
tion with different VL AN tags until a VL AN tag 1s found that
results 1n a timely response from the OLT 31, as will be

described in more detail below.

Note that the selection of a VLAN tag in block 152 may be
arbitrary or in accordance with any desired algorithm for
selecting VL AN tags. As an example, the ONT logic 81 may
be configured to select a specified VLAN tag for the first
registration attempt and then increment the selected VLAN
tag for each unsuccessiul registration attempt until a success-
ful registration 1s achieved.

For illustrative purposes assume that the OLT 31 receives,
from the ONT 33, aregistration packet 52 having a VL AN tag
in the VLAN field 59 that does not match any of the VLAN
tags for VLANSs assigned to the other ONTs 34 and 35. In such
case, the OLT logic 63 compares the ONT registration 1den-
tifier 100 1n the data field 58 of such packet 52 to the ONT list
77 1n order to authenticate the source of the packet 52. Assum-
ing that the ONT list 77 has been provisioned to include an
identifier corresponding to (e.g., matching) the ONT regis-
tration identifier 100, the OLT logic 63 authenticates the
source (1.., ONT 33 1n the instant example) of the packet 52
and registers the ONT 33 based on the packet 52, as described
above with respect to the embodiment related to FI1G. 5. Thus,
the OLT logic 63 updates the ON'T data 78 to include an ON'T
network identifier that identifies the ONT 33 relative to the
other ONT's 34 and 35 of the MON 21.

In the instant embodiment, the VL AN that carried the
registration message resulting 1n successiul registration of the
ONT 33 i1s used as the management VL AN for the ONT 33.
Thus, the OLT logic 63 updates the ONT data 78 to correlate
the VLAN tag from the VLAN field 59 of the registration
packet 52 with the ONT network 1dentifier for the ONT 33.
Thereatter, such VL AN tag 1s used for management messages
between the OLT 31 and ONT 33. As an example, upon
registering the ONT 33, the OLT logic 63 transmits an EM
packet 52 to the ONT 33 for informing the ONT 33 of suc-
cessiul registration Such packet 52 includes the foregoing
VLAN tag in the VL AN field 59 and the MAC address of the
ONT 33 in the MAC field 60 (FIG. 2). Upon receiving the
packet 52, the ONT logic 81 makes a “yes” determination in
block 159 of FIG. 6. Receipt of such packet indicates that
successiul registration has occurred and the VL AN identified
by the VL AN tag in the field 59 has been assigned to the ON'T
33 as its management VLAN. Thus, the ONT logic 81 uses
such VL AN tag for communication of management messages
with the OLT 31, as shown by block 163 of FIG. 6. As an
example, using the management VLAN, the OLT 31 and
ONT 33 may communicate with one another to assign
VLANs for data services supported by the ONT 33, as 1s
described above 1n the description of the embodiment 1ndi-
cated by FIG. S.

Note that the other ONTs 34 and 35 may be assigned
VLANs via similar techniques. That 1s, each ONT 33-35
repetitively attempts registration with the OLT 31 using dii-
ferent VL AN tags until one of the attempts results 1n a suc-
cessiul registration. The VL AN that carried the message asso-
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ciated with the successiul registration attempt 1s assigned the
ONT’s management VL AN, which 1s not shared by the other
ONTs.

In yet another exemplary embodiment, an independent
communication channel 1s used by the ONTs 33-35 for reg-
istration and VL AN assignment, 11 such an independent com-
munication channel 1s available. As an example, Link OAM
may be used to transmit assigned VLAN tags and ONT 1den-
tifiers from the OLT 31 to the ONTs 33-335 and to transmit
ONT registration identifiers from the ONTs 33-35 to the OLT

31.

Now, therefore, the following 1s claimed:

1. An optical network, comprising:

an optical line terminal (OLT); and

a plurality of optical network terminals (ONT's) coupled to
the OLT via a plurality of optical fibers and configured to
communicate with the OLT via ONT management and
control 1nterface (OMCI) over Ethernet packets,
wherein each of the ONT's 1s configured to use a virtual

local area network (VL AN) shared among the ONTs for
registration with the OLT, wherein one of the ONTs 1s
configured to transmit to the OLT via the shared VLAN

an OMCI over Ethernet packet for registering the one

ONT with the OLT, wherein the OLT 1s configured to
assign a management VL AN to theone ONT inresponse

to the OMCI over Ethernet packet for registering the one

ON'T with the OLT, and wherein the OLT 1s configured
to transmit at least one of the OMCI over Ethernet pack-

¢ts to the one ONT via the management VL AN.
2. The network of claim 1, wherein the management VL AN

1s dedicated for management tratfic for the one ONT.
3. The network of claim 1, wherein the OLT 1s configured
to transmit via the shared VLAN an OMCI over Ethernet
packet comprising a VLAN tag identifying the management

VLAN.

4. The network of claim 3, wherein the OLT 1s configured
to assign to the one ONT a VL AN {for a data service supported
by the one ONT, and wherein the OLT 1s configured to trans-
mit via the management VLAN an OMCI over Ethernet
packet comprising a VLAN tag identitying the VL AN for the
data service.

5. An optical network, comprising;

an optical line terminal (OLT); and

a plurality of optical network terminals (ONTs) coupled to

the OLT via a plurality of optical fibers and configured to
communicate with the OLT via ONT management and
control 1nterface (OMCI) over FEthernet packets,
wherein the OLT is configured to assign a management
virtual local area network (management VLAN) to one
of the ONTs, wherein the OLT is configured to transmat
at least one of the OMCI over Ethernet packets to the one
ONT via the management VL AN, wherein the one ONT
1s configured to attempt registration with the OLT via a
plurality of VLANSs, and wherein the one ONT 1s con-
figured to transmit a first OMCI over Ethernet packet for
registering with the OLT via a first VL AN and to trans-
mit a second OMCI over Ethernet packet for registering
with the OLT via the mana gement VLAN 1n response to
a determination that regl stration via the first OMCI over
Ethernet packet for registering with the OLT was unsuc-
cessiul.
6. The network of claim 1, wherein the at least one of the

OMCI over Ethernet packets indicates a data rate for the one
ONT.
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7. The network of claim 6, wherein the one ONT 1s con-
figured to transmit across the optical network at the data rate
in response to the at least one of the OMCI over Ethernet
packets.

8. An optical network, comprising;

an optical line terminal (OLT); and

a plurality of optical network terminals (ONTs) coupled to

the OLT via a plurality of optical fibers and configured to
communicate with the OLT via ONT management and
control terface (OMCI) over FEthernet packets,
wherein each of the ONTs 1s configured to use a VL AN
shared among the ONTs for registration with the OLT,

wherein one of the ONTs 1s configured to transmit to the
OLT wvia the shared VLAN an OMCI over E

Ethernet
packet for registering with the OLT, and wherein the
OLT 1s configured to assign a management VL AN to the
one ONT 1n response to the OMCI over Ethernet packet
for registering with the OLT.

9. The network of claim 8, wherein the shared VLAN 1s
dedicated for management traific between the OLT and the
ONTs.

10. The network of claim 8, wherein the management
VLAN 1s dedicated for management traific between the OLT
and the one ONT.

11. The network of claim 8, wherein the OLT 1s configured
to transmit via the shared VLAN an OMCI over E

Ethernet
packet comprising a VLAN tag identifying the management
VLAN.

12. The network of claim 11, wherein the OLT 1s config-
ured to assign to the one ONT a VLAN for a data service
supported by the one ONT, and wherein the OLT 1s config-
ured to transmit via the management VLAN an OMCI over
Ethernet packet compn sing a VLAN tag identifying the
VLAN for the data service.

13. A method for use in an optical network, comprising:

communicating packets between an optical line terminal

(OLT) and a plurality of optical network terminals
(ONTSs) via a plurality of optical fibers, wherein the
packets are 1n accordance with ONT management and
control intertace (OMCI) over Ethernet;

assigning a management virtual local area network (man-

agement VLAN) to one of the ONT's;

transmitting an Ethernet management packet 1n accor-

dance with OMCI over Ethernet from the OLT to the one
ONT via the management VLAN;

registering each of the ONTs with the OLT via a VLAN

shared among the ONT's; and

transmitting to the OLT from the one ONT wvia the shared

VLAN an OMCI over Ethernet packet for registering the
one ONT with the OLT, wherein the assigning 1s per-
formed 1n response to the OMCI over Ethernet packet
for registering the one ON'T with the OLT.

14. A method for use in an optical network, comprising:

communicating packets between an optical line terminal

(OLT) and a plurality of optical network terminals
(ONTs) via a plurality of optical fibers, wherein the
packets are 1n accordance with ONT management and
control intertace (OMCI) over Ethernet;

assigning a management virtual local area network (man-

agement VLAN) to one of the ONTs; and

transmitting an Ethernet management packet i accor-

dance with OMCI over Ethernet from the OLT to the one
ONT via the management VLAN;
attempting to register the one ONT with the OLT, the
attempting comprising transmitting a first OMCI over
Ethernet packet for registering with the OLT via a first

VLAN from the one ONT to the OLT;
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determining that the attempting was unsuccessiul; and

transmitting a second OMCI over Ethernet packet for reg-
istering with the OLT via the management VLAN 1n
response to the determining.

15. An optical network, comprising:

an optical line terminal (OLT); and

a plurality of optical network terminals (ONTs) coupled to
the OLT via aplurality of optical fibers and configured to
communicate with the OLT via ONT management and
control 1nterface (OMCI) over Ethernet packets,
wherein each of the ONTs 1s configured to use a VLAN
shared among the ONTs for registration with the OLT,
wherein the OLT 1s configured to assign a management
virtual local area network (management VLAN) to one
of the ONT’s 1n response to a message transmitted to the
OLT by the one ONT via the shared VL AN, wherein the
OLT 1s configured to transmit at least one of the OMCI
over Ethernet packets to the one ONT via the manage-
ment VLAN, and wherein the OLT and ONT are con-
figured to communicate management information via
the management VLAN.

16. The network of claim 15, wherein the message com-

prises an OMCI over Ethernet packet for registering with the
OLT.
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17. The network of claim 15, wherein the one ONT and the
U1 are configured to communicate via the management
LAN for assigning at least one VL AN {for data services to

the one ONT.

O

V.

18. An optical network, comprising:
an optical line terminal (OLT); and

a plurality of optical network terminals (ONTs) coupled to

the OLT via a plurality of optical fibers and configured to
communicate with the OLT via ONT management and

control 1nterface (OMCI) over FEthernet packets,
wherein each of the ONTs 1s configured to use a VLAN

shared among the ONTs for registration with the OLT,
wherein one of the ONTs 1s configured to transmit a
message to the OLT via the shared VL AN, and wherein

the OLT 1s configured to assign a management VLAN to
the one ON'T 1n response to the message.

19. The network of claim 18, wherein the one ONT and the
L'l are configured to communicate via the management
AN for assigning at least one VLAN for data services to

the one ONT.
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