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device to the plurality of egress network devices along the set
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L.SPs corresponds to a different one of the maximally redun-
dant trees.
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CONSTRAINED MAXIMALLY REDUNDANT
TREES FOR POINT-TO-MULTIPOINT LSPS

TECHNICAL FIELD

The disclosure relates to computer networks and, more
particularly, to forwarding network traific within computer
networks.

BACKGROUND

The term “link™ 1s often used to refer to the connection
between two devices on a computer network. The link may be
a physical medium, such as a copper wire, a coaxial cable, any
of a host of different fiber optic lines or a wireless connection.
In addition, network devices may define “virtual” or “logical”
links, and map the virtual links to the phy31cal links. As
networks grow 1n size and complexﬂy,, the traific on any given
link may approach a maximum bandwidth capacity for the
link, thereby leading to congestion and loss.

Multl-protocol Label Switching (MPLS) 1s a mechamism
used to engineer traific patterns within Internet Protocol (IP)
networks. By utilizing MPLS, a source device can request a
path through a network, 1.e., a Label Switched Path (LSP). An
LSP defines a distinct path through the network to carry
packets from the source device to a destination device. A short
label associated with a particular LSP 1s affixed to packets that
travel through the network via the LSP. Routers along the path
cooperatively perform MPLS operations to forward the
MPLS packets along the established path. LSPs may be used
for a variety of traific engineering purposes mcluding band-
width management and quality of service (QoS).

A variety of protocols exist for establishing LSPs. For
example, one such protocol 1s the label distribution protocol
(LDP). Procedures for LDP by which label switching routers
(LSRs) distribute labels to support MPLS forwarding along
normally routed paths are described in L. Anderson, “LDP
Specification,” RFC 3036, Internet Engineering Task Force
(IETF), January 2001, the entire contents of which are incor-
porated by reference herein. Another type of protocol 15 a
resource reservation protocol, such as the Resource ReserVa-
tion Protocol with Trafif]

ic Engineering extensions (RSVP-
TE). RSVP-TE uses constraint information, such as band-
width availability, to compute and establish LSPs within a
network. RSVP-TE may use bandwidth availability informa-
tion accumulated by a link-state interior routing protocol,
such as the Intermediate System-Intermediate System (IS-1IS)
protocol or the Open Shortest Path First (OSPF) protocol.
RSVP-TE establishes LSPs that follow a single path from an
ingress device to an egress device, and all network tratfic sent

on the LSP must follow exactly that single path. The use of
RSVP-TE, including extensions to establish LSPs in MPLS,

are described in D. Awduche, “RSVP-TE: Extensions to
RSVP for LSP Tunnels,” RFC 3209, IETF, December 2001,
the entire contents of which are incorporated by reference
herein.

In some cases, RSVP-TE can be used to establish a pomt-
to-multipoint (P2MP) LSP that can be used for sending traific
across a network from a single ingress to multiple egress
routers. The use of RSVP-TE for establishing P2MP LSPs 1s
described 1n R. Aggarwal, “Extensions to RSVP-TE {for
P2MP TE LSPs,” RFC 4875, May 2007, the entire contents of
which are imncorporated by reference herein. A P2MP LSP 1s
comprised of multiple source-to-leat (S2L) sub-LSPs. These
S2L sub-LSPs are set up between the ingress and egress LSRs
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2

and are appropriately combined by the branch LSRs using
RSVP semantics to result in a P2ZMP TE LSP.

SUMMARY

In general, techniques are described for using maximally
redundant trees (MRT's) to establish a set of P2MP LSPs for
delivering redundant multicast streams across a network from
an mgress device to multiple egress devices of the network.
MRTs are a set of trees where, for each of the MRTS, a set of
paths from a root node of the MRT to one or more leal nodes
share a minimum number of nodes and a minimum number of
links. Techmiques are described herein for a network device of
a network to compute a set of MRTs that traverse links that
satisty certain constraints. For example, a network device,
such as a router, can compute a set of constrained MRTs on a
network graph that includes only links that satisfy one or
more configured tratfic-engineering (TE) constraints, such as
bandwidth, link color, and the like. The network device can
then use a resource reservation protocol (e.g., RSVP-TE) for
establishing P2MP LSPs along the paths of the constrained
MRTSs to several egress network devices, yielding multiple
P2MP LSPs that traverse different maximally redundant tree
paths from the same ingress to egresses.

Using MRT's for computing the spanning trees for the
P2MP LSPs generally provides link and node disjointness of
the spanning trees to the extent physically feasible, regardless
ol topology, based on the topology information distributed by
a link-state Interior Gateway Protocol (IGP). The techniques
set forth herein provide mechamsms for handling real net-
works, which may not be fully 2-connected, due to previous
failure or design. A 2-connected graph 1s a graph that requires
two nodes to be removed before the network 1s partitioned.

The techniques may provide one or more advantages. For
example, the techniques can allow for dynamically adapting
in network environments in which the same traflic 1s sent on
two or more diverse paths, such as in multicast live-live.
Multicast live-live functionality can be used to reduce packet
loss due to network failures on any one of the paths. The
techniques of this disclosure can provide for dynamically
adapting to network changes in the context of multicast l1ve-
live for RSVP-TE P2MP. The techniques can provide a
mechanism that 1s responsive to changes 1n network topology
without requiring manual configuration of explicit route
objects or heuristic algorithms. The techniques of this disclo-
sure do not require operator mvolvement to recalculate the
P2MP LSPs 1n the case ol network topology changes. The use
of MRT's in this manner can provide multicast live-live func-
tionality, and provide a mechanism for sending live-live mul-
ticast streams across an arbitrary network topology so that the
disjoint trees can be dynamically recalculated by the ingress
device as the network topology changes.

In one aspect, a method 1ncludes with a network device,
computing a set of maximally redundant trees from an ingress
network device to a plurality of egress network devices based
on a network graph, in which each of the set of maximally
redundant trees comprises a spanning tree to the plurality of
egress network devices rooted at the 1ngress network device,
wherein the maximally redundant trees are computed such
that each of the links along each of the set of maximally
redundant trees satisfies a specified traific-engineering con-
straint, and with the ingress network device, establishing a
plurality of point to multipoint (P2MP) label switched paths
(LSPs) from the ingress network device to the plurality of
egress network devices along the set of maximally redundant
trees, wherein each of the P2MP LSPs corresponds to a dit-
terent one of the maximally redundant trees.
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In another aspect, a network device includes a constrained
maximally redundant tree module to compute a set of maxi-
mally redundant trees from the network device to a plurality
ol egress network devices based on a network graph, 1n which
cach of the set of maximally redundant trees comprises a
spannming tree to the plurality of egress network devices rooted
at the network device, wherein the maximally redundant trees
are computed such that each of the links along each of the set
of maximally redundant trees satisfies a specified tratiic-
engineering constraint. The network device also includes a
resource reservation protocol module to establish a plurality
of P2ZMP LSPs from the network device as an ingress network
device to the plurality of egress network devices along the set
of maximally redundant trees, wherein each of the P2MP
L.SPs corresponds to a different one of the maximally redun-
dant trees.

In another aspect, a computer-readable storage medium
includes 1structions. The mnstructions cause a programmable
processor to compute a set of maximally redundant trees from
an i1ngress network device to a plurality of egress network
devices based on a network graph, in which each of the set of
maximally redundant trees comprises a spanmng tree to the
plurality of egress network devices rooted at the 1ngress net-
work device, wherein the maximally redundant trees are com-
puted such that each of the links along each of the set of

maximally redundant trees satisfies a specified traific-engi-
neering constraint, and establish a plurality of point to mul-
tipoint (P2MP) label switched paths (LSPs) from the ingress
network device to the plurality of egress network devices
along the set of maximally redundant trees, wherein each of
the P2MP LSPs corresponds to a different one of the maxi-
mally redundant trees.

The details of one or more examples are set forth in the
accompanying drawings and the description below. Other
features, objects, and advantages will be apparent from the
description and drawings, and from the claims.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 1s a block diagram 1illustrating an example network
in which one or more network devices employ the techniques
of this closure.

FIG. 2 1s a block diagram illustrating a modified network
graph used by an 1ngress router of the network of FIG. 1 after
pruning a link from the network graph of the network.

FIG. 3 1s a block diagram illustrating example point-to-
multipoint (P2ZMP) label switched paths (LSPs) that are
established from an ingress PE router to egress PE routers 1n
accordance with the techniques of this disclosure.

FIG. 4 1s a block diagram illustrating an example router
that operates 1n accordance with the techniques of this dis-
closure.

FIG. 5 1s a flowchart illustrating exemplary operation of a
network device, such as a router, 1n accordance with the
techniques of this disclosure.

FIG. 6 1s a tlowchart illustrating exemplary operation of a
network device, such as a router, 1n accordance with the
techniques of this disclosure.

DETAILED DESCRIPTION

FI1G. 1 1s ablock diagram 1llustrating an example system 10
in which a network 14 includes one or more network devices
that employ the techniques of this closure. In this example,
network 14 includes provider edge (PE) routers 12A-12D
(“PE routers 127°), including ingress PE router 12A and egress
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4

PE routers 12B, 12C, and 12D. Network 14 also includes
routers 20A-20F (*“routers 20”’), which may be referred to as
intermediate routers.

PE routers 12 and routers 20 are coupled by links 22A-22M
(“links 227). Links 22 may be a number of physical and

logical communication links that interconnect routers 12, 20
of network 14 to facilitate control and data communication
between the routers. Physical links of network 14 may
include, for example, Ethernet PHY, Synchronous Optical
Networking (SONET)/ Synchronous Digital Hierarchy
(SDH), Lambda, or other Layer 2 data links that include
packet transport capability. Logical links of network 14 may
include, for example, an Ethernet Virtual local area network
(LAN), an MPLS LSP, or an MPLS-TE LSP.

System 10 also includes multicast source device 16 sends
multicast traific into network 14 via ingress PE router 12A,
and multicast receiver devices 18 A-18C (“multicast recervers
18”") that recerve multicast traffic from egress PE router 12C
and egress PE router 12D, respectively. The multicast traffic
may be, for example, multicast video or multimedia traffic.
For distribution of multicast traffic, including time-sensitive
or critical multicast traffic, it can be desirable for routers 12,
20 of network 14 to employ multicast live-live techniques, 1n
which the same traflic 1s sent on two or more diverse paths.
Multicast live-live functionality can be used to reduce packet
loss due to network failures on any one of the paths. As
explained 1n further detail below with respect to FIGS. 2-3,
ingress PE router 12A computes a set of spanning trees that
are maximally redundant trees from ingress PE router 12A to
egress PE routers 12B, 12C, and 12D. Ingress PE router 12A
establishes a set of P2ZMP LSPs for concurrently sending the
same multicast traffic from multicast source 16 to multicast
receivers 18. This provides a mechanism for sending live-live
multicast streams across network 14 so that the maximally
redundant trees can be dynamically recalculated by 1ngress
PE router 12A as the topology of network 14 changes.

Changes in the network topology may be communicated
among routers 12, 20 in various ways, for example, by using
a link-state protocol, such as interior gateway protocols
(IGPs) like the Open Shortest Path First (OSPF) and Interme-
diate System to Intermediate System (IS-IS) protocols. That
15, routers 12, 20 can use the IGPs to learn link states and link
metrics for communication links 22 within the interior of
network 14. If a communication link fails or a cost value
associated with a network node changes, after the change 1n
the network’s state 1s detected by one of the routers 12, 20,
that router may flood an IGP Advertisement communicating
the change to the other routers in the network. In other
examples, routers 12, 20 can communicate the network topol-
ogy using other network protocols, such as an interior Border
Gateway Protocol (1IBGP), e.g., BGP-Link State (BGP-LS).
In this manner, each of the routers eventually “converges™ to
an 1dentical view of the network topology.

For example, ingress PE router 12 A may use OSPF or IS-IS
to exchange routing information with routers 12, 20. Ingress
PE router 12A stores the routing information to a routing
information base that ingress PE router 12A uses to compute
optimal routes to destination addresses advertised within net-
work 14. In addition, ingress PE router 12A can store to a
traffic engineering database (TED) any traific engineering
(TE) metrics or constraints recerved via the IGPs advertise-
ments.

In accordance with the techniques of this disclosure,
ingress PE router 12A uses a method of computing the maxi-
mally redundant trees that also considers traffic-engineering,
constraints, such as bandwidth, link color, priority, and class
type, for example. Ingress PE router 12A creates multicast
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trees by computing the entire trees as MRTs and signaling

cach branch ofaP2MP LSP (e.g., using a resource reservation

protocol such as RSVP-TE). As a further example, a path
computation element (PCE) may alternatively or additionally
provide configuration information to router 12A, e.g., may
compute the MRTs and provide them to ingress router 12A.
For example, network 14 may include a PCE that can learn the
topology from IGP, BGP, or another mechanism and then
perform a constrained MRT computation and provide the
result to ingress PE router 12A.

In accordance with one example aspect of this disclosure,
ingress PE router 12A computes a set of spanning trees that
are maximally redundant trees (MRT's) over a network graph
that represents at least a portion of links 22 and nodes (routers
12, 20) 1n network 14. For example, ingress PE router 12A
can execute a shortest-path first (SPF) algorithm over 1its
routing information base to compute forwarding paths
through network 14 to egress PE routers 12B, 12C, and 12D.

In some 1nstances, mgress PE router 12A may execute a
constrained SPF (CSPF) algorithm over its routing informa-
tion base and its traific engineering database to compute paths
tor P2ZMP LSPs subject to various constraints, such as link
attribute requirements, input to the CSPF algorithm. For
example, source router 212 may execute a CSPF algorithm
subject to a bandwidth constraint that requires each link of a
computed path from ingress PE router 12A to egress PE
routers 12B, 12C, and 12D to have at least a specified amount
of maximum link bandwidth, residual bandwidth, or available
bandwidth.

Prior to computing the set of MRTSs, ingress PE router 12A
may prune from the network graph any links 22 that do not
satisty one or more specified TE constraints. In some
examples, ingress PE router 12A may obtain the network
graph having links that each satisiy the TE constraints by
starting with an initial network graph based on stored network
topology information, and pruming links of the initial network
graph to remove any network links that do not satisty the TE
constraints, resulting 1n a modified network graph. In this
example, ingress PE router 12A uses the modified network
graph for computing the set of MRTs. In this manner, ingress
PE router 12A computes the set of MRTs over a network
graph in which all links satisty the specified constraints,
resulting 1n a set of “constrained MRTs.” In some examples,
ingress PE router 12A may prune the links from the network
graph as part of the CSPF computation.

In some aspects, ingress PE router 12A may compute the

MRT's in response to recerving a request to traific-engineer a
diverse set of P2MP LSPs to the plurality of egress PE routers
12B-12D, such as to be used for multicast live-live redun-
dancy 1n forwarding multicast content. For example, a net-
work administrator may configure ingress PE router 12 A with
the request. The request may specily that the P2ZMP LSPs
satisfy certain constraints, including, for example, one or
more of bandwidth, link color, Shared Risk Link Group
(SRLG), prionty, class type, and the like.

For example, suppose that ingress PE router 12A 1s con-
figured to compute a set of MRTs and establish a set of
corresponding P2MP LSPs along trees in which all links have
an available bandwidth of 50 megabytes per second (mBps).
Assume that all of the links 22 of the initial network graph 26
of FIG. 1 satisty this constraint, except for link 22F between
router 20C and router 20F, which has only 10 mBps of avail-
able bandwidth and therefore does not satisty the specified

[ 1

constraint. Prior to computing the set of MRTs, ingress PE
router 12A prunes link 22F from its network graph 26 to be
used for computing the MRTss.
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FIG. 2 1s a block diagram 1llustrating the modified network
graph 28 used by ingress PE router 12A of network 14 after
pruning link 22F from the network graph 26 (FIG. 1) of
network 14. FIG. 2 includes the components of FIG. 1 (with
link reference numerals omitted for simplification). After
pruning {rom the network graph 26 any links that do not
satisly the specified TE constraints, ingress PE router 12A
then computes a set of MRTs 25A-25B (*MRT's 25”) on the
modified network graph 28, which results 1n constrained
MRT's 25 that include only paths on links that each satisiy the
TE constraints. The constrained MRTs 25 are spanning trees
to reach all routers 1n the network graph, rooted at ingress PE
router 12A. Each of MRTs 25 1s computed from the imgress
PE router 12A to egress PE routers 12B, 12C, 12D. Ingress PE
router 12A computes MRTs 25 as a pair of MRTs that traverse
maximally disjoint paths from the ingress PE router 12A to
egress PE routers 12B, 12C, 12D. The pair of MRTs 25 may
sometimes be referred to as the Blue MRT and the Red MRT.

The following terminology 1s used herein. A network graph
1s a graph that reflects the network topology where all links
connect exactly two nodes and broadcast links have been
transformed into the standard pseudo-node representation.
The term “2-connected,” as used herein, refers to a graph that
has no cut-vertices, 1.¢., a graph that requires two nodes to be
removed before the network is partitioned. A “cut-vertex” 1s
a vertex whose removal partitions the network. A “cut-link™ 1s
a link whose removal partitions the network. A cut-link by
definition must be connected between two cut-vertices. If
there are multiple parallel links, then they are referred to as
cut-links 1n this document 1f removing the set of parallel links
would partition the network.

A “2-connected cluster” 1s a maximal set of nodes that are
2-connected. The term “2-edge-connected” refers to a net-
work graph where at least two links must be removed to
partition the network. The term “block™ refers to either a
2-connected cluster, a cut-edge, or an 1solated vertex. A
Directed Acyclic Graph (DAG) 1s a graph where all links are
directed and there are no cycles 1 1t. An Almost Directed
Acyclic Graph (ADAG) 1s a graph that, if all links incoming
to the root were removed, would be a DAG. A Generalized
ADAG (GADAG) 1s a graph that 1s the combination of the
ADAGs of all blocks. Further information on MRTs may be
found at A. Atlas, “An Architecture for IP/LDP Fast-Reroute
Using Maximally Redundant Trees,” Internet-Drait, draft-
atlas-rtgwg-mrt-frr-architecture-01, October, 2011; A. Atlas,
“Algorithms for Computing Maximally Redundant Trees for
IP/LDP Fast-Reroute, Internet-Drait, draft-enyedi-rtgwg-
mrt-frr-algorithm-01, November, 2011; A. Atlas, “An Archi-
tecture for Multicast Protection Using Maximally Redundant
Trees,” Internet-Drait, draft-atlas-rtgwg-mrt-mc-arch-00,
March 2012: the entire contents of each of which are incor-
porated by reference herein.

Redundant trees are directed spanning trees that provide
disjoint paths towards their common root. These redundant
trees only exist and provide link protection 1f the network
graph 1s 2-edge-connected and node protection 11 the network
graph 1s 2-connected. Such connectiveness may not be the
case 1n real networks, either due to architecture or due to a
previous failure. Maximally redundant trees are useful 1n a
real network because they may be computable regardless of
network topology. Maximally Redundant Trees (MRT) are a
set of trees where the path from any node X to the root R along
one tree and the path from the same node X to the root along
any other tree of the set of trees share the minimum number of
nodes and the minimum number of links. Each such shared
node 1s a cut-vertex. Any shared links are cut-links. That 1s,
the maximally redundant trees are computed so that only the
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cut-edges or cut-vertices are shared between the multiple
trees. In any non-2-connected graph, only the cut-vertices and
cut-edges can be contained by both of the paths. That1s, a pair
of MRTs, such as MRT 25A and MRT 25B, are a pair of trees
that share a least number of links possible and share a least
number ol nodes possible. Any RT 1s an MRT but many MRT's
are not RTs. MRTs are practical to maintain redundancy even
alter a single link or node failure. It a pair of MRT's 1s com-
puted rooted at each destination, all the destinations remain
reachable along one of the MRT's 1n the case of a single link or
node failure. The MRTs of a pair of MRTs may be imndividu-
ally referred to as a Red MRT and a Blue MRT.

Computationally practical algorithms for computing
MRTs may be based on a common network topology data-
base. A variety of algorithms may be used to calculate MRT's
for any network topology. These may result 1n trade-oifs
between computation speed and path length. Many algo-
rithms are designed to work 1n real networks. For example,
1ust as with SPF, an algorithm 1s based on a common network
topology database, with no messaging required. In one
example aspect, MRT computation for multicast Live-Live
may use a path-optimized algorithm based on heuristics.
Some example algorithms for computing MRT's can be found
in U.S. patent application Ser. No. 13/418,212, entitled “Fast
Reroute for Multicast Using Maximally Redundant Trees,”
filed on Mar. 12, 2012, the entire contents of which are incor-
porated by reference herein.

In the example of FIG. 2, for example, ingress PE router
12A computes MRTs 25A and 25B from ingress PE router
12A to egress PE routers 12B, 12C, and 12D. MRT 25A
includes a path from router 12 A to router 20A to router 20D.
At router 20D, MRT 25A branches off to three branches, with
a first branch from router 20D to egress router 12B, a second
branch from router 20D to egress router 12B, and a third
branch from router 20D to egress PE router 12D. MRT 235B
includes a path from router 12A to router 20B to router 20E.
Atrouter 20D, MRT 25B branches off to three branches, with
a first branch from router 20E to egress router 12B, a second
branch from router 20E to egress router 12B, and a third
branch from router 20E to egress PE router 12D. Although
described for purposes of example 1n terms of a set of MRTs
being a pair of MRTSs, 1n other examples ingress PE router
12A may compute a set of constrained MRTs that includes
more than two MRT's, where each MRT of the set traverses a
different path, where each path 1s as diverse as possible from
cach other path. In such examples, more complex algorithms
may be needed to compute a set of MRTs that includes more
than two MRTs.

In one example aspect, for constraints based upon path, as
compared to link attributes, the SPF-based MRT algorithm
used by ingress PE router 12 A can keep track of the constraint
at eachnode, for each direction. The algorithm would then not
attach to a node 1n the GADAG 11 that node would cause too
large a value. If the first try does not find an acceptable tree to
egress PE routers 12B, 12C, and 12D, ingress PE router 12A
can be configured to relax one or more of the constraints and
try again to find an acceptable tree. That 1s, 1f the re-computed
pair of maximally redundant trees MRTSs 1s not 2-connected,
ingress PE router 12A may repeat the steps of moditying the
specified traffic-engineering constraint, modifying the net-
work graph, and re-computing the pair of maximally redun-
dant trees until re-computing the pair of maximally redundant
trees yields a pair of maximally redundant trees that are
2-connected.

For example, 11 the computed pair of maximally redundant
trees MRT's 1s not 2-connected, ingress PE router 12A can

modily the specified traflic-engineering constraint to have a
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less restrictive value, and modify the network graph to add
back links to the network graph that satisty the modified
traffic-engineering constraint to obtain a modified network
graph. Ingress PE router 12A can then re-compute the pair of
maximally redundant trees based on the modified network
graph, to attempt to obtain a pair of 2-connected MRTss.

There may be a trade-off between how much the network
graph 1s pruned based on constraints, and whether this will
result in a 2-connected network after the pruning. The service
provider may prefer to scale back or add costs 1n some fash-
ion. How this 1s done depends on whether 1t 1s more important
to meet the constraints or more important to have path diver-
sity. These preferences may be a configurable option on
ingress PE router 12A.

So for example, ingress PE router 12A may do an 1nitial
computation based on initial specified constraints. If the
resulting trees are not 2-connected, ingress PE router 12A
identifies the cut nodes and cut links, looks at the links that
were removed from the topology that were connected to that
cut-node and cut-links, and makes a selection among the
removed links based on preferences, such as cost of the
removed links, or preference as to which constraint to drop off
first.

In some aspects, mngress PE router 12A would not neces-
sarily do a whole re-pruning of the entire tree, but instead
might be targeted to a certain part of the tree where 1t 1s not
2-connected. This 1s because 1t may be better to only add back
in additional links when needed 1n order to get path diversity,
and the algorithm would otherwise respect the 1nitial pruning
that was done.

FIG. 3 1s a block diagram illustrating example point-to-
multipoint (P2ZMP) label switched paths (LSPs) 30A-30B
(“P2MP LSPs 30) that are established from ingress PE
router 12A to egress PE routers 12C and 12D, in accordance
with the techniques of this disclosure. In some aspects, rout-
ers 12, 20 of FIGS. 1-3 may be Internet Protocol (IP) routers
that implement Multi-Protocol Label Switching (MPLS)
techniques and operate as label switching routers (LSRs). For
example, ingress PE router 12A can assign a label to each
incoming packet based on 1ts forwarding equivalence class
before forwarding the packet to a next-hop router 20. Each
router 20 makes a forwarding selection and determines a new
substitute label by using the label found in the mmcoming
packet as a reference to a label forwarding table that includes
this information.

The paths taken by packets that traverse the network in this
manner are referred to as LSPs, and in the current example
may be PZMP LSPs. To establish a traflic-engineered P2MP
LSP, ingress PE router 12A computes a P2MP path, and
initiates signaling along the P2MP path. LSRs along the
P2MP path modily their forwarding tables based on the sig-
naling. LSRs use MPLS-TE techniques to establish LSPs that
have guaranteed bandwidth under certain conditions. For
example, the TE-LSPs may be signaled through the use of the
RSVP protocol and, 1n particular, by way of RSVP-TE sig-
naling messages sent between routers 12, 20.

In the example of FIG. 3, after computing the set of MRT's
235, ingress PE router 12A establishes a pair of P2MP LSPs
30A-30B along each of the MRTSs 25. In some cases, ingress
PE router 12A may not establish branches of the P2MP LSPs
along every one of the branches of the corresponding MRTs
25. For example, in FIG. 3, egress PE router 12B 1s not
associated with any multicast receiver devices that request to
recetve multicast tratfic from multicast source 16. Thus, as
shown 1n FIG. 3, MRT's 25 each have a plurality of branches,
and ingress PE router 12A establishes P2MP LSPs 30 along
only the subset of the possible branches of the MRT's 25, to
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only a subset of the possible egress PE routers 12 that are of
interest to ingress PE router 12A.

Generally stated, ingress PE router 12 A establishes the first
P2MP LSP 30A along the first maximally redundant tree 25A
by sending resource reservation requests 32 to routers 20
(LSRs) along the first maximally redundant tree 25A. The
resource reservationrequests 32 can each include an 1identifier
associating the requests with the first maximally redundant
tree. In addition, ingress PE router 12A receives resource
reservation messages 34 in response to the resource reserva-
tion requests 32, where the resource reservation messages 34
specily reserved resources and labels allocated to the P2MP
LSP to be used for forwarding network traific to correspond-
ing next hops along the sub-paths of the P2ZMP LSP, wherein
the resource reservation messages each include an 1dentifier
associating the messages with the same P2MP LSP. The same

process 1s used for establishing the second P2ZMP LSP 30B
along the MRT 25B.

The example of FIG. 3 1s now described with reference to
the specific example of RSVP-TE. For example, 1n accor-
dance with RSVP-TE, to establish the P2MP LSPs 30A-30B
LSP between ingress PE router 12A and egress PE routers
12C and 12D, ingress PE router 12A may send multiple
RSVP-TE Path messages 32 downstream hop-by-hop along
the MRTs 25A, 25B to the egress PE routers 12C and 12D to
identily the sender and indicate TE constraints (e.g., band-
width) needed to accommodate the data flow, along with other
attributes of the P2MP LSP. The Path messages 32 may con-
tain various information about the TE-LSP including, e.g.,
various characteristics of the TE-LSP. For example, the Path
messages 32 sent by ingress PE router 12A may specily the
hop-by-hop path to be established by way of an Explicit
Route Object (ERO) contained 1n the Path message 32. The
ERO can define the trees corresponding to the MRTs.

A P2MP LSP 1s comprised of multiple source-to-leat
(S2L) sub-LSPs. These S2L. sub-LSPs are set up between the
ingress and egress LSRs and are appropriately combined by
the branch LSRs using RSVP semantics to result in a P2MP
TE LSP. One Path message may signal one or multiple S2L
sub-LSPs for a single P2ZMP LSP. Hence the S2L sub-LSPs
belonging to a P2MP LSP can be signaled using one Path
message or split across multiple Path messages. Details of the
RSVP-TE signaling semantics for establishing P2ZMP LSPs
are described 1n R. Aggarwal, “Extensions to RSVP-TE {for
P2MP TE LSPs,” RFC 4875, May 2007, the entire contents of
which are mcorporated by reference herein.

After recerving a Path message 32, routers 20 may update
their forwarding tables, allocate an MPLS label, and forward
the Path message 32 to the next hop along the path specified
in the Path message. To establish the P2MP LSP (data tlow)
between the recerver and the sender, egress PE routers 12D
may return RSVP-TE Reserve (Resv) messages 34 upstream
along the paths of the MRTs to ingress PE router 12A to
confirm the attributes of the P2MP LSPs, and provide respec-
tive LSP labels.

The P2MP LSPs 30A and 30B of FIG. 3 may be used by
network 14 for a vanety of applications, such as Layer 2
Multicast over P2MP Multi-Protocol Label Switching
(MPLS) TE, Internet Protocol (IP) Multicast over P2MP
MPLS TE, Multicast VPNs (MVPNs) over PZMP MPLS TE,
and Vlrtual Private Local Area Network Service (VPLS) Mul-
ticast over P2ZMP MPLS TE, for example.

After establishing the P2ZMP LSPs 30, ingress PE router
12 A may receive multicast data traific from multicast source
device 16, and ingress PE router 12A can forward the multi-
cast data tratfic along both of P2MP LSPs 30A and 30B. That

1s, ingress PE router 12A concurrently sends multicast traffic
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received from the multicast source device 16 to the plurality
of multicast recetvers 18 on both of the first P2MP LSP 30A

and the second P2ZMP LSP 30B. In this manner, ingress PE
router 12A sends redundant multicast data tratfic along both
of P2ZMP LSPs 30A and 30B, which provides multicast live-

live service.

The techniques of this disclosure allow for dynamically
adapting multicast live-live for RSVP-TE P2MP, and pro-
vides a mechamsm that 1s responsive to changes in network
topology without requiring manual configuration of explicit
route objects or heuristic algorithms. Operator involvement 1s
not needed to recalculate the P2MP LSPs 1n the case of
network topology changes.

Ifingress PE router 12 A detects that changes have occurred
to the topology of system 10, ingress PE router 12A may
re-compute MRTs 25, or portions of MRT's 25, to determine
whether changes are needed to P2ZMP LSPs 30. For example,
if mngress PE router 12A detects that that a new multicast
receiver 1s added to system 10 coupled to egress PE router
12B, ingress PE router 12A can send an updated Path mes-
sage to add a branch to each of P2MP LSPs 30, e.g., from
router 20D to egress PE router 12B and from router 20E to
egress PE router 12B, without needing to re-signal the entire
P2MP LSPs 30.

For multicast live-live to provide the desired protection, a
sale way 1s needed of transitioning multicast traffic from
being sent on the pair of MRTs computed on the old topology
to the pair of MRTs computed on the new topology. A make-
betfore-break process may be used. For example, as the topol-
ogy of network 14 changes, ingress PE router 12A can com-
pute and s1ignal a new set of MRT's (not shown), and once state
for those new MRTs 1s successiully created and usable,
ingress PE router 12A can easily transition from sending on
the old MRTs 25 to sending multicast traffic on the new
MRT's. Then ingress PE router 12 A can then tear down the old
MRTs 25.

In some aspects, ingress PE router 12A may be configured
to run a periodic re-optimization of the MRT computation,
which may result in a stmilar transition from old MRTs to new
MRTs. For example, ingress PE router 12A can pemodlcally
rerun the CSPF computation to recompute the pair of MRTs,
to determine whether a more optimal pair of MRT's exists on
the network graph.

Router 12A can use any of a variety of advertised link
bandwidths as bandwidth information for pruning a network
graph to remove links that do not satisiy specified TE con-
straints. As one example, the advertised link bandwidth may
be a “maximum link bandwidth.” The maximum link band-
width defines a maximum amount of bandwidth capacity
associated with a network link. As another example, the
advertised link bandwidth may be a “residual bandwidth,”
1.e., the maximum link bandwidth less the bandwidth cur-
rently reserved by operation of a resource reservation proto-
col, such as being reserved to RSVP-TE LSPs. This 1s the
bandwidth available on the link for non-RSVP traflic.
Residual bandwidth changes based on control-plane reserva-
tions.

As a further example, the advertised link bandwidth may
be an “available bandwidth” (also referred to herein as “cur-
rently available bandwidth™). The available bandwidth 1s the
residual bandwidth less measured bandwidth used to forward
non-RSVP-TE packets. In other words, the available band-
width defines an amount of bandwidth capacity for the net-
work link that 1s neither reserved by operation of a resource
reservation protocol nor currently being used by the first
router to forward traific using unreserved resources. The
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amount of available bandwidth on a link may change as a
result of SPF, but may be a rolling average with bounded
advertising frequency.

As one example, the computing router (e.g., routers 12, 20)
can determine an amount of bandwidth capacity for a network
link that 1s reserved by operation of a resource reservation
protocol, and can determine an amount of bandwidth capac 1ty
that 1s currently being used by the router to forward traffic
using unreserved resources, by monitoring tratfic through the

data plane of the computing router, and may calculate the
amount of residual bandwidth and/or available bandwidth
based on the monitored traffic.

In the example of currently available bandwidth, routers
12, 20 may advertise currently available bandwidth for the
links 22 of network 16, which takes into account tratfic that
may otherwise be unaccounted for. That 1s, routers 12, 20 can
monitor and advertise currently available bandwidth for a
link, expressed as a rate (e.g., mBps), that takes 1mnto account
bandwidth that 1s neither reserved via RSVP-TE nor currently
in use to transport Internet Protocol (IP) packets or LDP
packets over the link, where an LDP packet 1s a packet having,
an attached label distributed by LDP. Currently available
bandwidth for a link 1s therefore neither reserved nor being,
used to transport traific using unreserved resources. Routers
12, 20 can measure the amount of bandwidth 1n use to trans-
port IP and LDP packets over outbound links and compute
currently available bandwidth as a difference between the
link capacity and the sum of reserved bandwidth and mea-
sured IP/LDP packet bandwidth.

Routers 12, 20 can exchange computed available band-
width information for their respective outbound links as link
attributes in extended link-state advertisements of a link-state
interior gateway protocol and store recerved link attributes to
a respective Traific Engineering Database (TED) that 1s dis-
tinct from the generalized routing information base (includ-
ing, e.g., the IGP link-state database). The computing device,
such as ingress PE router 12A, may execute an IGP-TE pro-
tocol, such as OSPF-TE or IS-IS-TE that has been extended to
advertise link bandwidth information. For example, routers
12, 20 may advertise a maximum link bandwidth, a residual
bandwidth, or a currently available bandwidth for the links 22
of network 14 using a type-length-value (TLV) field of a
link-state advertisement. As another example, an OSPF-TE
protocol may be extended to mnclude an OSPF-TE Express
Path that advertises maximum link bandwidth, residual band-
width and/or available bandwidth. Details on OSPEF-TE
Express Path can be found in S. Giacalone, “OSPF Traflic
Engineering (TE) Express Path,” Network Workmg Group,
Internet Draft, September 2011, the entire contents of which
are incorporated by reference herein.

FI1G. 4 15 a block diagram 1llustrating an example router 40
that operates 1n accordance with the techniques of this dis-
closure. Router 40 may correspond to any of routers 12, 20 of
FIGS. 1-3. Router 40 includes interface cards S4A-54N
(“IFCs 54”) for recewving packets via input links 56A-56N
(“input links 56°°) and sending packets via output links 57 A-
57N (*output links 377). IFCs 54 are interconnected by a
high-speed switch (not shown) and links 56, 57. In one
example, switch 40 comprises switch fabric, switchgear, a
configurable network switch or hub, and the like. Links 56, 57
comprise any form ol communication path, such as electrical
paths within an 1integrated circuit, external data busses, opti-
cal links, network connections, wireless connections, or other
type of communication path. IFCs 54 are coupled to input
links 56 and output links 57 via a number of interface ports
(not shown).
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When router 40 receives a packet via one of mnput links 56,
control unit 42 determines via which of output links 57 to
send the packet. Control unit 42 includes routing component
44 and forwarding component 46. Routing component 44
determines one or more routes through a network, e.g.,
through interconnected devices such as other routers. Control
unit 42 provides an operating environment for protocols 48,
which are typically implemented as executable software
instructions. As illustrated, protocols 48 include RSVP-TE

48A and intermediate system to intermediate system (IS-IS)
48B. Router 40 uses RSVP-1E 48A to set up LSPs. As

described herein, RSVP-TE 48A 1s programmatically

extended to allow for establishment of LSPs that include a
plurality of sub-paths on which ftraffic 1s load balanced
between the ingress router and the egress router of the LSPs.
Protocols 48 also include Protocol Independent Multicast
48C, which can be used by router 40 for transmitting multi-

cast traflic. Protocols 48 may include other routing protocols

in addition to or instead of RSVP-TE 48A and IS-IS 48B,
such as other Multi-protocol Label Switching (MPLS) pro-
tocols 1including LDP; or routing protocols, such as Internet
Protocol (IP), the open shortest path first (OSPF), routing
information protocol (RIP), border gateway protocol (BGP),
interior routing protocols, other multicast protocols, or other
network protocols.

By executing the routing protocols, routing component 44
1identifies existing routes through the network and determines
new routes through the network. Routing component 44
stores routing information in a routing information base
(RIB) 50 that includes, for example, known routes through
the network. RIB 50 may simultaneously include routes and
associated next-hops for multiple topologies, such as the Blue

MRT topology (e.g., MRT 25A) and the Red MRT topology
(e.g., MRT 25B).

Forwarding component 46 stores forwarding information
base (FIB) 52 that includes destinations of output links 57.
FIB 52 may be generated in accordance with RIB 50. FIB 52
may be a radix tree programmed 1nto dedicated forwarding,
chips, a series of tables, a complex database, a link list, aradix
tree, a database, a flat file, or various other data structures. FIB
52 may include MPLS labels, such as for RSVP-TE LSPs.
FIB 52 may simultaneously include labels and forwarding
next-hops for multiple topologies, such as the Blue MRT
topology MRT 25A and the Red MRT topology MRT 25B.

A system administrator (“ADMIN 66”) may provide con-
figuration information to router 40 via user interface 64 (““UI
64”") included within control unit 42. For example, the system
administrator 66 may configure router 40 or install software
to provide constrammed MRT functionality as described
herein. As another example, the system administrator 66 may
configure RSVP-TE 48 A with a request to traffic-engineer a
set of P2ZMP LSPs from an ingress router to a plurality of
egress routers. As a further example, a path computation
clement (PCE) 67 may alternatively or additionally provide
configuration information to router 40, ¢.g., may compute the
set of MRT's and provide them to router 40.

Router 40 includes a data plane 68 that includes forwarding,
component 46. In some aspects, IFCs 54 may be considered
part of data plane 68. Router 40 also includes control plane
70. Control plane 234 includes routing component 44 and
user interface (UI) 64. Although described for purposes of
example 1n terms of a router, router 40 may be, in some
examples, any network device capable of performing the
techniques of this disclosure, including, for example, a net-
work device that includes routing functionality and other
functionality.
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As shown 1n FIG. 4, control plane 70 of router 40 has a
modified CSPF module, referred to as constrained MRT mod-
ule 60 that computes the trees using an MRT algorithm. In
Some aspects, constrained MRT module 60 may compute the
MRT's in response to recerving a request to traific-engineer a
diverse set of P2ZMP LSPs to a plurality of egress routers, such
as to be used for multicast live-live redundancy in forwarding
multicast content. For example, administrator 66 may config-
ure router 40 with the request via Ul 64. The request may
specily that the P2MP LSPs satisty certain constraints. TE
constraints specified by the request may include, for example,
bandwidth, link color, Shared Risk Link Group (SRLG), and
the like. Router 40 may store the specified TE constraints to
TE constraints database 62.

Constrained MRT module 60 computes a setof MRT's from
router 40 as the ingress device, to a plurality of egress devices.
Router 40 computes the set of MRTs on a network graph
having links that each satisiy stored tratfic engineering (TE)
constraints obtained from TE constraints database 62 in the
control plane 70 of router 40. In some examples, constrained
MRT module 60 may obtain the network graph having links
that each satisly the TE constraints by starting with an initial
network graph based on network topology information
obtained from TED 38, and pruning links of the initial net-
work graph to remove any network links that do not satisty the
TE constraints, resulting 1n a modified network graph. In this
example, constrained MRT module 60 uses the modified net-
work graph for computing the set of MRTs.

After computing the set of MRTs, router 40 establishes
multiple P2MP LSPs from router 40 to the egress network
devices, such as by using a resource reservation protocol
(e.g., RSVP-TE) to send Path messages that specily a con-
strained path for setting up the P2ZMP LSPs. For example,
constrained MRT module 60 invokes RSVP-TE 48A to carry
out the signaling of PZMP LSPs along the trees, and each of
the LSRs along the signaled tree installs the necessary for-
warding state based on the signaling. For example, con-
strained MRT module 60 can communicate with RSVP-TE
48 A to provide RSVP-TE module 48 A with the computed set
of MRTs to be used for signaling the P2MP LSPs. Router 40
can establish a different P2MP LSP for each MRT of the set of
MRTs, such as shown 1n FIG. 3. An LSP ID field in the Path
messages may be used to identify each P2MP LSP. This can
distinguish between an old Red MRT and a new Red MRT, for
example, when transitioning from the old to new Red MRT
alter recomputing the MRT.

In the example ol FI1G. 4, IS-1S 48B of router 40 can receive
advertisements from other routers 212 of system 200, formed
in accordance with traific engineering extensions to iclude
available, unreserved bandwidth for advertised links. IS-IS
48B of router 40 can also send such advertisements to other
routers advertising available bandwidth. IS-IS 48B stores
advertised available bandwidth values for advertised links 1n
traific engineering database (TED) 58. Router 40 may use the
available bandwidth information from TED 58 when comput-
ing the MRT's 25. In addition to available bandwidth, the TED
58 may store costs of each advertised link, such as latency,
metric, number of hops, link color, and Shared Risk Link
Group (SRLG), geographic location, or other characteristics
that may be used as tratfic-engineering constraints. Router 40
and other LSRs may determine available bandwidth of 1ts
assoclated links, as described 1n U.S. Ser. No. 13/112,961,
entitled “Weighted Equal-Cost Multipath,” filed May 20,
2011, the entire contents of which are incorporated by refer-
ence herein.

FIG. 5 1s a flowchart illustrating exemplary operation of a
network device, such as a router, in accordance with the
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techniques of this disclosure. For purposes of example, FIG.
5 will be explained with reference to ingress network device
12A of FIGS. 1-3 and router 40 of FIG. 4. In the example of
FIG. §, constrained MRT module 60 of router 40 computes a
set of maximally redundant trees (MRTs) from router 40 as
the ingress device, to a plurality of egress devices. Con-
strained MRT module 60 computes the set of MRTs on a
network graph having links that each satisiy traific engineer-
ing (TE) constraints (100).

After computing the set of MR T, router 40 uses RSVP-TE
48A to establish multiple P2MP LSPs from router 40 to the
egress network devices (110), such as by using a resource
reservation protocol (e.g., RSVP-TE) to send Path messages
that specily a constrained path for setting up the P2MP LSPs.
Router 40 can establish a different P2MP LSP for each MRT
of the set of MRTs. In some aspects, router 40 may establish
a P2MP LSP along only a subset of branches/paths of an
MRT, when there are egress devices included as leat nodes of
the MRT that router 40 does not need for sending multicast
traffic to any receiver devices. In this case, router 40 may
establish the P2ZMP LSP along a subset of the computed MRT.

FIG. 6 1s a flowchart 1llustrating exemplary operation of a
network device, such as a router, in accordance with the
techniques of this disclosure. For purposes of example, FIG.
6 will be explained with reference to ingress network device
12A of FIGS. 1-3 and router 40 of FIG. 4.

Ingress PE router 12 A can prune from the network graph of
network 14 any links that do not meet specified TE constraints
(150). Ingress PE router 12A computes a set of maximally
redundant trees from ingress PE router 12A to the egress

devices 12B-12D on the network graph 28 (FIG. 2) having
links 22 that satisty the TE constraints (152).

If ingress PE router 12A finds an acceptable set of MRT's
(YES branch of 154), then ingress PE router 12A can estab-
lish a P2MP LSP along each of the computed MRTs to the
egress routers of interest, as described above (158).

If ingress PE router 12 A does not {ind an acceptable set of
MRT's (NO branch of 154), e.g., perhaps the pair of MRT's are
not 2-connected, then ingress PE router 12A may be config-
ured to relax one or more of the specified TE constraints (156 )
to obtain a new modified network graph having links that
satisty the relaxed constraints, and re-compute the set of
MRTs having links that satisty the relaxed TE constraints
(152). Ingress PE router 12A may relax the TE constraints
more than once, or may first relax a first specified TE con-
straint (e.g., link color), followed by relaxing a second speci-
fied TE constraint (e.g., bandwidth) 11 relaxing the link color
constraint does not yield a pair of 2-connected MRT paths.

In some aspects, mngress PE router 12A would not neces-
sarily do a whole re-pruning of the entire tree, but instead
might be targeted to a certain part of the tree where 1t 1s not
2-connected. This 1s because 1t may be better to only add back
in additional links when needed 1n order to get path diversity,
and the algorithm would otherwise respect the 1nitial pruning
that was done.

The techniques described in this disclosure may be imple-
mented, at least in part, 1n hardware, software, firmware or
any combination thereof. For example, various aspects of the
described techniques may be implemented within one or
more processors, including one or more microprocessors,
digital signal processors (DSPs), application specific inte-
grated circuits (ASICs), field programmable gate arrays (FP-
(GAs), or any other equivalent integrated or discrete logic
circuitry, as well as any combinations of such components.
The term “processor” or “processing circuitry” may generally
refer to any of the foregoing logic circuitry, alone or 1n com-
bination with other logic circuitry, or any other equivalent
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circuitry. A control unit comprising hardware may also per-
form one or more of the techniques of this disclosure.

Such hardware, software, and firmware may be imple-
mented within the same device or within separate devices to
support the various operations and functions described in this
disclosure. In addition, any of the described units, modules or
components may be implemented together or separately as
discrete but interoperable logic devices. Depiction of differ-
ent features as modules or units 1s mtended to highlight dit-
terent functional aspects and does not necessarily imply that
such modules or units must be realized by separate hardware
or software components. Rather, functionality associated
with one or more modules or units may be performed by
separate hardware or soiftware components, or integrated
within common or separate hardware or software compo-
nents.

The techniques described 1n this disclosure may also be
embodied or encoded 1n a computer-readable medium, such
as a computer-readable storage medium, containing instruc-
tions. Instructions embedded or encoded 1n a computer-read-
able medium may cause a programmable processor, or other
processor, to perform the method, e.g., when the 1nstructions
are executed. Computer-readable media may include non-
transitory computer-readable storage media and transient
communication media. Computer readable storage media,
which 1s tangible and non-transitory, may include random
access memory (RAM), read only memory (ROM), program-
mable read only memory (PROM), erasable programmable
read only memory (EPROM), electronically erasable pro-
grammable read only memory (EEPROM), flash memory, a
hard disk, a CD-ROM, a floppy disk, a cassette, magnetic
media, optical media, or other computer-readable storage
media. It should be understood that the term “computer-
readable storage media” refers to physical storage media, and
not signals, carrier waves, or other transient media.

Various aspects of this disclosure have been described.
These and other aspects are within the scope of the following
claims.

The mvention claimed 1s:
1. A method comprising:
by a network device, calculating a plurality of maximally
redundant trees from an ingress network device to a
plurality of egress network devices based on a network
graph, 1n which each of the plurality of maximally
redundant trees comprises a spanning tree to the plural-
ity of egress network devices rooted at the imngress net-
work device, wherein each of the maximally redundant
trees 1s calculated to comprise a point to multipoint
(P2MP) path from the ingress network device to the
plurality of egress network devices that 1s as disjoint as
possible from a respective P2MP path from the ingress
network device to the plurality of egress network devices
for each other one of the plurality of maximally redun-
dant trees, and wherein the maximally redundant trees
are calculated such that each link along each of the
plurality of maximally redundant trees satisfies a speci-
fied trailic-engineering constraint;
in response to determiming, by the network device, that the
plurality of maximally redundant trees include at least
one node whose removal partitions a network repre-
sented by the network graph:
moditying, by the network device, the specified traflic-
engineering constraint to have a less restrictive value;
moditying the network graph to add links to the network
graph that satisity the modified traffic-engineering
constraint to obtain a modified network graph; and
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re-calculating, by the network device, at least a portion
of the plurality of maximally redundant trees based on
the modified network graph to obtain a plurality of
maximally redundant trees in which at least two nodes
must be removed before the network 1s partitioned;
and

with the ingress network device, establishing a plurality of

P2MP label switched paths (LSPs) from the ingress
network device to the plurality of egress network devices
along each of the plurality of maximally redundant trees
in which at least two nodes must be removed before the
network 1s partitioned, wherein each of the P2MP LSPs
corresponds to a different one of the plurality of maxi-
mally redundant trees 1n which at least two nodes must
be removed before the network 1s partitioned.

2. The method of claim 1, further comprising;

concurrently sending multicast traffic from a multicast

source device to a plurality of destination devices on
cach P2ZMP LSP of the plurality of PZMP LSPs.

3. The method of claim 1, wherein the traffic-engineering
constraint comprises one or more of an amount of bandwidth,
link color, priority, and class type.

4. The method of claim 1, wherein the plurality of maxi-
mally redundant trees comprises a pair of spanning trees that
share a least number of links possible and share a least num-
ber of nodes possible.

5. The method of claim 4, wherein the plurality of maxi-
mally redundant trees comprises a pair of spanning trees that
are link disjoint and node disjoint.

6. The method of claim 1, wherein a maximally redundant
tree of the plurality of maximally redundant trees comprises a
plurality of branches, and wherein establishing the plurality
of P2ZMP LSPs along the maximally redundant trees com-
prises establishing the plurality of P2MP LSPs along a subset
of the plurality of branches of the maximally redundant tree.

7. The method of claim 1, further comprising, by the
ingress network device, periodically re-calculating the plu-
rality of maximally redundant trees to determine whether a
more optimal plurality of maximally redundant trees exists on
the network graph.

8. The method of claim 1, further comprising;

detecting a change to a network topology yielding a modi-

fied network graph; and

with the ingress network device, automatically re-calculat-

ing the plurality of maximally redundant trees based on
the modified network graph.

9. The method of claim 1, further comprising:

prior to calculating the plurality of maximally redundant

trees on the network graph, moditying the network
graph to remove links from the network graph that do not
satisly the traffic-engineering constraint to obtain a
modified network graph, wherein calculating the plural-
ity of maximally redundant trees based on the network
graph comprises calculating the plurality of maximally
redundant trees based on the modified network graph.

10. The method of claim 1, further comprising using a
resource reservation protocol to establish the P2MP LSPs.

11. The method of claim 10, wherein the resource reserva-
tion protocol comprises the Resource Reservation Protocol
with Trailic Engineering extensions (RSVP-TE).

12. The method of claim 1, wherein establishing the plu-
rality of P2MP LSPs comprises:

sending resource reservation requests to label-switching

routers (LSRs) along each of the maximally redundant
trees, wherein the resource reservation requests each
include an identifier associating the requests with the
respective maximally redundant tree; and
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receiving resource reservation messages in response to the
resource reservation requests that specily reserved
resources and labels allocated to the respective one of
the plurality of P2ZMP LSPs to be used for forwarding
network traffic to corresponding next hops, wherein the
resource reservation messages each include an identifier
associating the messages with the respective maximally
redundant tree.

13. The method of claim 1, wherein the traific engineering

constraint comprises one of:
a maximum link bandwidth for each of the one or more
network links, wherein the maximum link bandwidth
defines a maximum amount of bandwidth capacity asso-
ciated with a network link;
a residual bandwidth for each of the one or more network
links, wherein the residual bandwidth defines an amount
of bandwidth capacity for a network link that 1s a maxi-
mum link bandwidth less a bandwidth of the network
link reserved by operation of a resource reservation pro-
tocol; and
an available bandwidth for each of the one or more network
links, wherein the available bandwidth defines an
amount of bandwidth capacity for the network link that
1s neither reserved by operation of a resource reservation
protocol nor currently being used by the first router to
forward traific using unreserved resources.
14. The method of claim 1, wherein the ingress network
device comprises the network device that computes the plu-
rality of maximally redundant trees.
15. A network device comprising:
a Processor;
a constrained maximally redundant tree module config-
ured for execution by the processor to calculate a plu-
rality of maximally redundant trees from the network
device to a plurality of egress network devices based on
a network graph, 1n which each of the plurality of maxi-
mally redundant trees comprises a spanmng tree to the
plurality of egress network devices rooted at the network
device, wherein each of the maximally redundant trees 1s
calculated to comprise a point to multipoint (P2ZMP)
path from the network device to the plurality of egress
network devices that 1s as disjoint as possible from a
respective P2ZMP path from the network device to the
plurality of egress network devices for each other one of
the plurality of maximally redundant trees, and wherein
the maximally redundant trees are calculated such that
cach link along each of the plurality of maximally redun-
dant trees satisfies a specified traific-engineering con-
straint,
wherein the constrained maximally redundant tree module
1s configured to, 1n response to determining that the
plurality of maximally redundant trees includes at least
one node whose removal partitions a network repre-
sented by the network graph:
modily the specified traffic-engineering constraint to
have a less restrictive value;

modily the network graph to add links to the network
graph that satisiy the modified trailic-engineering
constraint to obtain a modified network graph; and

re-calculate at least a portion of the plurality of maxi-
mally redundant trees based on the modified network
graph to obtain a plurality of maximally redundant
trees 1n which at least two nodes must be removed
belfore the network 1s partitioned; and

a resource reservation protocol module configured for
execution by the processor to establish a plurality of

P2MP label switched paths (LSPs) from the network
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device as an ingress network device to the plurality of
egress network devices along each of the plurality of
maximally redundant trees 1n which at least two nodes
must be removed before the network 1s partitioned,
wherein each of the P2ZMP LSPs corresponds to a dif-
ferent one of the plurality of maximally redundant trees
in which at least two nodes must be removed before the
network 1s partitioned.

16. The network device of claim 15, further comprising a
forwarding component that concurrently sends multicast trai-
fic from a multicast source device to a plurality of destination
devices on each P2ZMP LSP of the plurality of P2MP LSPs.

17. The network device of claim 15, wherein the plurality
of maximally redundant trees comprises a pair of spanning
trees that share a least number of links possible and share a
least number of nodes possible.

18. The network device of claim 15, wherein the con-
strained maximally redundant tree module automatically
recalculates the plurality of maximally redundant trees based
on the modified network graph upon the network device
detecting a change to a network topology vielding a modified
network graph.

19. A non-transitory computer-readable storage medium
comprising instructions for causing a programmable proces-
SOr to:

calculate a plurality of maximally redundant trees from an

ingress network device to a plurality of egress network
devices based on a network graph, 1n which each of the
plurality of maximally redundant trees comprises a
spanning tree to the plurality of egress network devices
rooted at the ingress network device, wherein each of the
maximally redundant trees 1s calculated to comprise a
point to multipoint (P2ZMP) path from the ingress net-
work device to the plurality of egress network devices
that 1s as disjoint as possible from a respective P2MP
path from the 1ngress network device to the plurality of
egress network devices for each other one of the plural-
ity of maximally redundant trees, and wherein the maxi-
mally redundant trees are calculated such that each link
along each of the plurality of maximally redundant trees
satisfies a specified traffic-engineering constraint;

in response to determining that the plurality of maximally

redundant trees includes at least one node whose

removal partitions a network represented by the network

graph:

modily the specified traific-engineering constraint to
have a less restrictive value;

modily the network graph to add links to the network
graph that satisiy the modified traific-engineering
constraint to obtain a modified network graph; and

re-calculate at least a portion of the plurality of maxi-
mally redundant trees based on the modified network
graph to obtain a plurality of maximally redundant
trees 1n which at least two nodes must be removed
before the network 1s partitioned; and

establish a plurality of P2MP label switched paths (LSPs)

from the ingress network device to the plurality of egress
network devices along each of the plurality of maxi-
mally redundant trees, wherein each of the P2MP LSPs
corresponds to a different one of the plurality of maxi-
mally redundant trees.

20. The method of claim 1, further comprising repeatedly
moditying the specified tratfic-engineering constraint, modi-
tying the network graph, and re-calculating at least a portion
of the plurality of maximally redundant trees until obtaining
the plurality of maximally redundant trees 1n which at least
two nodes must be removed before the network 1s partitioned.
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21. The method of claim 1, wherein modifying the speci-
fied traflic-engineering constraint to have the less restrictive
value comprises modifying the specified traific-engineering
constraint for only a certain part of the maximally redundant
trees that includes the at least one node whose removal par- 53
titions the network.

20



	Front Page
	Drawings
	Specification
	Claims

