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MEMORY ACCESS CONTROL CIRCUIT,
PREFETCH CIRCUI'T, MEMORY DEVICE
AND INFORMATION PROCESSING SYSTEM

BACKGROUND

The present disclosure relates to a memory access control
circuit, and more particularly, to a memory access control
circuit, prefetch circuit, memory device and information pro-
cessing system for gaining burst access to a memory.

A processor uses a memory both as an instruction storage
arca and as a data storage area. Therefore, 1t 1s necessary for
the processor to access the memory highly frequently during
the execution of a program. In order to reduce the burden on
the memory resulting from such frequent accesses, a cache
memory 1s provided between the processor and memory. A
cache memory manages a plurality of continuous words as a
line. Therefore, the plurality of words are filled altogether at
the time of a cache mishit. At this time, a burst transfer 1s used
to transfer data from the memory.

In order to achieve transier of a plurality of words using a
burst transfer, a system 1s known which can change the
sequence of the words to be transierred by using the wrap-
around function adapted to wrap around the addresses 1n a

specific range. For example, a data processor has been pro-

posed which allows different types of burst transier such as
tour-burst wrap (WRAP4), eight-burst wrap (WRAPS) and

16-burst wrap (WRAP16) to be specified (refer, for example,
to Japanese Patent Laid-Open No. 2006-155488).

SUMMARY

As the memory becomes increasingly layered, a prefetch
buffer may be provided between the cache memory and
memory. In this case, the size in which the prefetch butifer 1s
managed 1s likely larger than the line size of the cache
memory, thus resulting 1n a larger burst transfer size. For
example, 1f the processor requests a four-burst wrap, 1t 1s
likely that the pretetch bufier may request a 16-burst wrap to
the memory. If the wraparound function 1s used 1n this case,
and 1f the start address 1s the third word as illustrated 1n FIG.
7A, the remaining zeroth to second words are not transferred
quickly, thus causing the processor to stall.

The present disclosure has been made 1n light of the fore-
going, and it 1s desirable, when generating a wraparound
memory access request, different 1n size from the original, to
perform start address conversion so as to reduce the processor
stall cycles.

According to a first mode of the present disclosure, there
are provided a memory access control circuit, prefetch butier,
memory device and information processing system. Each of
the memory access control circuit, memory device and infor-
mation processing system includes a determination section,
request generation section and address conversion section.
The determination section determines whether a target
requested by a first wraparound memory access request from
a processor 1s stored 1n the prefetch butifer. The request gen-
cration section generates a second wraparound memory
access request including the target 11 it 1s determined that the
target 1s not stored in the prefetch butiler. The address conver-
s10n section converts the start address of the first wraparound
memory access request according to predetermined rules for
use as a start address of the second wraparound memory
access request. This speeds up the time it takes to complete
the response to the first wraparound memory access request,
thus providing reduced processor stall cycles.

10

15

20

25

30

35

40

45

50

55

60

65

2

Further, 1in the first mode, the address conversion section
may achieve the address conversion by replacing a lower bit

portion of the unit of burst of the start address of the first
wraparound memory access request with a predetermined
value. In this case, the address conversion section may
achieve the address conversion by replacing, of the start
address of the first wraparound memory access request, the
lower bit portion appropriate 1n length to the wraparound size
of the first wraparound memory access request with the pre-
determined value. Further, the address conversion section
may achieve the address conversion by replacing the lower bit
portion of the start address of the first wraparound memory
access request with zeros.

In particular, 1f the first wraparound memory access
request 1s intended to request a four-burst wraparound, and 11
the second wraparound memory access request 1s intended to
request a 16-burst wraparound, the address conversion sec-
tion may achieve the address conversion by replacing the
lower two bits of the unit of burst of the start address of the
first wraparound memory access request with zeros.

Further, if the first wraparound memory access request 1s
intended to request a four-burst wraparound, and 11 the second
wraparound memory access request 1s intended to request an
eight-burst wraparound, the address conversion section may
achieve the address conversion by replacing the lower two
bits of the unit of burst of the start address of the first wrap-
around memory access request with zeros.

Still further, 1f the first wraparound memory access request
1s intended to request an eight-burst wraparound, and 11 the
second wraparound memory access request 1s intended to
request a 16-burst wraparound, the address conversion sec-
tion may achieve the address conversion by replacing the
lower three bits of the unmit of burst of the start address of the
first wraparound memory access request with zeros.

The present disclosure performs start address conversion
when generating a wraparound memory access request, dif-
ferent 1n si1ze from the original, thus providing reduced pro-
cessor stall cycles.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a diagram 1llustrating a configuration example of
an information processing system according to embodiments
ol the present disclosure;

FIG. 2 1s a diagram 1llustrating a configuration example of
a bus master interface according to the embodiments of the
present disclosure;

FIG. 3 1s a diagram 1illustrating the content of an HBURST
[2:0] signal;

FIG. 4 1s a diagram 1llustrating a configuration example of
a prefetch circuit 1in the embodiments of the present disclo-
Sure;

FIGS. SA to 8D are diagrams illustrating the correspon-
dence between wraparound memory access requests 1n a first
embodiment of the present disclosure;

FIG. 6 1s a diagram 1illustrating the rules for converting a
wraparound memory access request in the first embodiment
ol the present disclosure;

FIGS. 7A and 7B are diagrams illustrating an example of
timing of wraparound memory access requests 1n the first
embodiment of the present disclosure;

FIGS. 8A to 8D are diagrams illustrating the correspon-
dence between wraparound memory access requests 1n a sec-
ond embodiment of the present disclosure;

FIG. 9 1s a diagram 1llustrating the rules for converting a
wraparound memory access request in the second embodi-
ment of the present disclosure;
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FIGS. 10A and 10B are diagrams illustrating the corre-
spondence between wraparound memory access requests 1n a
third embodiment of the present disclosure; and

FIG. 11 1s a diagram 1llustrating the rules for converting a
wraparound memory access request 1n the third embodiment
of the present disclosure.

DETAILED DESCRIPTION OF THE PREFERRED
EMBODIMENTS

A description will be given below of the modes for carrying
out the present disclosure (heremnafter referred to as the
embodiments). The description will be given 1n the following
order.

1. First embodiment (example in which WRAP16 1s gener-
ated from WRAP4)

2. Second embodiment (example in which WRAPS 1s gener-
ated from WRAP4)

3. Third embodiment (example 1n which WRAP16 15 gener-
ated from WRAPR)

<1. First Embodiment>

[ Configuration of the Information Processing System ]

FI1G. 1 1s a diagram 1llustrating a configuration example of
an mformation processing system according to embodiments
of the present disclosure. This information processing system
includes a processor 100, clients 110 to 130, a pretetch circuit
200, a memory bus 300, a memory controller 400 and a
memory 500.

The processor 100 executes a process according to the
instructions of a program. The instructions of the program are
stored 1n an 1nstruction storage area of the memory 500. On
the other hand, data necessary for the process 1s stored 1n a
data storage area of the memory 500. Part of the copy of the
contents of the instruction storage area and data storage area
1s stored 1n the prefetch circuit 200. Further, the processor 100
incorporates a cash memory 101 and part of the copy of the
contents of the instruction storage area and data storage area
in the memory 500 1s stored therein. Further, the processor
100 incorporates a bus master interface 102 to exchange data
with the memory bus 300.

The pretetch circuit 200 prefetches and stores part of the
copy of the contents of the instruction storage area and data
storage area. As described later, the prefetch circuit 200 con-
verts the size and start address of a wraparound memory
access request from the processor 100 and outputs the con-
verted size and start address to the memory bus 300.

The memory bus 300 connects together the prefetch circuit
200 connected to the processor 100, the clients 110 to 130
other than the processor 100, and the memory controller 400.
We assume here that a unified memory system 1s used. How-
ever, the present disclosure 1s not limited thereto.

The memory controller 400 controls access to the memory
500. The memory 500 1s shared among the processor 100 and
other clients 110 to 130.
| Bus Master Interface]

FIG. 2 1s a diagram 1illustrating a configuration example of
the bus master mtertace 102 according to the embodiments of
the present disclosure. The bus master interface 102 1s com-
pliant with the AHB (Advanced High-performance Bus) bus
master interface from ARM Ltd. However, the present disclo-
sure 1s not limited thereto and 1s applicable to other types of
buses adapted to gain wraparound memory access such as the
AXI (Advanced eXtensible Interface) bus and OCP (Open
Core Protocol) bus.

An HGRANT signal indicates that the bus transier is
granted by the arbiter. An HREADY signal indicates that the

current transier 1s complete. An HRESP[1:0] s1ignal indicates
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the transter status. An HRESE'Tn signal 1s used to perform a
global reset. It should be noted that “n” at the end of the signal

indicates that the signal 1s low active.
An HCLK signal 1s a bus clock input signal. An HCLKEN
signal 1s a bus clock enable signal. An HRDATA[31:0] signal

1s a read data input signal from the memory 500.

An HBUSREQ signal 1s used to request bus transfer to the
arbiter. An HLOCK signal indicates that the access 1s locked.
An HTRANS[1:0] signal indicates the current transter type.

An HADDR[31:0] signal 1s an address signal adapted to
output a read or write address to the memory 500. In the case
of burst transfer, this address signal indicates a start address.
An HWRITE signal indicates whether the current direction of
transier 1s the write or read direction. An HSIZE[2:0] signal
indicates the current transfer size. An HBURST][2:0] signal
indicates the current transter burst length. An HPROT[3:0]
signal 1s a protection control signal. An HWDATA[31:0] s1g-
nal 1s a write data output signal to the memory 3500.

FIG. 3 1s a diagram 1illustrating the content of the HBURST
[2:0] signal. If the HBURST[2:0] signal indicates “3'b000,”

this means single transfer (SINGLE). It should be noted that
“n'b0 - - - 0” represents an n-digit (three-digit in this case) bat
sequence. I the HBURST]2:0] signal indicates “3'b001,” this
means incremental burst transier (INCR) with no length
specification. In incremental burst transier, a fixed value 1s
added to the address of each burst transierred. If the HBURST
[2:0] signal indicates “3'b010,” this means four-burst wrap-
around burst transter (WRAP4). A wraparound burst transier
1s designed to allow the address 1n a specific range to be added
and wrap around the wrap boundary. Here, the term “wrap-
around memory access’ 1s treated as having the same mean-
ing as the term “wraparound burst transfer.”

If the HBURST]2:0] signal indicates “3'b011,” this means
four-burst incremental burst transter (INCR4). If the
HBURST[2:0] signal indicates “3'b100,” this means ei1ght-
burst wraparound burst transier (WRAPS). If the HBURST
[2:0] signal indicates “3'b101,” this means eight-burst incre-
mental burst transfer (INCRS). If the HBURST[2:0] si1gnal
indicates “3'b110,” this means 16-burst wraparound burst
transter (WRAP16). If the HBURST][2:0] signal indicates
“3'b111,” this means 16-burst incremental burst transfer
(INCR16).
|Configuration of the Prefetch Circuit]

FIG. 4 1s a diagram 1llustrating a configuration example of
the prefetch circuit 200 1n the embodiments of the present
disclosure. The pretfetch circuit 200 includes a prefetch buifer
210, a tag management section 220, a hit determination sec-
tion 230, a request generation section 240 and an address
conversion section 250.

The prefetch buffer 210 stores part of the copy of the
contents of the mstruction storage area and data storage area
of the memory 500 that are provided for the processor 100.
We assume that the size 1n which the prefetch butier 210 1s
managed 1s larger than the line size of the cache memory 101
of the processor 100.

The tag management section 220 manages the address tags
of the targets (instructions or data) stored in the prefetch
buifer 210. Some of a plurality of higher bits of the target
address field 1s used as a tag.

The hit determination section 230 determines whether a
memory access from the processor 100 hits the prefetch
buifer 210. That 1s, the prefetch bufier 210 1s hit when the
target (instruction or data) ol a memory access from the
processor 100 1s stored in the prefetch butler 210, and the
prefetch butler 210 1s mishait 1f the target 1s not stored therein.
The hit determination section 230 determines whether the
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prefetch buttfer 210 1s hit by referencing the HADDR_1[31:0]
signal from the processor 100.

The request generation section 240 generates a memory
access request to the memory 500 1n accordance with a
memory access request from the processor 100. If the hait
determination section 230 determines that the prefetch buifer
210 1s mishit, the request generation section 240 generates an
HBURST_0O[2:0] signal representing a new burst type based
on an HBURST_I[2:0] signal representing the burst type

from the processor 100. In this first embodiment, 1f the
HBURST_I[2:0] signal indicates “WRAP4,” “WRAP16” 1s

output as the HBURST_QOJ2:0] signal.

The address conversion section 2350 converts the burst
transier start address of a wraparound memory access request
from the processor 100. If the hit determination section 230
determines that the prefetch butfer 210 1s mishit, the address
conversion section 2350 converts an HADDR_1[31:0] signal
representing the start address from the processor 100 accord-
ing to predetermined rules, thus generating an HADDR_O
[31:0] signal representing a new start address. As a specific

example of address conversion, a lower bit portion of the unit
of burst of the start address of the HADDR_1[31:0] signal
may be replaced with a predetermined value (e.g., zeros). The
lower bit portion 1s appropriate in length to the wraparound
s1ze of the wraparound memory access request. In the first

embodiment, the wraparound size from the processor 100 1s
tour bursts. Theretore, the lower two bits (HADDR_I[3:2]) of
the unit of burst of the start address of the HADDR_I[31:0]
signal are replaced with zeros. As will be described later, 11 the
wraparound size from the processor 100 1s eight bursts, the
lower three bits (HADDR_1[4:2]) of the unit of burst of the
start address of the HADDR_I[31:0] signal are replaced with
zeros. That 1s, 1f the wraparound size from the processor 100
1s 2" bursts, the lower m bits (HADDR _I[ (m+1 ):2]) of the unit
of burst of the start address of the HADDR_I[31:0] signal are
replaced with zeros. It should be noted that, for the portion
other than the replaced one, the value of the HADDR_I[31:0]
signal 1s used 1n an “as-1s” manner, thus generating the HAD-
DR_O[31:0] signal.

|[Response Timing to the Wraparound Memory Access
Request]|

FIGS. 5A to 5D are diagrams illustrating the correspon-
dence between wraparound memory access requests in the
first embodiment of the present disclosure. This first embodi-
ment i1llustrates an example 1n which the wraparound memory
access request from the processor 100 1s a WRAP4, and the
wraparound memory access request from the prefetch circuit
200 1s a WRAPI6.

FIG. 5A 1llustrates the correspondence when the start
address of the wraparound memory access request from the
processor 100 1s one of “0”” to “3.” In this case, 1t 1s possible
to complete a four-burst transter with an additional latency of
one of “+0” to “+3” by fixing the start address of the response
to the prefetch circuit 200 to “0.”

FIG. 5B illustrates the correspondence when the start
address of the wraparound memory access request from the
processor 100 1s one of “4” to *7.” In this case, it 1s possible
to complete a four-burst transfer with an additional latency of
one of “+0” to “4+3” by fixing the start address of the response
to the prefetch circuit 200 to “4.”

FIG. 5C illustrates the correspondence when the start
address of the wraparound memory access request from the
processor 100 1s one of “8” to “11.” In this case, 1t 1s possible
to complete a four-burst transfer with an additional latency of
one of “+0” to “+3” by fixing the start address of the response

to the prefetch circuit 200 to “8.”
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FIG. 5D illustrates the correspondence when the start
address of the wraparound memory access request from the
processor 100 1s one of <127 to “13.” In this case, 1t 1s possible
to complete a four-burst transfer with an additional latency of
one of “+0” to “+3” by fixing the start address of the response
to the prefetch circuit 200 to “12.”

FIG. 6 1s a diagram 1llustrating rules for converting a wrap-
around memory access request 1n the first embodiment of the
present disclosure. That 1s, 1f an HBURST_I[2:0] signal rep-
resenting the burst type from the processor 100 indicates
“WRAP4,” an HBURST_0O]2:0] signal representing a new
burst type indicates “WRAP16.” Further, the lower two bits
(HADDR_I[3:2]) of the unit of burst of the HADDR _I[31:0]
signal representing the start address from the processor 100
are replaced with zeros, thus generating the HADDR_OJ31:
0] signal.

In this case, the additional latency 1s one of “+0” to “+3.”
Therefore, an additional latency 1s only three cycles long even
in the worst possible case. In contrast, if the start address of
the wraparound memory access request from the processor
100 15 used 1n an ““as-1s” manner, a stall period of up to 12
cycles may occur.

FIGS. 7A and 7B are diagrams illustrating an example of
timing of wraparound memory access requests 1n the first
embodiment of the present disclosure. Here, the burst type
from the processor 100 1s “WRAP4,” and the burst type from
the prefetch circuit 200 1s “WRAP16.” Further, the start
address of the wraparound memory access request from the
processor 100 1s “3.”

FIG. 7A 1llustrates a timing assuming that the start address
of the wraparound memory access request from the processor
100 1s output 1n an “as-1s” manner to the memory 500. In this
case, a burst “3” can be quickly recerved. However, a latency
occurs before bursts “0” and onward are recetved, thus result-
ing 1n a stall period of 12 cycles of the processor 100.

For this reason, the burst transier 1s completed earlier by
fixing the start address of the wraparound memory access
request from the prefetch circuit 200 to “0” as 1llustrated in
FIG. 7B. In this case, an additional latency of three cycles
occurs before the burst “3” 1s recetved. However, the bursts
“0” and onward are already available. Therefore, 1t 1s possible
to complete a burst transter with no further latency. That 1s, 1t
1s clear that this example provides nine-cycle performance
improvement.

As described above, the first embodiment of the present
disclosure replaces the lower two bits of the unit of burst of
the start address with zeros when generating a WRAP16 from
a WRAPA4, thus providing reduced processor stall cycles.

2. Second Embodiment

A description will be given 1n this second embodiment of
an example in which the wraparound memory access request
from the processor 100 1s a WRAP4, and the wraparound
memory access request from the prefetch circuit 200 1s a
WRAPS. The information processing system 1s 1dentical 1n
configuration to that in the first embodiment.

[Response Timing to the Wraparound Memory Access
Request]

FIGS. 8A to 8D are diagrams illustrating the correspon-
dence between wraparound memory access requests in the
second embodiment of the present disclosure. The second
embodiment 1s 1dentical to the first embodiment except that
the wraparound memory access request from the prefetch
circuit 200 1s a WRAPS.

FIG. 8A 1illustrates the correspondence when the start
address of the wraparound memory access request from the
processor 100 1s one of “0”” to “3.” In this case, 1t 1s possible
to complete a four-burst transter with an additional latency of
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one of “+0” to “+3” by fixing the start address of the response
to the prefetch circuit 200 to “0.”

FIG. 8B illustrates the correspondence when the start
address of the wraparound memory access request from the
processor 100 1s one of “4” to 7. In this case, 1t 1s possible
to complete a four-burst transfer with an additional latency of
one of “+0” to “+3” by fixing the start address of the response
to the prefetch circuit 200 to “4.”

FIG. 8C 1illustrates the correspondence when the start
address of the wraparound memory access request from the
processor 100 1s one of “8” to “11.” In this case, 1t 1s possible
to complete a four-burst transfer with an additional latency of
one of “+0”” to “+3” by fixing the start address of the response
to the prefetch circuit 200 to “8.”

FIG. 8D 1illustrates the correspondence when the start
address of the wraparound memory access request from the
processor 100 1s one of 127 to “13.” In this case, 1t 1s possible
to complete a four-burst transfer with an additional latency of
one of “+0” to “4+3” by fixing the start address of the response
to the prefetch circuit 200 to “12.

FIG. 9 1s a diagram 1illustrating the rules for converting a
wraparound memory access request in the second embodi-
ment of the present disclosure. That 1s, 1iithe HBURST _1[2:0]
signal representing the burst type from the processor 100
indicates “WRAP4,” the HBURST_O[2:0] signal represent-
ing a new burst type indicates “WRAPRS.” Further, the lower
two bits (HADDR_I[3:2]) of the unit of burst of the HAD-
DR_I[31:0] signal representing the start address from the
processor 100 are replaced with zeros, thus generating the
HADDR_O[31:0] signal.

In this case, the additional latency 1s one of “+0” to “+3” as
in the first embodiment. Therefore, an additional latency 1s
only three cycles long even in the worst possible case. In
contrast, 1 the start address of the wraparound memory
access request from the processor 100 1s used 1n an “as-1s”
manner, a latency of up to four cycles may occur.

As described above, the second embodiment of the present
disclosure replaces the lower two bits of the unmit of burst of
the start address with zeros when generating a WRAPS from
a WRAP4, thus providing reduced processor stall cycles.

3. Third Embodiment

A description will be given 1n this third embodiment of an
example in which the wraparound memory access request
from the processor 100 1s a WRAPS, and the wraparound
memory access request from the prefetch circuit 200 1s a
WRAPI16. The information processing system 1s 1dentical 1n
configuration to that in the first embodiment.

[Response Timing to the Wraparound Memory Access
Request]

FIGS. 10A and 10B are diagrams 1illustrating the corre-
spondence between wraparound memory access requests 1n
the third embodiment of the present disclosure.

FIG. 10A illustrates the correspondence when the start
address of the wraparound memory access request from the
processor 100 1s one of “0” to *7.” In this case, it 1s possible
to complete an eight-burst transier with an additional latency
of one of “+0” to “+7” by fixing the start address of the
response to the pretetch circuit 200 to “0.”

FIG. 10B 1illustrates the correspondence when the start
address of the wraparound memory access request from the
processor 100 1s one of “8” to “135.” In this case, 1t 1s possible
to complete an eight-burst transier with an additional latency
of one of “+0” to “+7” by fixing the start address of the
response to the prefetch circuit 200 to “8.”

FIG. 11 1s a diagram 1llustrating the rules for converting a
wraparound memory access request 1n the third embodiment

of the present disclosure. That 1s, if the HBURST I[2:0]
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signal representing the burst type from the processor 100
indicates “WRAPS,” the HBURST_O]2:0] signal represent-
ing a new burst type indicates “WRAP16.” Further, the lower
three bits (HADDR_I[4:2]) of the unit of burst of the HAD-
DR_1I[31:0] signal representing the start address from the
processor 100 are replaced with zeros, thus generating the
HADDR_0O[31:0] signal.

In this case, the additional latency 1s one of “+0” to “+7.”
Therefore, an additional latency 1s only seven cycles long
even 1n the worst possible case. In contrast, 11 the start address
of the wraparound memory access request from the processor
100 15 used 1n an “as-1s” manner, a latency of up to 12 cycles
may OCCUr.

As described above, the third embodiment of the present
disclosure replaces the lower three bits of the unit of burst of
the start address with zeros when generating a WRAP16 from
a WRAPS, thus providing reduced processor stall cycles.

It should be noted that although a bus master interface
compliant with the AHB bus master interface has been taken
as an example 1n the embodiments of the present disclosure,
the present disclosure 1s not limited thereto. The present dis-
closure 1s also applicable to other types of buses adapted to
gain wraparound memory access such as the AXI bus and
OCP bus.

It should be noted that the embodiments of the present
disclosure are merely examples for embodying the present
disclosure. As has been explicitly pointed out 1n the embodi-
ments of the present disclosure, there are correspondences
between the features of the embodiments of the present dis-
closure and the specific features of the disclosure set forth 1n
the claims. Sumilarly, there are correspondences between the
specific features of the disclosure set forth 1n the claims and
the 1dentically named features of the embodiments of the
present disclosure. It should be noted, however, that the
present disclosure 1s not limited to the embodiments but may
be embodied by modilying the embodiments in various man-
ners without departing from the scope of the present disclo-
sure.

The present application contains subject matter related to
that disclosed in Japanese Priority Patent Application JP
2011-004221 filed 1n the Japan Patent Office on Jan. 12,2011,
the entire content of which 1s hereby incorporated by refer-
ence.

What 1s claimed 1s:
1. A memory access control circuit comprising:
one or more processors operable to:
determine whether a target, requested by a first wrap-
around memory access request by the one or more
processors to a memory, 1s stored 1n a prefetch butfer;
generate a second wraparaound memory access
request, by the prefetch buffer to the memory, includ-
ing the target based on determining that the target 1s
not stored 1n the prefetch butler;
and covert a start address of the first wraparound
memory access request for use as a start address of the
second wraparound memory access request 1n an
event a wraparound size of the first wraparound
memory access request by the one or more processors
1s different from a wraparound size of the second
wraparound memory access request by the prefetch
butter;
wherein the wraparound size of the one or more proces-
sors 1s 27 bursts, and m bits starting from the least
significant bit of the start address of the first wrap-
around memory access request are replaced with
zeroes to generate the start address of the second
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wraparound memory access request, wherein a value
of m 1s based on the wraparound size of the first
memory access request.

2. The memory access control circuit of claim 1, wherein 1t
the first wraparound memory access request 1s intended to
request a four-burst wraparound, and 1f the second wrap-
around memory access request 1s intended to request a six-
teen-burst wraparound, the one or more processors are oper-
able to convert the start address of the first wraparound
memory access request by replacing the lower two bits of the
unit of burst of the start address of the first wraparound
memory access request with zeroes.

3. The memory access control circuit of claim 1, wherein 1t
the first wraparound memory access request 1s to request a
four-burst wraparound, and 1f the second wraparound
memory access request 1s to request an eight-burst wrap-
around, the one or more processors are operable to convert the
start address of the first wraparound memory access request
by replacing the lower two bits of the unit of burst of the start
address of the first wraparound memory access request with
Zeroes.

4. The memory access control circuit of claim 1, wherein 1t
the first wraparound memory access request 1s to request an
eight-burst wraparound, and 1f the second wraparound
memory access request 1s to request a sixteen-burst wrap-
around, the one or more processors are operable to convert the
start address of the first wraparound memory access request
by replacing the lower three bits of the unit of burst of the start
address of the first wraparound memory access request with
Zeroes.

5. A prefetch circuit comprising:

a prefetch butler; and

one or more processors operable to:

determine whether a target, requested by a first wrap-
around memory access request by the one or more
processors to a memory, 1s stored in the prefetch
butter;

generate a second wraparound memory access request,
by the prefetch buffer to the memory, including the
target based on determining that the target 1s not
stored 1n the prefetch buifer; and

convert a start address of the first wraparound memory
access request according to predetermined ruled for
use as a start address of the second wraparound
memory access request 1n an event a wraparound size
of the first wraparound memory access request by the
one or more processors 1s different from a wrap-
around size of the second wraparound memory access
request by the prefetch butfer,

wherein the wraparound size of the one or more proces-
sors 1s 27 bursts, and m bits starting from the least
significant bit of the start address of the first wrap-
around memory access request are replaced with
zeroes to generate the start address of the second
wraparound memory access request, wherein a value
of m 1s based on the wraparound size of the first
memory access request.

6. A memory device comprising:

a memory;

a prefetch butfer adapted to store a copy of a part of the

memory; and

one or more processors operable to:
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determine whether a target, requested by a first wrap-
around memory access request by the one or more
processors to the memory, 1s stored 1n the prefetch

butter;

generate a second wraparound memory access request,
by the prefetch butier to the memory, including the
target to the memory based on determining that the
target 1s not stored 1n the prefetch butfer; and

convert the start address of the first wraparound memory
access request according to predetermined rules for
use as a start address of the second wraparound
memory access request 1n an event a wraparound size
of the first wraparound memory access request by the
one or more processors 1s different from a wrap-
around size of the second wraparound memory access
request by the prefetch butfer,

wherein the wraparound size of the one or more proces-
sors 15 2" bursts, and m bits starting from the least
significant bit of the start address of the first wrap-
around memory access request are replaced with
zeroes to generate the start address of the second
wraparound memory access request, wherein a value
of m 1s based on the wraparound size of the first
memory access request.

7. An 1information processing system comprising;:

a memory;

a prefetch buffer adapted to store a copy of part of the

memory;

one or more processors operable to:

determine whether a target, requested by a first wrap-
around memory access request by the one or more
processors to the memory, 1s stored 1n the prefetch
butter;

generate a second wraparound memory access request,
by the prefetch butier to the memory, including the
target to the memory based on determiming that the
target 1s not stored 1n the prefetch butfer; and

convert a start address of the first wraparound memory
access request for use as a start address of the second
wraparound memory access request 1 an event a
wraparound size of the first wraparound memory
access request by the one or more processors 1s dif-
ferent from a wraparound size of the second wrap-
around memory access request by the prefetch butfer,

wherein the wraparound size of the one or more proces-
sors 1s 27 bursts, and m bits starting from the least
significant bit of the start address of the first wrap-
around memory access request are replaced with
zeroes to generate the start address of the second
wraparound memory access request, wherein a value
of m 1s based on the wraparound size of the first
memory access request.

8. The memory access circuit of claim 1, wherein the one or
more processors are operable to manage address tags of tar-
gets stored 1n the prefetch builer.

9. The memory access circuit of claim 1, wherein the one or
more processors are operable to determine whether the target
of a memory access request 1s stored in the prefetch butfer.

10. The memory access circuit of claim 1, wherein the
conversion 1s based on a transier burst length for the second
wraparound memory access request, the transier burst length
being based on a previous transier burst length for the first
wraparound memory access request.
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