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(57) ABSTRACT

A workload that can be processed with a resource amount
available 1n a physical server 1s estimated. An information
processing apparatus 20 imncludes a performance information
storage unit 25 that stores information indicating each of
plural types of workloads and a resource amount of the physi-
cal server allocated to each of the workloads when the work-
loads are run 1n a physical server 30, in a manner to be
associated with each other, an acquiring umt 21 that acquires
a resource amount available in the physical server 30, a com-
parison unit 22 that selects at least one stored work load, and
compares the available resource amount with the resource
amount associated with the selected workload, and a first
extraction unit 23 that extracts the selected workload 1f the

compared resource amount 1s less than or equal to the avail-
able resource amount.

10 Claims, 9 Drawing Sheets
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FIG. 2
No . WORKLOAD TYPE | CPU MEMORY HDD COMMUNICATION
1 WORKLOAD A 6 256 10 0
2 WORKLOAD A | 12 256 10 0
3 WORKLOAD A 18 256 20 0
[
I |
31 WORKILOAD D 10 512 20 20
32 WORKLOAD D 12 ! 512 20 40
33 WORKLOAD D 14 512 20 60
|
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FIG. 5
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FIG. 6
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INFORMATION PROCESSING APPARATUS
AND INFORMATION PROCESSING METHOD

CROSS REFERENCE TO RELATED
APPLICATIONS

This application 1s a National Stage of International Appli-
cation No. PCT/JP2011/000097 filed Jan. 12, 2011, claiming

priority based on Japanese Patent Application No. 2010-
018990, filed Jan. 29, 2010, the contents of all of which are
incorporated herein by reference 1n their entirety.

TECHNICAL FIELD

The present invention relates to an information processing,
apparatus and an information processing method.

BACKGROUND ART

In recent years, with the aim of improving processing eifi-
ciency and enhancing availability, information processing
systems have been configured 1n a manner that can delegate
processing from one physical server to the other physical
server. In such cases, it 1s effective to estimate, 1n advance, a
load which the delegated processing puts on the physical
server serving as the delegating destination. More speciii-
cally, 1n the case where the estimated loads do not exceed the
capacity of the physical server serving as the delegating des-
tination, the processing i1s delegated to this physical server, so
that the processing etficiency and the availability of the entire
system can be improved.

As this type of technique, Patent Document 1 (Japanese
Patent No. 4240062) describes an virtual server environment
including plural physical servers operating virtual servers, 1in
which available processing capacities of each of the physical
servers are measured under the same standard.

Further, as this type of technique, Patent Document 2
(Japanese Patent Application Laid-open No. 2005-227932)
describes that the processing amount of integer calculation
and the processing amount of tloating-point calculation made
by an evaluation target software are estimated for plural cal-
culators, thereby estimating the processing time of the evalu-
ation target software.

RELATED ART DOCUMENT

Patent Document

Patent Document 1: Japanese Patent 4240062
Patent Document 2: Japanese Patent Application Laid-open

No. 2005-227932

SUMMARY OF THE INVENTION

Technical Problem

However, the above-described techniques need to be
improved 1n the following points. In Patent Document 2, the
amount of processing of the integer calculation or tloating-
point calculation 1s estimated on the basis of a dedicated index
value, and the estimated amount does not directly indicate the
loads applied to a resource. Thus, the estimation method
described 1n Patent Document 2 1s not appropriate for esti-
mating the workload that can be processed with the resource
amount available in the physical server.

The present mvention has been made 1n view of the cir-
cumstances described above, and an object of the present
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invention 1s to provide an information processing apparatus
and an mnformation processing method capable of estimating
a workload that can be processed with the amount of resource
available 1n the physical server.

Solution to Problem

An information processing apparatus according to one
aspect ol the present invention includes: a performance infor-
mation storage unit that, when plural types of workloads are
run 1n a physical server, stores information indicating each of
the workloads and a resource amount of the physical server
allocated to each of the workloads, in a manner that the
information and the resource amount are associated with each
other; an acquiring unit that acquires an available resource
amount 1n the physical server; a comparison unit that selects
at least one workload from information stored in the perfor-
mance mnformation storage unit, and compares the resource
amount associated with the selected workload with the avail-
able resource amount acquired by the acquiring unit; and a
first extraction unit that extracts the workload selected by the
comparison unit if the resource amount compared by the
comparison unit 1s less than or equal to the available resource
amount.

Further, an imformation processing method according to
another aspect of the present ivention includes computer
implemented processes of: when plural types of workloads
are run 1n a physical server, storing mformation indicating
cach of the workloads and a resource amount of the physical
server allocated to each of the workloads, 1n a manner that the
information and the resource amount are associated with each
other; acquiring an available resource amount 1n the physical
server; selecting at least one workload from the stored work-
loads; comparing a resource amount associated with the
selected workload with the acquired available resource
amount; and extracting the selected workload 1f the compared
resource amount 1s less than or equal to the available resource
amount.

Yet further, a program according to another aspect of the
present mmvention causes a computer to execute processes
including: a first storage process of, when plural types of
workloads are run 1n a physical server, storing information
indicating each of the workloads and a resource amount of the
physical server allocated to each of the workloads, in a man-
ner that the information and the resource amount are associ-
ated with each other; an acquiring process of acquiring an
available resource amount 1n the physical server; a compari-
son process of selecting at least one workload from the work-
loads stored in the first storage process, and comparing a
resource amount associated with the selected workload with
the available resource amount acquired in the acquiring pro-
cess; and a first extraction process of extracting the workload
selected 1n the comparison process if the resource amount
compared 1n the comparison process 1s less than or equal to

the available resource amount.

Eftect of the Invention

The present invention provides an information processing,
apparatus and an information processing method, which esti-
mates a workload that can be processed with a resource
amount available in a physical server.

BRIEF DESCRIPTION OF THE DRAWINGS

The above-described object and other objects, and features
and advantages will be made further clear by the preferred
exemplary embodiment described below and the following
attached drawings.
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FIG. 1 1s a configuration diagram of an information pro-
cessing system according to a first exemplary embodiment.

FIG. 2 1s a diagram 1llustrating a table stored in a perfor-
mance information storage unit according to the first exem-
plary embodiment.

FIG. 3 1s a flowchart 1illustrating an operation tlow of an
information processing apparatus according to the first exem-
plary embodiment.

FIG. 4 1s a configuration diagram of an imformation pro-
cessing system according to a second exemplary embodi-
ment.

FIG. 5 1s a diagram 1illustrating a relationship between the
actually measured resource amount and the calculated per-
formance characteristic value.

FIG. 6 15 a flowchart illustrating an operation flow of an
autonomous control server of the second exemplary embodi-
ment.

FI1G. 7 1s a flowchart illustrating a procedure of obtaining a
combination of values of workloads that make an evaluation
index minimum.

FIG. 8 1s a configuration diagram of an information pro-
cessing system according to a third exemplary embodiment.

FIG. 9 15 a flowchart illustrating an operation flow of an
autonomous control server of the third exemplary embodi-
ment.

DESCRIPTION OF EMBODIMENTS

Hereinbelow, exemplary embodiments of the present
invention will be described with reference to the drawings.
Note that, in all the drawings, the same constituent compo-
nents are denoted with the same reference characters, and
detailed explanation thereot will not be repeated.

First Exemplary Embodiment

First, an information processing system 100 according to a
first exemplary embodiment will be described. FIG. 1 1s a
configuration diagram of the information processing system
100 according to the first exemplary embodiment. The infor-
mation processing system 100 includes an mformation pro-
cessing apparatus 20 capable of receiving and transmitting
various kinds of information, programs and virtual servers
through a communication network 10, and a physical server
30.

The information processing apparatus 20 includes an
acquiring unit 21, a comparison unit 22, a first extraction unit
23, and a storage unit 24. Note that the information processing
apparatus 20 may include constituent components other than
those 1llustrated 1n the drawing.

The storage unit 24 includes a performance information
storage unit 25 that, when plural types of workloads are
performed 1n the physical server 30, stores information 1ndi-
cating the amount of resource of the physical server 30 allo-
cated to each of the workloads and information indicating
cach of the workload 1n a manner that these pieces of infor-
mation are associated with each other. It should be noted that
the performance information storage unit 25 occupies a part
or whole of the storage area of the storage unit 24. Further, the
information stored in the performance information storage
unit 25 may be acquired from the physical server 30, or from
other unit or device not illustrated in the drawing, or from
other constituent components contained 1n the information
processing apparatus 20 and not 1llustrated 1n the drawing.

The acquiring unit 21 acquires the amount of resource
available 1n the physical server 30. The comparison unit 22
selects at least one workload from the mnformation stored 1n
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4

the performance information storage unit 25, and compares
the amount of resource associated with the selected workload
with the amount of available resource acquired by the acquir-
ing unit 21. If the amount of resource compared by the com-
parison unit 22 1s less than or equal to the amount of resource
available, the first extraction unit 23 extracts the workload
selected by the comparison unit 22. In this specification, the
workload extracted by the first extraction unit 23 corresponds
to a workload which can be processed with the amount of
resource available 1n the physical server 30.

The workload represents a process or a group of processes
to which a resource or resources are allocated and that are
performed by the resource or resources. More specifically, the
workload represents floating-point number calculation, a
receiving-transmitting process of user datagram protocol
(UDP), a random access to a hard-disk drive, or other pro-
cesses. Note that the resource allocated to the workload may
be either a physical resource or a virtual resource.

In this exemplary embodiment, the amount of resource or
amount of resource available 1s a value indicating any one of
a CPU usage ratio (%), the amount of memory used (MB),
the bandwidth (MB/s) for reading from and the bandwidth
(MB/s) for writing to the hard-disk drive, and the network
transmission bandwidth/reception bandwidth (bps), or a
combination of any of them. The amount of resource as used
in this exemplary embodiment may be a part of the items
listed above, or may be the amount of resource of the other
types.

The acquiring unit 21 may acquire the amount of resource
available 1n the physical server 30 in an autonomous manner
or 1n a heteronomous manner. For example, the acquiring unit
21 may acquire the amount of resource available at a prede-
termined point 1n time, or may acquire the amount of resource
available 1n accordance with a command generated by an
operator of the information processing apparatus 20.

FIG. 2 1s a diagram 1llustrating a table stored 1n the perfor-
mance information storage unit 25. Note that the format 1llus-
trated 1n this drawing 1s merely an example, and the drawing
does not limit the format. The performance information stor-
age unit 25 may obtain information equivalent to the table 1n
FIG. 2 by associating plural tables.

The performance information storage unit 25 stores infor-
mation indicating plural workloads and the amounts of plural
resources having different values from each other for each of
types of workloads 1n a manner that the information and the
amounts of resources are associated with each other. Further,
the performance information storage unit 25 stores the
resource amounts ol different types of resources 1n a manner
to be associated with each of the workloads. More specifi-
cally, concerming the same workload type, the performance
information storage unit 23 stores information indicating that
plural workloads are each associated with a different resource
amount of at least one resource from among plural types of
resources.

The comparison unit 22 selects at least two workloads from
the information stored in the performance mformation stor-
age unit 25, and compares the available resource amount
acquired by the acquiring unit 21 with the sum total of the
resource amounts associated with the selected workloads.
More specifically, the comparison unit 22 selects the resource
amounts associated with the selected at least two workloads,
sums the selected resource amounts for each resource type,
and compares, for each resource type, the sum total of the
resource amounts calculated for each resource type with the
available resource amount acquired by the acquiring unit 21.

I1 the sum total of the resource amounts compared by the
comparison unit 22 1s less than or equal to the available
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resource amount, the first extraction unit 23 extracts the plural
workloads selected by the comparison unit 22. More specifi-
cally, 1f the sum total of the resource amounts compared by
the comparison unit 22 1s less than or equal to the available
resource amount for all the resource types, the first extraction
unit 23 extracts the workloads and the resource amounts
selected by the comparison unit 22.

All or part of the acquiring unmit 21, the comparison unit 22,
and the first extraction unit 23 described above may be real-
1zed by hardware, or by a program (or program code) that
causes a processor to perform processing. The processor
reads out the program from a storage medium such as a
nonvolatile memory, and activates the program. In this exem-
plary embodiment, the storage unit 24 may function as the
storage medium to store the program.

Inthe case where the acquiring unit 21, the comparison unit
22, and the first extraction unit 23 are run by a program, this
program 1s stored 1n a storage medium that a processor (com-
puter) can read out. The program causes the processor to
perform the following processes of:

(a) storing information indicating each of workloads and a
resource amount of the physical server 30 allocated to each of
the workloads when the plural types of workloads are per-
formed 1n the physical server 30 1n a manner that they are
associated with each other;

(b) acquiring the resource amount available 1n the physical
server 30;

(c) selecting at least one workload from information stored
in a performance information storing process, and compare
the resource amount associated with the selected workload
with the available resource amount acquired by the acquiring
unit 21; and

(d) extracting at least one workload selected in the com-
parison process 11 the compared resource amount 1s less than
or equal to the available resource amount.

FIG. 3 1s a flowchart illustrating an operation flow of the
information processing apparatus 20 according to this exem-
plary embodiment. First, the information processing appara-
tus 20 stores information indicating each of the workloads
and the resource amount allocated to each of the workloads
when the plural types of workloads are performed in the
physical sever 30 1n a manner that they are associated with
cach other (step S1). Then, the information processing appa-
ratus 20 acquires the amount of resource available 1n the
physical server 30 (step S2). The information processing
apparatus 20 selects one workload from among data stored 1n
step S1, and compares the resource amount associated with
the selected workload with the available amount acquired by
the acquiring unit 21 (step S3). If the resource amount com-
pared 1n step S3 1s less than or equal to the available resource
amount (YES 1n step S4), the workload selected 1n step S3 1s
extracted (step S5). If the comparison process 1n step S3 has
been already completed for each of the workloads indicated in
the information stored 1n step S1 and all the combinations of
two or more workloads (YES 1n step S6), this flowcharts ends.

It should be noted that, 11 the resource amount compared 1n
step S3 exceeds the available resource amount (NO 1n step
S4), this flowchart proceeds to step S6. Further, 1f the com-
parison process 1n step S3 has not been completed for each of
the workloads indicated in the information stored 1n step S1 or
for a part of all the combinations of two or more workloads
(NO 1n step S6), the flowchart proceeds to step S3.

Next, effects obtained by this exemplary embodiment will
be described. As described above, the workload extracted by
the first extraction unit 23 1s a workload or combination of
workloads that can be processed with the amount of resource
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available 1n the physical server 30. In other words, the physi-
cal server 30 1s not overloaded even 1f accepting the process of

extracted workloads.

Further, in this exemplary embodiment, as the amount of
resource allocated to a single workload changes, the change
in the amount of other resource 1s measured, and 1s stored 1n
the performance information storage unit 25. Thus, the non-
linear change in the resource amount (load index) can be
taken 1nto consideration at the time of estimation of work-
loads. This makes it possible to further improve the accuracy
of estimation of the workloads.

Second Exemplary Embodiment

Next, an mnformation processing system 200 according to a
second exemplary embodiment will be described. FIG. 4 1s a
configuration diagram of an information processing system
200 according to this exemplary embodiment. As 1llustrated
in FIG. 4, the information processing system 200 includes
plural physical servers 31 to 3m (m 1s a positive number), and
an autonomous control server 40 that controls each virtual
server running in the physical servers 31 to 3m. The autono-
mous control server 40 and the physical servers 31 to 3m are
connected to each other through a communication network
10. In FIG. 4, 1in order to identify the virtual servers, virtual
servers running in the physical server 31 are denoted by
reference characters 311 to 31#, and virtual servers running in
the physical server 3m are denoted by reference characters
3m1 to 3mn (n 1s a positive number).

The physical servers 31 to 3m are realized, for example, by
a computer that executes processes 1n accordance with a
program stored 1n a storage medium such as a magnetic disk,
a semiconductor memory and an optical disk.

The autonomous control server 40 includes a performance
information collection unit 41, a performance measuring unit
42, a measuring result reception unit 43, a performance char-
acteristic-value generation unit 44 (interpolation unit), a
workload estimation unit 45, and a storage unit 46. The stor-
age unit 46 includes a performance information storage unit
47.

From physical servers 31 to 3m and virtual servers or
performance measuring virtual servers 311 to 3mn, the per-
formance mnformation collection unit 41 acquires, as a load
index, iformation concerning performances such as CPU
usage ratio, the amount of memory used, input-output perfor-
mance value (for example, ratio of input-output data transier
rate relative to maximum data transier rate) of a storage
medium, performance of communication to communication
network 10 (for example, transier rate or bandwidth used).
The performance information storage unit 47 stores, as his-
tory data, values of the load indices of physical servers 31 to
3m acquired at predetermined intervals.

The performance measuring unit 42 instructs the perfor-
mance measuring virtual servers 311 to 3m1 1n the physical
servers 31 to 3m to measure performance information. Details
of the order include types of workloads to be processed, and
load values of the workloads to be processed. Hereinaftter, the
term “workload value” represents information indicating the
volume of load of the workload. In the case where the perfor-
mance measuring virtual server 311 recerves the measuring
instruction from the performance measuring unit 42, the per-
formance measuring virtual server 311 operates in the follow-
ing manners. First, the performance measuring virtual server
311 processes a workload with an instructed type in accor-
dance with the mstructed load value. The performance mea-
suring virtual server 311 measures the amount of resource 1n
the physical server 31 allocated to this workload. The pertor-
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mance measuring virtual server 311 associates the informa-
tion 1indicating the processed workload, the load value of this
workload, and the measured resource amount with each other,
and notifies the autonomous control server 40 of them as
measurement results of the performance information. In this
exemplary embodiment, the method of measuring the perfor-
mance information is realized by, but not particularly limited
to, using a known technique such as running a benchmark
program or using other dedicated programs. Further, the load
value of the workload varies depending on types of the work-
loads. For example, in the case where the workload 1s float-
ing-point calculation, the load value corresponds to the num-
ber of times of the calculation made. In the case where the
workload to be processed 1s transmission or reception of
UDP, the load value of the workload corresponds to the trans-
mission bandwidth and reception bandwidth of a network.

The measuring result reception unit 43 receives the mea-
surement results of the performance information measured 1n
the physical servers 31 to 3m. The performance information
storage unit 47 stores the recerved measurement results of the
performance information. For example, the performance
information storage unit 47 may store the information indi-
cating the workload of network reception, the load value
allocated to the workload at the time when the workload 1s
processed, and the measured reception bandwidth of the net-
work 1 a manner that they are associated with each other.

On the basis of the relationship between a load value and a
resource amount stored 1n the performance information stor-
age unit 47 1n the associated manner, the performance char-
acteristic-value generation unit 44 calculates a performance
characteristic value, which 1s an interpolated value of
resource amount that can be allocated to the workload asso-
ciated with the load value and the resource amount. More
specifically, the performance characteristic-value generation
unit 44 generates an approximate function on the basis of the
measurement results of the performance information stored
in the performance information storage unit 47, and generates
a performance characteristic value that each workload can
take. The performance information storage unit 47 stores the
generated performance characteristic value.

FIG. § 1s a diagram 1illustrating a relationship between the
actually measured resource amount and the calculated per-
formance characteristic value. The dot *“*”” represents the actu-
ally measured resource amount, and the dot “x” represents the
performance characteristic value interpolated through the
approximate function. In this drawing, the workload (work-
load 1) causing a network load and the reception bandwidth of
the network are 1llustrated 1n a manner that they have a pro-
portional relationship. However, the relationship 1s not lim-
ited to this. Further, the performance characteristic value
stored 1n the performance information storage unit 47 1s
obtained by adding the actually measured value to the inter-
polated value. In this exemplary embodiment, the approxi-
mate function employs a coellicient determined through a
method of least squares on the basis of a linear function or
other functions. However, the coelficient may be calculated
through the other method.

The workload estimation unit 45 uses the resource amount
and the performance characteristic value of the physical serv-
ers 31 to 3m stored 1n the performance information storage
unit 47 to estimate the workload that can be processed using,

the resource portion available 1n each of the physical servers
31 to 3m, and store the estimated workload 1n the perfor-
mance information storage unit 47.

More specifically, the workload estimation unit 45
acquires, from the performance information storage umt 47,
the resource amounts of the virtual servers used by the virtual
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servers 311 to 3m1 and the acceptable resource amounts that
the physical servers 31 to 3m can accept, and on the basis of
the difference between these pieces of information, calculates
a load index corresponding to the resource amount available
in each of the physical servers 31 to 3m. In other words, the
workload estimation unit 45 functions equivalently to the
acquiring unit 21 1n the first exemplary embodiment.

Further, the workload estimation unit 45: selects at least
two workloads stored in the performance information storage
unit 47; selects, for each workload, the resource amounts or
the performance characteristic values associated with each of
the selected workloads; calculates the sum of the selected
resource amounts or performance characteristic values for
cach of the resource types; and compares, for each of the
resource types, the sum of the calculated resource amounts or
performance characteristic values for each of the resource
types with the available resource amount acquired by the
acquiring umt 21. In other words, the workload estimation
unit 45 functions equivalent to the comparison unit 22 1n the
first exemplary embodiment.

Yet further, if the sum total of the compared resource
amounts 1s less than or equal to the available resource amount
for all the resource types, the workload estimation unit 45
combines and extracts the selected workloads and the
resource amounts or performance characteristic values. In
other words, the workload estimation unit 45 functions
equivalently to the first extraction unit 23 1n the first exem-
plary embodiment.

Yet further, for each extracted combination of the workload
and the resource amount or performance characteristic value,
the workload estimation unit 45 compares the available
resource amount with the resource amount or performance
characteristic value contained 1n the combination to calculate
evaluation indices, and extracts a combination having the
minimum evaluation index.

The performance information storage unit 47 stores the
load 1ndex collected by the performance information collec-
tion umt 41, the measurement results of the performance
information received by the measuring result reception unit
43, and the performance characteristic value generated by the
performance characteristic-value generation unit 44. In other
words, the performance information storage unit 47 at least
holds information equivalently to the information contained
in the performance information storage unit 25 1n the first
exemplary embodiment.

FIG. 6 1s a flowchart 1llustrating an operation tlow of the
autonomous control server 40 according to this exemplary
embodiment. However, although not illustrated 1n F1G. 4, the
autonomous control server 40 acquires values of the load
index of the physical servers 31 to 3m at predetermined inter-
vals as described above, and stores them 1n the performance
information storage unit 47 as a history data.

First, the autonomous control server 40 calls the perfor-
mance measuring virtual servers 311 to 3m1 1n the physical
servers 31 to 3m, and 1nstructs them to measure the perfor-
mance characteristics (step Al). The autonomous control
server 40 receives the measurement results sent from the
performance measuring virtual servers 311 to 3m1 of the
physical servers 31 to 3m, and stores the recerved measure-
ment results to the performance information storage unit 47
(step A2). The autonomous control server 40 generates an
approximate function on the basis of the measurement results
of the performance characteristic, interpolates the value
between the actual measured values to calculate the perfor-
mance characteristic value, and stores the calculated perfor-
mance characteristic value 1n the performance information
storage unit 47 (step A3). Further, the autonomous control
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server 40 uses the performance characteristic value of the
physical servers 31 to 3m stored 1n the performance informa-
tion storage unit 47 to estimate a workload that can be pro-
cessed with the resource portion available 1n each of the
physical servers, and stores information indicating the esti-
mated workload 1n the performance information storage unit
47 (step Ad).

The autonomous control server 40 (workload estimation
unit45) calculates, for each of the resource types, a difference
between the available resource amount and the resource
amount or performance characteristic value contained 1n the
extracted combination, and sums values obtained by normal-
1zing the calculated difference to obtain the evaluation indi-
ces. In other words, the following formulations (1)and (2) can
be obtained.

|Formulation 1]

fl (X)) + ...+ f (%,) = F Formulation (1)
[ fu() ( faE) Y FL)
= : +o.+ 5 | :
kﬁm(il),—‘ kfmn(-%n); ka,J

|Formulation 2|

G = Hf’l R+ ... + fﬂ(iﬂ) _ FH Formulation (2)

Each of the characters in Formulation (1) and Formulation
(2) represents as follow:

n: number of types of workloads

m: value of a load 1ndex associated with a single workload

X.: variable representing a certain type ot a workload 1

t,(x): value of a load index j when a performance charac-
teristic value of a workload 11s x

G: evaluation index

FI1G. 7 1s a flowchart 1llustrating a procedure of obtaining a
combination of workloads that minimizes the above-de-
scribed evaluation index G. First, combinations of workloads
that can be taken are selected (step B1). If n types of combi-
nations of workloads are selected 1n step B1, a performance
characteristic value of a workload x; for the first workload
type (1=1) 1s picked up sequentially from the minimum num-
ber from among performance characteristic values stored in
the performance information storage unit 47 (step B2). Then,
for each of m types of load 1ndices, a performance character-
istic value t; (x,) 1n the case of the workload x; 1s calculated
(step B3). The calculated values of the load indices are
summed for each of the load indices to obtain a total value of
the load 1indices up to workloads x; to x,_,, thereby obtaining,
the total value of the load indices up to the workload x; (step
B4).

If, of the total values of the m types of load indices calcu-
lated 1n step B4, no total value exceeds the maximum value
(NO 1n step B5) and all the workloads x; to x,, are not deter-
mined (NO 1n step B6), one 1s added to 1 (step B7), and a
process of step B2 1s performed for the next workload x_ ;.

IT all the workloads x, to x, are already determined (1=n,
Yes 1n step B6), the evaluation index G 1s calculated on the
basis of the total values of load 1indices up to the work load x
and the set of workloads x, to x, having the minimum evalu-
ation index G 1s returned (step B8). Then, i the process of step
B1 is not completed for a part of combinations of the work-
loads (NO 1n step B9), the tflow proceeds to step B2, and calls
the next set of workloads.
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Further, 11, of all the total values of m types of load indices
calculated 1n step B3, at least one total value exceeds the

maximum value (YES 1n step B5) and the process of step B1
1s not completed for a part of combinations of the workloads
(NO 1n step B9), the flow proceeds to step B2, and calls the
next set of workloads.

I1 the process of step B1 1s completed for all the combina-
tions of workloads (YES 1n step B9), the combinations of
workloads having the minimum evaluation index G are
extracted as the estimation values from among the returned
combinations of workloads (step B10).

Next, eflects obtained by this exemplary embodiment will
be described. The performance characteristic value 1s gener-
ated on the basis of the relationship between the actually
measured workload and the load index, and the workload 1s
estimated on the basis of the generated performance charac-
teristic value, so that 1t 1s possible to highly precisely estimate
the workloads of the virtual servers running 1n the physical
servers having different performances. This makes it possible
to eliminate the occurrence of insullicient capacity or exces-
stve available resource of virtual server.

An operator of the autonomous control server 40 can view
the combination of the workload and the resource amount or
performance characteristic value extracted by the workload
estimation unit 45. This enables the operator to compare the
processing performances of virtual servers on the basis of the
estimated value of the workload occurring 1n the case where
cach of the virtual servers 1s run using the resource available
in each of the physical servers 31 to 3m.

Third Exemplary Embodiment

Next, a third exemplary embodiment will be described 1n
detail with reference to the drawings. FI1G. 8 1s a configuration
diagram of an information processing system 300 according
to this exemplary embodiment. The information processing
system 300 includes an autonomous control server 50, which
1s different from the autonomous control server 40 1n the
second exemplary embodiment in that the autonomous con-
trol server 50 includes a workload estimation unit 51, a load
index estimation unit 52, and a virtual server running unit 53.
The other constituent components are equal to those
described 1n the second exemplary embodiment, and detailed
description thereol will be not repeated.

The workload estimation unit 51 can perform a process
equivalent to the workload estimation unit 45 1n the second
exemplary embodiment. Further, the workload estimation
unit 31 acquires a load mdex (resource amount) of a virtual
server used by a virtual server 3ip (2=p=n) running, for
example, 1n a physical server 3i (1=1=m) of plural physical
servers 31 to 3m, and obtain the amount of resource available
in another physical server 3/ (1=m=m, 17). Yet further, the
workload estimation unit 51 selects at least one workload
stored 1n the performance information storage unit 47, and
compares the resource amount associated with the selected
workload with the acquired load index of the virtual server.
Then, the workload estimation unit 51 extracts the selected
workload 11 the compared load i1ndex 1s close to the load index
of the virtual server. In this exemplary embodiment, it 1s
assumed that the workload extracted by the workload estima-
tion unit 51 1s a workload corresponding to the virtual server
3ip.

The load 1index estimation unit 52 extracts a load index
associated with the workload, this workload being stored 1n
the performance information storage unit 47, being associ-
ated with the physical server 3j and being extracted by the
workload estimation unit 51, and then, stores the extracted
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load index 1n the performance information storage unit 47. In
this exemplary embodiment, the load index extracted by the
load index estimation unit 52 1s an estimated value of the load
index at the time when the virtual server 3ig 1s run 1n the
physical server 3j.

The virtual server running unit 33 runs the virtual server
3ig 1n the physical server 3; 1f the amount of resource avail-
able 1n the physical server 37 acquired by the workload esti-
mation unit 51 1s larger than the load index extracted by the
load 1ndex estimation unit 52.

FIG. 9 15 a flowchart illustrating an operation flow of an
autonomous control server 30. Note that 1t 1s assumed that the
autonomous control server 50 has already collected the mea-
surement results of the performance characteristics of the
physical servers 31 to 3m that have been already installed, and
has already stored the measurement results in the perfor-
mance information storage unit 47.

First, the autonomous control server 50 acquires the per-
formance characteristic value of the physical server 3i, which
1s an original position, and the load index of the virtual server
3ip from the performance information storage unit 47 (step
C1). Then, the autonomous control server 30 estimates a
workload of the virtual server 3ip on the basis of the perfor-
mance characteristic value and the load index acquired in step
C1 as described above, and stores information indicating the
estimated workload 1n the performance information storage
unit 47 (step C2). Further, the autonomous control server 50
acquires a performance characteristic value of the physical
server 37, which 1s a transferred destination, and the estimated
amount of the workload of the virtual server 3ip from the
performance information storage unit 47, estimates a load
index of this workload, and stores the estimated load index 1n
the performance information storage unit 47 (step C3). If the
acquired amount of resource available 1n the physical server
3/ 1s larger than the estimated load index (YES 1n step C4), the
autonomous control server 50 causes the virtual server 3ig to
run 1n the physical server 3/ (step C5). If the acquired amount
of resource available in the physical server 3j 1s smaller than
the estimated load index (NO 1n step C4), the autonomous
control server 50 stops the transier of the virtual server 3iqg to
the physical server 3j (step C6).

Effects obtained by this exemplary embodiment will be
described. According to this exemplary embodiment, the per-
formance characteristic value 1s generated on the basis of the
relationship between the actually measured workload and the
load 1index, and then, the workload and the load index are
estimated, whereby 1t 1s possible to highly precisely estimate
the load index on the physical server, which is a transferred
destination of the virtual server and has a characteristic dii-
ferent from the original server. This makes 1t possible to
climinate the occurrence of insuificient capacity or excessive
available resource of virtual server.

An operator of the autonomous control server 50 can view
the estimated value of the load index stored in the perior-
mance information storage unit 47 as the amount of increase
in the load index occurring on the physical server 3/, which 1s
the transierred destination.

Each of the exemplary embodiments has been described
with reference to the drawings. However, these exemplary
embodiments are merely examples, and various configura-
tions other that those described above may be employed.

In the descriptions in the exemplary embodiments above,
plural flowcharts are used, and in each of the flowcharts,
plural steps are specified 1n a sequential order. However, this
specification of the order does not limit the order of the
respective steps 1n the information processing method
according to the present invention. Therefore, at the time of
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performing the imnformation processing method according to
the present invention, the order of the plural steps may be
changed, provided that such a change does not impair the
contents thereof.

It should be noted that, naturally, the above-described
exemplary embodiments and plural modification examples
can be combined, provided that contents thereof do not con-
tradict each other. Further, in the above-described exemplary
embodiments and modification examples thereof, functions
ol the constituting elements have been specifically described.
However, these functions may be changed in various manners
within the scope that satisfies the present invention.
|Supplementary Note 1]

An information processing system comprising:

plural physical servers capable of transferring and receiv-
ing a virtual server through a communication network;

a performance mformation storage unit that stores infor-
mation indicating each of plural types of workloads and a
resource amount of each of physical servers allocated to each
of the workloads when the plural types of workloads are run
in the physical servers, 1n a manner to be associated with each
other, with respect to each of the physical servers;

a first acquiring unit that acquires a virtual server resource
amount used by a virtual server running in a first physical
server of the physical servers;

a comparison unit that selects at least one workload from
the information stored in the performance mformation stor-
age unit, and compares the resource amount associated with
the selected workload with the virtual server resource amount
acquired by the first acquiring unait;

a first extraction unit that, when the resource amount com-
pared by the comparison unit is less than or equal to the virtual
server resource amount, extracts the workload selected by the
comparison umnit;

a second extraction unit that calculates an evaluation index
of the virtual server resource amount and the resource amount
associated with the workload extracted by the first extraction
unit, and extracts a workload having the minimum evaluation
index; and

a third extraction unit that extracts a resource amount asso-
ciated with the workload which 1s stored 1n the performance
information storage unit, 1s associated with a second physical
server different from the first physical server, and 1s extracted
by the second extraction unit.

[Supplementary Note 2]

The mformation processing system according to Supple-
mentary Note 1, in which

the performance information storage unit stores a resource
amount of a first resource and a resource amount of a second
resource, which are allocated to each of the plural types of the
workloads when the workloads are run, 1n a manner to be
associated with each other, with respect to each workload;

the system further includes an estimation unit that calcu-
lates, for each of the workloads, interpolated values of the first
resource and the second resource that can be allocated to the
workload on the basis of a relationship between the resource
amount of the first resource and the resource amount of the
second resource stored 1in the performance information stor-
age unit;

the performance information storage unit stores the inter-
polated values calculated by the estimation unit in a manner to
be associated with each of the plurality of types of workloads;

the comparison unit selects, for each of the workloads, the
resource amounts or the interpolated values associated with
the selected workload, calculates a sum total of the selected
resource amounts or the selected interpolated values for each
type of resource, and compares, for each type of resource, the
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calculated sum total of the resource amounts or the interpo-
lated values with the virtual server resource amount acquired
by the first acquiring unait;

the first extraction unit combines the workload selected by
the comparison unit with the resource amount or the mterpo- 53
lated value and extracts the combination 11 the sum total of the
resource amounts compared by the comparison unit 1s less
than or equal to the virtual server resource amount 1n all the
types of resource; and

the second extraction unit compares the virtual server 10
resource amount with the resource amount or the interpolated
value contained 1n the combination extracted by the first
extraction unit to calculate an evaluation index, and extracts a
combination having the minimum evaluation index.
| Supplementary Note 3] 15

The information processing system according to Supple-
mentary Note 1 or 2, further comprising;:

a second acquiring unit that acquires a resource amount
available 1n the second physical server; and

a virtual server runmng unit that runs the virtual server in 20
the second physical server 1t the available resource amount
acquired by the second acquiring unit exceeds the resource
amount extracted by the third extraction unit.
| Supplementary Note 4]

An information processing system according to any one of 25
Supplementary Note 1 to Supplementary Note 3, in which

the performance imnformation storage unit stores informa-
tion indicating plural workloads and plural different resource
amounts corresponding to the same type of resources 1n a
manner that they are associated with each other with respect 30
to each of the plural types of workloads;

the comparison umt selects, for each workload, the
resource amounts associated with the selected workload, and
compares the sum total of the selected resource amounts with
an available resource amount; and 35

the first extraction unit extracts the workload and the
resource amounts selected by the comparison unit 1f the sum
total of the resource amounts compared by the comparison
unit 1s less than or equal to the available resource amount.
| Supplementary Note 5 40

An miormation processing system according to any one of
Supplementary Note 1 to Supplementary Note 4, in which

the performance mnformation storage unit stores informa-
tion indicating plural workloads and different resource
amounts of plural types of resources 1n a manner that they are 45
associated with each other with respect to each of the plural
types of workloads;

the acquiring unit acquires an available resource amount
corresponding to at least one type of resource from among
plural types of resources corresponding to the resource 50
amounts stored 1n the performance information storage unit;

the comparison unit calculates, for each type of resource, a
sum total of the resource amounts associated with the selected
workload, and compares, for each type of resource, the cal-
culated sum total of the resource amounts with the available 55
resource amount acquired by the acquiring unit; and

the first extraction unit extracts the plural workloads
selected by the comparison unit i1f the sum total of the
resource amounts compared for each type of resource by the
comparison unit 1s less than or equal to the available resource 60
amount for all the types of resources.

[ Supplementary Note 6]
An mformation processing system according to any one of
Supplementary Note 1 to Supplementary Note 5, in which a
fourth extraction unit calculates, for each type of resources, a 65
difference between the available resource amount and the
resource amount or the interpolated value contained 1n the
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combination extracted by the first extraction unit, normalizes
the calculated differences, and calculates a sum total of the
normalized values to obtains the evaluation index.

The present application claims priority based on Japanese
Patent Application No. 2010-018990 filed 1n Japan on Jan. 29,
2010, the disclosures of which are incorporated herein by
reference 1n their entirety.

The mvention claimed 1s:

1. An information processing apparatus, comprising:

a performance mformation storage that 1s configured to
store information indicating each of a plurality of types
of workloads and resource amounts of resource types of
a physical server allocated to each of the workloads
when the workloads are run 1n the physical server, 1n a
manner to be associated with each other:;

an acquirer that 1s configured to acquire available resource
amounts of resource types 1n the physical server;

a comparer that 1s configured to select workloads from the
information stored 1n the performance information stor-
age, to sum, for each resource type, the resource
amounts assoclated with the selected workloads, and to
compare, for the selected workloads, the sum total of the
resource amounts calculated for each resource type with
the available resource amount for each resource type
acquired by the acquirer; and

a first extractor that 1s configured to extract all the combi-
nations of workloads in which the sum total of the
resource amounts for each resource type 1s less than the
available resource amount of each resource type, based
on the comparison result of the comparer.

2. The mmformation processing apparatus according to

claim 1, wherein

the comparer 1s configured to select at least two workloads
stored 1n the performance information storage, and to
compare the sum total of the resource amounts associ-
ated with the selected workloads with the available
resource amount acquired by the acquirer; and

the first extractor 1s configured to extract the workloads
selected by the comparer 1f the sum total of the resource
amounts compared by the comparer 1s less than or equal
to the available resource.

3. The information processing apparatus according to

claim 2, further comprising

a measurer that 1s configured to instruct a performance
measuring virtual server 1n the physical server to run a
plurality of types of workloads, and to notity the perfor-
mance measuring virtual server of a load value of each of
the workloads to be run, wherein

the performance measuring virtual server measures a
resource amount in the physical server allocated to each
of the workloads when running the workloads with the
notified load values, and notifies information indicating
cach of the workloads, a load value corresponding to
cach of the workloads 1n a manner to be associated with
each other; and

the performance information storage 1s configured to store
the mnformation indicating the workloads, the load val-
ues, and the resource amounts, each of which 1s notified
in the associated manner by the performance measuring
virtual server.

4. The nformation processing apparatus according to

claim 3, further comprising

an interpolator that 1s configured to calculate, on the basis
of a relationship between the load value and the resource
amount stored 1n the associated manner 1n the perfor-
mance information storage, an interpolated value of a
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resource amount that can be allocated to the workload
associated with the load value and the resource amount,
wherein

the performance information storage 1s configured to store
the interpolated value calculated by the interpolator in a
manner to be associated with each of the plurality of
types of the workloads;

the comparer 1s configured to select, for each workload, the
resource amount or the interpolated value associated
with each of the selected workloads, and to calculate, for
cach type of resources, a sum total of the selected
resource amounts or the selected interpolated values,
and compares, for each of the types of the resources, the
sum total of the resource amounts or the interpolated
values calculated for each of the types of the resources
with the available resource amount acquired by the
acquirer; and

the first extractor 1s configured to extract the workloads and
the resource amount or the interpolated value selected by
the comparer 1f the sum total of each of the resource
amounts compared by the comparer 1s less than or equal
to the available resource amount for all the resource

types.
5. The mnformation processing apparatus according to

claim 4, wherein

the first extractor 1s configured to combine the workloads
selected by the comparer with the resource amount or
the interpolated value, and to extract the thus obtained
combination, and

said apparatus further comprises a fourth extractor that 1s
configured to compare the resource amount or the inter-
polated value contained in the combination with the
available resource amount for each combination of the
workload and the resource amount or the iterpolated
value extracted by the first extractor to calculate an
evaluation 1index, and to extract a combination having
the minimum evaluation index.

6. The mformation processing apparatus according to

claim 1, wherein

when a virtual server 1s run 1n the physical server, the
acquirer acquires a virtual server resource amount used
by the virtual server, and a resource acceptable amount
that the physical server can accept, and obtains the avail-
able resource amounts of resource types on the basis of
a difference between the acquired resource acceptable
amount and the virtual server resource amount.

7. The mnformation processing apparatus according to

claim 6, wherein

the comparer further compares the resource amounts of
resource types associated with the selected workloads
with the virtual server resource amount acquired by the
acquirer, and

said apparatus further comprises a second extractor that 1s
configured to extract the workloads selected by the com-
parer 1f the resource amounts of resource types com-
pared by the comparer 1s close to the virtual server
resource amount.

8. The information processing apparatus according to

claim 7, wherein

the performance information storage 1s configured to store
the information indicating each of the workloads and the

resource amounts of resource types allocated to each of

the workloads 1n a manner to be associated with each
other when the plurality of types of workloads are run 1n
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the acquirer 1s configured to acquire the virtual server

resource amount used by the virtual server running in a

first physical server, and further to acquire an available

resource amount 1n a second physical server, the plural-
ity of physical servers including the first physical server
and the second physical server;

the comparer 1s configured to select at least one workload
from the information stored in the performance infor-
mation storage, and to compare a sum total of a resource
amount associated with the selected workload with the
available resource amount acquired by the acquirer; and

the second extractor 1s configured to extract the workload
selected by the comparer 11 the resource amount com-
pared by the comparer 1s close to the virtual server
resource amount,

said apparatus further comprises:

a third extractor that 1s configured to extract a resource
amount associated with the workload which 1s stored
in the performance mnformation storage, 1s associated
with the second physical server, and 1s extracted by
the second extractor; and

a virtual server executor that 1s configured to run the
virtual server in the second physical server if the avail-
able resource amount 1n the second physical server
acquired by the acquirer 1s larger than the resource
amount extracted by the third extractor.

9. An information processing method including computer

implemented processes of:

storing information 1ndicating each of a plurality of types
of workloads and resource amounts of resource types of
a physical server allocated to each of the workloads
when the workloads are run in the physical server, in a
manner to be associated with each other;

acquiring available resource amounts of resource types in
the physical server;

selecting workloads from the stored workloads;

summing, for each resource type, the resource amounts
associated with the selected workloads:

comparing, for the selected workloads, the sum total of the
resource amounts calculated for each resource type with
the acquired available resource amount for each
resource type; and

extracting all the combinations of workloads in which the
sum total of the resource amounts for each resource type
1s less than the available resource amount of each
resource type, based on the comparison result of the
comparison.

10. A non-transitory computer-readable storage medium

storing a program for causing a computer to execute:

a first storage process of storing information indicating
cach of a plurality of types of workloads and resource
amounts of resource types of a physical server allocated
to each of the workloads when the workloads are run 1n
the physical server, in a manner to be associated with
each other;

an acquiring process ol acquiring available resource
amounts of resource types 1n the physical server;

a comparison process ol selecting workloads from the
workloads stored 1n the first storage process, summing,
for each resource type, the resource amounts associated
with the selected workloads, and comparing, for the
selected workloads, the sum total of the resource
amounts calculated for each resource type with the avail-
able resource amount acquired 1n the acquiring process
for each resource type; and

a first extraction process of extracting all the combinations
of workloads 1n which the sum total of the resource
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amounts for each resource type 1s less than the available
resource amount of each resource type, based on the
comparison result of the comparison process.
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