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METHOD AND SYSTEM FOR RESETTING A
SOC

FIELD

This invention relates to a method for resetting a so-called
system on chip (SoC) and a system on chip adapted and
configured for performing the method.

BACKGROUND

A so-called system on chip, or system on a chip, typically
abbreviated SoC, 1s an mtegrated circuit (IC) that integrates
all components of an electronic system 1nto a single chip. The
components comprised 1n the SoC 1n this way form an opera-
tional system that may replace an arrangement of a plurality
ol separate components.

The SoC may comprise one or more digital signal proces-
sors, also called cores or central processing units that are
capable of executing sequences of instructions to process
digital data. Accordingly the SoC may comprise memory for
storing digital information, wherein the memory may be vola-
tile or non-volatile and wherein the digital information may
comprise code executable by a digital signal processor. To
enable access to the memory the comprised cores may be
communicatively coupled to the memory, for example, by a
bus system, which may couple to further comprised compo-
nents. Furthermore the SoC may comprise a power supply
that provides supply voltages for the comprised components
and a timing unit that provides a clock signal for components.
Also the SoC may comprise at least one interface for com-
municatively coupling the SoC to another system for infor-
mation exchange, wherein the at least one interface may be
analogue or digital.

The SoC typically exhibits a plurality of pins for supplying
power to the SoC and connecting to peripheral systems,
wherein the pins may be arbitrarily implemented, 1.e. for
example as a ball grid array.

In order to enable to set the system into a defined condition
the system provides a so-called reset function, which can be
triggered by various events. The reset function can be imple-
mented as a software command to be provided via a commu-
nication line. Alternatively one or more of the pins are so-
called reset-pins. Upon application of a predefined signal, 1.¢.
typically a voltage level, the system can be set to a predefined
condition, wherein the reset action typically stops all process-
ing actions performed 1n and by the SoC.

While a reset event can be triggered as part of starting the
system, 1.¢. to bring the system into a predefined condition
when 1nitially powering up the system, reset events may also
occur while the system has been running for a while.

This sudden stop of all processing actions may cause prob-
lems, particularly when the reset signal 1s applied not as part
of a startup sequence but during normal operation of the SoC.

If system context, 1.e. information reflecting the current
processing context of the SoC, or trace information, 1.e. infor-
mation reflecting currently processed information, 1s stored
into memory, 1.€. particularly into memory comprised in the
SoC itself, then this data may be corrupted by the reset event
since the system might stop operating when performing the
steps of writing the information. Even 11 the reset event/signal
occurs synchronous with a clock signal 1t 1s possible that a
write action may be corrupted since the write action may span
several clock cycles for writing a data block. Thus that data
block may be stored incomplete, 1.e. corrupted. In case the
system 1s subsequently fully restarted, 1.e. any data written
during a previous operation are 1gnored, then this problem 1s
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of minor importance. However, 1n case the SoC takes the
incompletely stored data into account upon restart, for
example 1n order to accelerate the restart process and to
restore the previous operational context, then these final data
writes may be significant.

Another problem may arise in case there are multiple
simultaneous data writes 1n progress to different memories,
1.e. different and non-synchronized memory entities. In that
case 1t 1s desirable that the stored data 1s consistent and coher-
ent across these memories. For example, 11 a so-called debug-
trace 1s running, 1.e. runtime data reflecting the instruction
trace mformation and the processed 1n- and output data are
stored to memory for monitoring the operation of the SoC,
then 1t 1s also desirable that any store operations, which have
been traced, can be matched to real write data in the memory.
In case of an unexpected reset event, which abruptly stops all
activities of the SoC, these data may be stored inconsistent
and corrupted thus leaving the latest operations being
untraced.

Another problem can arise from the power supply compo-
nents comprised 1n the SoC. If the SoC 1s powered from a
voltage regulator, which typically is the case, then the regu-
lator will see a sudden rapid stop 1n load when a reset event
triggers all components to immediately stop operating. This
sudden drop of electric load in the supply circuitry can cause
an voltage overshoot or voltage spike which in turn may cause
malfunction or even damage at the time of reset or restart.
This problem could be handled by a more flexible and stable
voltage regulator, wherein a typical solution requires usage of
a larger capacitance for smoothing the output voltage, but
wherein a larger capacitance, 1.e. a larger analogue compo-
nent, 1s not desirable and costly 1n a system implemented on
a single chip.

BRIEF DESCRIPTION OF THE DRAWINGS

The accompanying drawings are included to provide a
turther understanding of the present invention and are incor-
porated 1n and constitute a part of this specification. The
drawings illustrate embodiments of the present invention and
together with the description serve to explain the principles of
the mvention. Other embodiments of the present invention
and many of the intended advantages of the present invention
will be readily appreciated, as they become better understood
by reference to the following detailed description.

FIG. 1 depicts a schematic of a System on Chip (SoC);

FIG. 2 depicts a flowchart of a method for resetting a SoC.

DETAILED DESCRIPTION

In the following detailed description, reference 1s made to
the accompanying drawings, which form a part hereot, and in
which 1s shown by way of illustration specific embodiments
in which the mvention may be practiced. It 1s to be understood
that other embodiments may be utilized and structural or
other changes may be made without departing from the scope
of the present invention. The following detailed description,
therefore, 1s not to be taken 1n a limiting sense, and the scope
of the present invention 1s defined by the appended claims.

FIG. 1 depicts a schematic of a so-called System on Chip
(SoC) 100. The SoC may integrate on one chip a power
supply 110, first and second digital signal processors 120,
121, 1.e. central processing units or processing cores 120,121,
at least one memory 130 and at least one communication
interface 140. Note that the system shall not be limited 1n this
regard, 1.e. the SoC may comprise fewer or more and different
functional blocks than depicted in the figure. Also note that
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FIG. 1 omits all internal wiring of the SoC 1n order to not
unnecessarily obscure the invention.

For connecting SoC 100 to peripheral devices, the SoC
exhibits a plurality of electrical contacts, which may come as
pins 150 or 1n a so-called ball point array.

The SoC may be manufactured using MOS technology or
bipolar technology or a mixture thereof and may furthermore
comprise analogue components as well. In this regard the
invention shall not be limited to a particular kind of manufac-
turing.

Power supply 110 1s adapted and configured to provide
voltages to the components integrated 1n the SoC. Accord-
ingly the power supply 1s electrically coupled to the respec-
tive functional components comprised in the SoC. In turn
power supply 110 1s coupled to a subset of contacts 150 for
receiving electrical power.

To enable communication with peripheral devices, which
are not comprised 1n the SoC and which are not shown 1n the
figure, the SoC may comprise at least one communication
interface 140. The communication interface may be imple-
mented as soltware executed by a processor unit comprised in
the SoC or as a separate functional block, which 1s coupled to
other functional blocks by a communication system internal
to the SoC. Communication interface 140 may be coupled via
at least one contact 150 to peripheral devices. Interface 140
may implement any known serial or parallel standard com-
munication protocol, or any communication protocol propri-
etary to the manufacturer. Note that the SoC may comprise a
plurality of communication interfaces each implementing a
different communication protocol to enable communication
using different protocols.

For processing data, either data retrieved via a communi-
cation interface 140 or any data generated internally, the SoC
may comprise at least one central processing unit 120, abbre-
viated CPU1. Optionally the SoC may comprise further CPUs
121 for processing data, wherein each CPU may be commu-
nicatively coupled to each other functional component inte-
grated 1n the SoC.

The coupling between the CPUs 120, 121 and any func-
tional blocks comprised 1n the SoC may be achieved by any
arbitrary communication device 160 comprised in the SoC.
The mternal communication device 160 may be a bus system
that interconnects functional blocks comprised in the SoC,
wherein the device 160 may enable communication by imple-
menting any arbitrary communication protocol suitable for
internal SoC communication.

Furthermore the SoC may comprise memory block 130.
Memory 130 may comprise volatile memory for internal
bulfering of data and non-volatile memory for permanently
storing data. In particular the non-volatile memory may store
executable program code for being executed by at least one of
the CPUs 120, 121. Accordingly memory 130 may be com-
municatively coupled to at least one of the CPUs 120, 130.

For applying a reset signal the SoC comprises at least one
reset means 170, which 1n one embodiment can be 1mple-
mented as a pin or contact 150 that 1s used as reset means only,
and which can be directly coupled to one of the processing
units 120, 121. In an alternative embodiment the reset means
can be implemented by any communication interface 140
comprised in the SoC, wherein the communication interface
passes a corresponding mbound communication to one of the
processing units 120, 121 for further processing of the reset
signal or reset command.

In order to not unnecessarily contuse the description of the
process of resetting the SoC, we assume 1n the following that
the system exhibits a dedicated reset pin directly coupled to
central processing unit 120. Processing unit 120 may detect
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an application of a reset signal as a rising or falling edge of the
voltage applied to the reset pin. During normal operation of
the SoC the voltage applied to the reset pin may equal a supply
voltage, wherein the SoC detects a reset signal if the applied
voltage 1s shortcut to reference ground. However, the inven-
tion may not be limited 1n this regard, 1.e. the behavior of the
SoC may be 1dentical to the behavior when detecting a reset
via a dedicated reset pin 1n case the processing unit detects a

reset signal as a reset command transmitted via communica-
tion bus 160.

When processing unit 120 detects a reset request, from the
user perspective 1t 1s desirable that the SoC appears to be reset
immediately. Correspondingly the SoC’s pins should imme-
diately assume a reset state and all processing units 120, 121
should stop execution of the currently executed application in
order to signal to the peripheral components of the SoC,
particularly to the pins providing signals to the peripheral
components, that the SoC has stopped execution of the appli-
cation.

The steps performed by SoC 100 upon detection of a reset
signal are described 1n the following with reference to FIG. 2,
which 1llustrates the internal operation of the SoC by way of
a flow chart.

The method starts at 200 while the SoC operates normally
wherein normal operation shall mean that the SoC executes
the application as programmed and a reset signal 1s not
applied to the system. While the SoC operates normally, 1.e.
without having detected a reset signal, the SoC checks on a
regular basis at 201 whether a reset signal has been applied to
the SoC. In one embodiment this can be achieved by checking
the signal status of the reset pin, 1.e. by checking the voltage
applied to the reset pin. Alternatively a signal change applied
to the reset pin may be processed as an interrupt that triggers
the execution of a particular sequence of predefined opera-
tions that can be considered a small state machine. As illus-
trated by the NO path, the SoC continues its normal operation
at 200 as long as a reset signal 1s not detected.

In case the SoC comprises more than one processing unit
120, 121 the reset pin may be applied to all processing units,
so that each of the processing units 120, 121 processes the
reset signal separately. Accordingly the actions described
hereinafter are valid for all processing units comprised in the
SoC, 1.e. the sequence of processing steps 1s applied to all of
the processing units where applicable. In an alternative
embodiment one of the at least two processing units 120, 121
may be configured as a controller for other processing units.
That controlling processing unit accordingly 1s configured as
a main processing unit and communicatively coupled to the
other processing units to control execution of the sequence of
processing steps described hereiafter.

Optionally and at the beginning of the sequence of actions
performed upon detection of a reset signal a timeout counter
may be started in the main processing unit at 202. During
processing the actions for resetting the SoC, the main central
processing unit checks 1f the timeout counter has expired. In
case the timeout counter has expired while processing the
described actions the main processing unit shortcuts all that
processing and immediately shuts down all functional blocks
regardless of the current state of the SoC in order to enforce
the reset within a predefined time limit. Otherwise, if the
timeout counter has not expired, the SoC continues to per-
form the described actions for reset. Note that the timeout
counter may be implemented as a counter that may count
clock ticks or fractions of seconds or the like, and which
checks on a regular basis whether the timeout counter has
expired.
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Subsequently or 1n case that a timeout counter 1s not used,
operation of the SoC proceeds at 203, 1.¢. the SoC stops 1ts
normal operation, without abruptly stopping all internal
operation. Stopping normal operation shall mean here that all
processing units 120, 121 comprised 1n the SoC stop execu-
tion ol the currently processed applications. As a conse-
quence inbound mformation 1s no longer processed and out-
bound communication stops immediately. In this respect the
reset signal may be communicated to all communication
interfaces recerving inbound commumnication so that these are
instructed to no longer accept incoming data. In a particular
embodiment the communication interfaces 140 may just stop
forwarding incoming data to functional blocks comprised 1n
the SoC and also stop acknowledging reception of informa-
tion to any transceivers located outside the SoC. In this way
the communication intertaces immediately stop all data
reception activities having impact to peripheral devices of the
SoC. However, 1n case a communication interface 1s passing
recelved data via internal communication device 160, 1.e. for
example an internal communication bus, to a functional block
within the SoC, the interface may complete that internal data
transmission 1n order to prevent the iternal communication
device or any functional block from being blocked by a cor-
rupted data transmaission.

Similarly, communication interfaces, when receiving the
reset signal notification, in one embodiment may 1mmedi-
ately stop transmission of any outbound data, even during
transmission of a packet thus corrupting that outbound trans-
mission of a packet or burst of data, at 204. Although this
sudden stop of a transmission may not be advisable for all
peripheral bus systems, 1t 1s one possibility to terminate out-
bound commumnication 1n case the peripheral bus system uses
a robust communication protocol. In this way the communi-
cation iterfaces immediately obey the application of the
reset signal.

In an alternative embodiment and depending on the com-
munication protocol of the peripheral bus system, a commu-
nication iterface 140 may complete the transmission of out-
bound data 1n order to prevent any blockage of the peripheral
communication system that might be caused by transmitting
incomplete, corrupted data. For example and in case the
peripheral communication 1s a master-slave configuration,
the communication interface may complete an ongoing mas-
ter-slave interaction that does not allow interruption without
blocking the peripheral communication partner, thus termi-
nating the communication properly. For example, 11 the SoC
waits for pending bus master accesses to complete then the
chance of a protocol violation 1s minimized. Communication
interface 140 may be configured and adapted to operate
accordingly. In this way outbound communication 1s stopped
as fast as possible when a reset signal 1s detected while at the
same time preventing corruption or blockage of a connected
peripheral bus system.

Furthermore a functional block comprised 1n the SoC may
complete atomic instruction sequences at 205, 1in order to
prevent corruption of data objects that are currently processed
when the reset signal 1s detected 1n the SoC. This method act
thus actually may comprise execution of a plurality of instruc-
tions namely the execution of those remaining instructions
that form part of a so-called atomic instruction sequence,
wherein execution of the sequence started before the reset
signal was detected 1n the SoC. Atomic instruction sequences
shall mean any sequence or set of at least two instructions
executed by at least one functional block comprised 1n the
SoC that requires complete execution of all instructions 1n
order to prevent unrecoverable data or system corruption.
Exemplitying embodiments of atomic instruction sequences
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may comprise storing a block of data in memory, wherein the
storing may for example comprise calculation and storage of
a check sum for checking integrity of the data block. In case
the data block 1s stored without the check sum that data block
1s corrupted and useless. Moreover the system may not only
disregard the data, but in case that data 1s vital for the system,
the corrupted data block may block the entire SoC at the next
startup of the SoC. Another atomic 1nstruction sequence may
comprise the communication between two processing units
120, 121 comprised in the SoC, wherein one processing unit
120 commands another processing umt 121 to perform a
particular action and waits for an acknowledge of successtul
execution of that command. In case the commanded process-
ing unit 121 1s shut down without communicating an expected
reply, 1.e. without sending the acknowledge, the commanding
processing unit will wait until a timeout expires or the SoC 1s
powered down.

This act may involve flushing write bullers. Since these
builers typically are implemented by volatile memory, 1.¢.
memory that loses 1ts contents when the SoC 1s turned off or
reset, the contents butlered therein may be written completely
to non-volatile memory in order to preserve the buflered
information. In one embodiment the buflered information
may comprise debug trace information, which should be con-
sistent with other data comprised 1n memory. The flushing of
write butlers may comprise flushing the write buifer contents
via an interface to peripheral memory of the SoC, which has
to be completed belore stopping any outbound communica-
tion via a communication interface. Alternatively the flushing
of write bullers can be a store action to non-volatile memory
comprised in the SoC, 1.e. a write to memory 130. Note that 1in
one embodiment the flushing of write bullers may be
acknowledged by the write bulfer by communicating a cor-
responding signal to the functional block that commanded the
flush operation.

In case the SoC comprises a clock signal generator, the
clock signal rate can be reduced 1n order to gradually reduce
power consumption of the clock signal generator 1tself and
functional blocks receiving the clock signal of the clock sig-
nal generator at 206. In one embodiment the clock signal
reduction may be performed in a plurality, 1.e. at least two,
sequential steps, thus reducing the output clock rate of the
clock signal generator 1n a stepwise fashion. In this way the
overall power consumption of the clock signal generator and
functional blocks coupled to the clock signal can be reduced,
thus reducing voltage peaks resulting from shutting down
functional blocks. Note that 1n one embodiment this act of
reducing the clock rate may be performed while functional
blocks are performing the actions for shutting down the SoC
due to the applied reset signal, 1.e. the operation of functional
blocks 1s slowed down correspondingly. Consequently the
execution of the reset procedure steps takes more time but at
the same time slowly, 1.€. 1n a stepwise manner, reduces power
consumption and the risk of voltage peaks.

In case the SoC comprises a plurality of clock signal gen-
erators, each of these can be controlled to stepwise reduce the
clock rate of'1ts respective output clock signal. In one embodi-
ment the clock signal generators are controlled one atter the
other to reduce the rate of the output clock signal, so that the
voltage peaks caused by reducing the clock rates do not add
up in one mstance of time. In this way the plurality of clock
signal generators sequentially can be controlled to stepwise
reduce the rate of their respective output clock signals.

Note that 1n one embodiment the SoC may comprise amain
processing unit that controls the steps described above when
a reset signal 1s detected. The main processing unit may
accordingly 1nstruct and control the functional blocks com-
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prised i the SoC, 1.e. the main processing unitmay command
each functional block and check that functional block, for
example, by evaluating an acknowledge message returned
from a functional block. Furthermore the acts of resetting the
SoC may be performed 1n parallel by the functional blocks. 5
Accordingly the main processing unit may instruct functional
blocks to perform the acts 204 to 206 concurrently. In an
alternative embodiment the main processing unit may coms-
mand the functional blocks to perform the method acts one
alter another. 10

Finally, 1.e. at the end of the reset procedure at 207, the
main processing unit that controlled the acts performed by
other functional blocks or processing units, 1s shut down thus
terminating the reset procedure. This act itself may comprise
more than one instruction performed by the main processing 15
unit. In one example these instructions may comprise that the
main processing umt may flush all 1ts internal write butfers to
a memory 1n order to save the protocol of actions performed
in the course of resetting the SoC. Furthermore the main
processing unit may optionally signal to the peripheral of the 20
SoC that the SoC has been reset. Note that under normal
conditions this shutdown act starts before the optionally
started timeout counter expires, since under normal condi-
tions the sum of acts performed upon detection of a reset
signal 1s completed before the timeout counter expires. Cor- 25
respondingly the timeout counter may expire only 1n case that
any of the reset acts cannot be completed 1n time.

In this way the reset request detected at the SoC appears to
an external application or user to have immediate effect, but
actually triggers an orderly shutdown of the SoC. This 1s 30
achieved by bringing the SoC into a quiescent state before
shutting down functional blocks. The processing of the reset
in one embodiment may be implemented as a state machine
that resets the SoC 1n a more orderly manner in order to
prevent data corruption and voltage peaks when resetting the 35
SoC that may damage the SoC. In an alternative embodiment
it may be implemented as a non-maskable soitware routine
which executes the necessary sequences to ensure an orderly
shutdown of system operation before the reset occurs.

Note that the above described method can be also applied 40
to a subset of functional blocks only that are comprised in the
SoC. Accordingly the method can be applied to subsection of
the SoC. A reset signal or trigger may accordingly affect only
a subsection of the SoC, for example one of a plurality of
CPUs and it’s associated functional blocks including associ- 45
ated peripheral functional units.

Notwithstanding, the invention and its mventive arrange-
ments disclosed herein may be embodied 1n other forms.
Accordingly, reference should be made to the following
claims, rather than to the foregoing specification, as indicat- 50
ing the scope of invention. In this regard, the description 1s
intended by way of example only and 1s not intended to limat
the present invention 1n any way.

The mvention claimed 1s: 55

1. A system on a chip, comprising;:

at least a first central processing umt communicatively
coupled to a communication interface and to a memory
internal of the system on a chip,

wherein the system on a chip 1s adapted and configured to 60
stop mbound and outbound communication via respec-
tive pins of the system on a chip upon detecting of a reset
signal applied to the system on a chip, while still per-
forming a sequence of processing acts by the first central
processing unit, and before shutting down the first cen- 65
tral processing unit after detecting of the reset signal
applied to the system on a chip.

8

2. The system on a chip of claim 1, further comprising at
least one clock signal generator configured to generate a
clock signal, wherein the at least one clock signal generator 1s
coupled at least to one of the first central processing unit, the
communication interface, and the memory, wherein the sys-
tem 1s adapted and configured to reduce a clock signal rate of
the clock signal generator upon detecting the reset signal.

3. The system on a chip of claim 1, further comprising at
least one second central processing unit communicatively
coupled to the first central processing unit, wherein the first
central processing unit 1s configured to command the at least
one second central processing upon detecting the reset signal.

4. The system on a chip of claim 1, wherein the system 1s
adapted and configured to start a timeout counter upon detect-
ing the reset signal, and wherein the system 1s adapted and
configured to shut down the system when the timeout counter
eXpIres.

5. The system on chip of claim 1, wherein the system
comprises a voltage controller.

6. An electric circuit, comprising:

at least one processing unit communicatively coupled to a

memory and a communication interface; and
means for detecting a reset signal applied to the electric
circuit, wherein the electric circuit 1s adapted and con-
figured to stop mbound and outbound communication
via respective pins of the electric circuit upon detecting
the reset signal being applied to the electric circuit, while
still performing a sequence of processing steps by the at
least one processing unit upon detecting a reset signal by
the detecting means applied to the electric circuit and
betfore shutting down the at least one processing unit.
7. The electric circuit of claim 6, further comprising a clock
signal generator configured to generate a clock signal,
wherein the clock signal generator 1s coupled at least to one of
the first central processing unit, the communication interface,
and the memory, wherein the system 1s adapted and config-
ured to reducing a clock signal rate of the clock signal gen-
erator upon detecting the reset signal.
8. The electric circuit of claim 6, further comprising a
second central processing unit communicatively coupled to
the first central processing, wherein the first central process-
ing unit 1s configured to command the second central process-
ing upon detecting the reset signal.
9. The electric circuit of claim 6, further comprising a
timeout counter configured to 1itiate a counting thereoi upon
detecting the reset signal, and wherein the system 1s adapted
to shutdown the system when the timeout counter expires.
10. The electric circuit of claim 6, further comprising a
voltage controller.
11. A method for resetting a system on a chip comprising at
least a first central processing unit communicatively coupled
to a communication interface and to a memory internal to the
system, the method comprising:
conducting a normal operation of the system;
upon detecting a reset signal applied to the system, starting
a state machine 1n the system to reset the system; and

stopping inbound and outbound communication wvia
respective pins of the system on a chip upon detecting
the reset signal being applied to the system on a chip,
while still performing a sequence of processing acts by
the first central processing unit and before shutting down
the first central processing unit.

12. The method of claim 11, wherein actions of the state
machine in resetting the system are executed by the first
central processing unit.

13. The method of claim 11, wherein resetting the system
comprises the state machine starting a timeout counter.
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14. The method of claim 11, wherein resetting the system
comprises the state machine controlling another central pro-
cessing unit by the first central processing unit.

15. The method of claim 11, wherein resetting the system
comprises the state machine stopping the imbound and out-
bound communication.

16. The method of claim 11, wherein resetting the system
comprises the state machine reducing an internal clock signal
rate.

17. The method of claim 11, wherein resetting the system
comprises the state machine tlushing data builers.

18. A method for resetting an electric circuit comprising at
least a first central processing unit communicatively coupled
to a communication interface and a memory internal of the
system and a second central processing unit, said method
comprising:

conducting a normal operation of the electric circuitry; and

stopping, via respective pins of the electric circuit, all

inbound and outbound communication associated with
the electric circuit upon detecting a reset signal applied

5

10

15

10

to the electric circuit while still performing a sequence
of processing acts by the first central processing unit and
betfore shutting down the first central processing unit.

19. The method of claim 18, further comprising starting a
timeout counter upon detecting the reset signal applied to the
electric circuit.

20. The method of claim 18, further comprising controlling
the second central processing unit by the first processing unit
upon detecting the reset signal applied to the electric circuait.

21. The method of claim 18, further comprising flushing
internal butlers to the internal memory by the first central
processing unit and the second central processing unit upon

detecting the reset signal applied to the electric circuait.

22. The method of claim 18, wherein the electric circuit
further comprises a clock signal generator, the method further
comprising reducing the clock signal rate of the clock signal
generator upon detecting the reset signal applied to the elec-
tric circuit.
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