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ciated with fulfilling resource requests and determining opti-
mizations for improving such performance are provided. A
processing device obtains and processes performance metric
information associated with processing a request correspond-
ing to a set of resources. The processing device uses the
processed performance metric information to determine a
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OPTIMIZING RESOURCE
CONFIGURATIONS

PRIORITY APPLICATION

This application 1s a continuation of U.S. patent applica-
tton Ser. No. 13/615,175, entitled “OPTIMIZING
RESOURCE CONFIGURATIONS” and filed Sep. 13, 2012,
which 1n turn 1s a continuation of U.S. patent application Ser.
No. 12/240,945, now U.S. Pat. No. 8,286,176, entitled
“OPTIMIZING RESOURCE CONFIGURATIONS” and
filed on Sep. 29, 2008, the disclosure of which 1s incorporated
herein by reference.

RELATED APPLICATIONS

This application 1s related to the following applications:

U.S. patent application Ser. No. 12/240,3583, now U.S. Pat.
No. 8,122,124, entitled “MONITORING PERFOR-
MANCE AND OPERATION OF DATA EXCHANGES”
and filed on Sep. 29, 2008;

U.S. patent application Ser. No. 12/240,863, now U.S. Pat.
No. 7,930,393, entitled “MONITORING DOMAIN
ALLOCATION PERFORMANCE” and filed on Sep. 29,
2008;

U.S. patent application Ser. No. 12/240,926, now U.S. Pat.
No. 8,316,124, entitled “MANAGING NETWORK DATA
DISPLAY™ and filed on Sep. 29, 2008;

U.S. patent application Ser. No. 12/240,881, now U.S. Pat.
No. 7,865,594, entitled “MANAGING RESOURCE
CONSOLIDATION CONFIGURATIONS” and filed on
Sep. 29, 2008;

U.S. patent application Ser. No. 12/240,659, now U.S. Pat.
No. 8,117,306, entitled “OPTIMIZING CONTENT
MANAGEMENT” and filed on Sep. 29, 2008;

U.S. patent application Ser. No. 12/240,740, now U.S. Pat.
No. 8,051,166, entitled “SERVICE PROVIDER OPTIMI-
ZATION OF CONTENT MANAGEMENT” and filed on
Sep. 29, 2008; and

U.S. patent application Ser. No. 12/410,251, now U.S. Pat.
No. 7,917,618, enftitled “MONITORING WEBSITE
CONTENT” and filed on Mar. 24, 2009.

U.S. patent application Ser. Nos. 12/240,583; 12/240,863;

12/240,926; 12/240,881; 12/240,659; 12/240,740; and

12/410,251 are incorporated by reference herein.

BACKGROUND

Generally described, computing devices and communica-
tion networks may be utilized to exchange information. In a
common application, a computing device may request con-
tent from another computing device via a communication
network. For example, a user at a personal computing device
may utilize a browser application to request a web page from
a server computing device via the Internet. In such embodi-
ments, the user computing device may be referred to as a
client computing device and the server computing device may
be referred to as a content provider.

Content providers are generally motivated to provide
requested content to client computing devices oiten with
consideration of efficient transmission of the requested con-
tent to the client computing device and/or consideration of a
cost associated with the transmission of the content. Addi-
tionally, the content requested by the client computing
devices may have a number of components, which may
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2

require further consideration of latencies associated with
delivery of the individual components as well as the originally

requested content as a whole.

With reference to an illustrative example, a requested Web
page, or original content, may be associated with a number of
additional resources, such as images or videos, that are to be
displayed with the Web page. In one specific embodiment, the
additional resources of the Web page are identified by a num-
ber of embedded resource identifiers, such as uniform
resource locators (“URLs”). In turn, software on the client
computing devices, such as a browser application, typically
processes embedded resource 1dentifiers to generate requests
for the content. Often the resource 1dentifiers associated with
the embedded resource reference a computing device associ-
ated with the content provider such that the client computing
device would transmuit the request for the additional resources
to the referenced computing devices. Accordingly, in order to
satisly a content request, the content provider(s) (or any ser-
vice provider on behalf of the content provider(s)) would
provide client computing devices data associated with the
Web page and/or data associated with the embedded
resources.

Some content providers attempt to facilitate the delivery of
requested content, such as Web pages and/or resources 1den-
tified 1n Web pages, through the utilization and distribution of
content at a number of geographically diverse data centers.
Data centers typically maintain a number of computing
devices for maintaining content 1n a variety of geographically
remote locations. By distributing content among more than
one data center, either by storing content at a particularly
designated location or by storing content at multiple loca-
tions, content providers seek to efliciently transmit requested
content to client computing devices, which are also typically
located 1n a variety of geographic locations.

Alternatively or additionally, some content providers
attempt to facilitate the delivery of requested content through
the utilization of a content delivery network (“CDN™) service
provider. A CDN service provider typically maintains a num-
ber of computing devices in a communication network that
can maintain content from various content providers. In turn,
content providers can instruct, or otherwise suggest to, client
computing devices to request some, or all, of the content
provider’s content from the CDN service provider’s comput-
ing devices.

As with content providers, CDN service providers are also
generally motivated to provide requested content to client
computing devices often with consideration of efficient trans-
mission of the requested content to the client computing
device and/or consideration of a cost associated with the
transmission of the content. Accordingly, CDN service pro-
viders often consider factors such as latency of delivery of
requested content 1n order to meet service level agreements or
to generally improve the quality of delivery service.

Traditionally, a number of methodologies exist which mea-
sure the performance associated with the exchange of data
such as in the environment described above. For example,
some methodologies provide for limited measurement of per-
formance metrics associated with network side processing of
a content request. Other methodologies allow for limited
measurement of performance metrics associated with the
content request measured from the browser side.

BRIEF DESCRIPTION OF THE DRAWINGS

Many of the attendant advantages and aspects of the
present disclosure will become more readily appreciated as
the same become better understood by reference to the fol-
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lowing detailed description, when taken 1n conjunction with
the accompanying drawings, wherein:

FIG. 1 1s a block diagram illustrative of a performance
measurement system including a number of client computing
devices, a content provider, a processing device, and a num-
ber of service providers;

FI1G. 2 1s a block diagram of the performance measurement
system of FIG. 1 illustrating the process of monitoring and
tulfilling resource requests;

FI1G. 3 1s a block diagram of the performance measurement
system of FIG. 1 illustrating the process of 1dentifying and
providing performance metric information from a client com-
puting device;

FI1G. 4 1s a block diagram of the performance measurement
system of FIG. 1 illustrating the process of 1dentifying and
providing performance metric information from a content
provider;

FI1G. 5 1s a flowchart illustrative of a performance monitor-
ing routine implemented by a client computing device for
monitoring the performance associated with resource
requests made by the client computing device;

FI1G. 6 1s a flowchart illustrative of a performance monitor-
ing routine implemented by a performance measurement
component for further monitoring client side performance
associated with resource requests made by the client comput-
ing device;

FI1G. 7 1s an illustrative user interface displaying a variety
ol performance metric information collected by the perfor-
mance measurement system of FIG. 1;

FIG. 8 1s a flowchart illustrative of a content processing,
routine implemented by the processing device of the perfor-
mance measurement system of FIG. 1 for identifying a subset
of resources corresponding to an original resource request
and processing performance data associated with the subset
of the resources:;

FIG. 9 1s another illustrative user interface displaying a
variety ol performance metric information collected by the
performance measurement system of FIG. 1; and

FIG. 10 1s a flowchart 1llustrative of a content processing
and recommendation routine implemented by the processing
device of the performance measurement system of FIG. 1 for

processing a resource request corresponding to a set of

resources and determining a recommended resource configu-
ration for the set of resources.

DETAILED DESCRIPTION

Generally described, the present disclosure 1s directed to
monitoring the performance and processing of data
exchanges between client computing devices and server com-
puting devices. Specifically, aspects of the disclosure will be
described with regard to monitoring a data exchange involv-
ing a request by a client computing device for an original
resource and a set of corresponding embedded resources and
dynamically 1identifying one or more resource configurations
to be utilized m conjunction with processing a subsequent

request corresponding to the content associated with the set of

embedded resources. In one embodiment, 1dentifying one or
more resource configurations 1s based on a display location
associated with a subset of the embedded resources to be

located on a visible portion of a display. Performance data can

the various client requests corresponding to the content asso-
ciated with the set of embedded resources. Additionally, the
processed performance data can be used to determine
whether to recommend a particular resource configuration to

then be used to assess performance related to processing of
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improve performance of turther subsequent client requests
for the corresponding content.

Traditionally, network servers can collect latency informa-
tion associated with a server’s processing of a client request
for a resource. For example, network servers can measure a
time associated with processing an incoming client request,
identifying/obtaining the requested resource, and initiating
the transmission ol the resource responsive to the client
request. Additionally, client computing devices can collect
latency information associated with the client computing
device’s nitiation of a resource request and receipt of the
resource responsive to the request. Aspects of the present
disclosure, which will be described further below, are
directed to 1dentifying and providing additional information
to improve the performance assessment related to the pro-
cessing of a client request for one or more resources and to
dynamically identilying and evaluating modifications to the
original request, original resource, and/or any embedded
resources.

Even further, traditionally, client computing device hard-
ware and software, including browsers, operating systems,
network stacks, and routers, may be configured to limit or
otherwise restrict network tratfic according to set rules. For
example, Web browsers may attempt to place limits on the
number of simultaneous connections that may be initiated by
or maintained between the browser and any particular content
provider computing device. In many browsers, connections
may be limited by domain name, such that, for example, a
client computing device may maintain a threshold number of
simultaneous connections to a given domain name. In accor-
dance with further aspects of the present disclosure, which
will also be described further below, the performance assess-
ment associated with processing resource requests will take
such limitations or restrictions into consideration. Although
various aspects of the disclosure will be described with regard
to illustrative examples and embodiments, one skilled 1n the
art will appreciate that the disclosed embodiments and
examples should not be construed as limiting.

FIG. 1 1s a block diagram illustrative of a performance
measurement system 100 for monitoring the performance and
processing of data exchanges, and for specifically monitoring
the performance associated with transmission and display of
cach resource 1n a subset of requested resources. As 1llus-
trated 1n FIG. 1, the performance measurement system 100
includes a number of client computing devices 102 (generally
referred to as clients) for requesting content from a content
provider. As 1illustrated in FIG. 1, each client computing
device 102 includes a client computing component 104 for
requesting content from network resources 1n the form of an
originally requested resource that may include identifiers to
two or more embedded resources that need to be requested.
As will be described 1n greater detail below, the client com-
puting component 104 also identifies performance metrics
obtained by client computing devices and/or components,
such as browser soitware applications. Additionally, the cli-
ent computing device 102 includes a performance measure-
ment component 106 that identifies additional performance
metrics associated with the client request, such as network
level performance data including, for example, timing of
receipt of first and last network packets of data for fulfilling
the original resource request and each embedded resource
request. In one embodiment, the performance measurement
component 106 works 1n conjunction with the client comput-
ing component 104 to collect performance metric informa-
tion such as from an operating system or a data file.

As 1llustrated 1n FIG. 1, the client computing component
104 and performance measurement component 106 are
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executed on each client computing device 102. Alternatively,
the client computing component 104 may not be configured,
or 1s otherwise incapable of, obtaining or providing some or
all of the performance metric information described herein. In
such an embodiment, the client computing component 104
may function with a reduced or limited capacity. In still a
turther embodiment, the client computing component 104
may function 1n conjunction with a separate communication
software application (e.g., a browser software application) to
provide the combined functionality described for the client
computing component 104. For example, the client comput-
ing component could correspond to a stand alone software
application, plugin, script, and the like. Additionally,
although each client computing device 102 1s illustrated as
having a separate performance measurement component 106,
in an alternative embodiment, the performance measure com-
ponent 106 may be shared by one or more client computing
devices.

In an 1llustrative embodiment, the client computing
devices 102 may correspond to a wide variety of computing
devices including personal computing devices, laptop com-
puting devices, hand-held computing devices, terminal com-
puting devices, mobile devices, wireless devices, various
clectronic devices and appliances and the like. As also 1llus-
trated 1n FIG. 1, the client computing devices 102 are consid-
ered to be logically grouped, as represented generally by
client 107, regardless of whether the client computing devices
are physically separate and geographically distributed
throughout the communication network 114. In this regard,
the client computing devices 102 may each communicate
directly or indirectly with other computing devices over net-
work 114, such as a wide area network or local network.
Additionally, one skilled in the relevant art will appreciate
that client 107 can be associated with various additional com-
puting devices/components including, but not limited to, con-
tent and resource administrative components, DNS resolvers,
scheduling devices/components, and the like.

Each of the client computing devices 102 can accordingly
include necessary hardware and software components for
establishing communications over the network 114. For
example, the client computing devices 102 may include net-
working components and additional software applications
that facilitate communications via the Internet or an intranet.
As previously described, the client computing device 102
may include an additional, separate browser soltware appli-
cation. The client computing devices 102 may also be asso-
ciated with, or otherwise include, other computing compo-
nents, such as proxy applications, for further facilitating
communications via the Internet or an intranet. As previously
described, the client computing components 104 may each
function as a browser soltware application for requesting
content from a network resource. Additionally, 1n an 1llustra-
tive embodiment, the performance measurement component
106 of the client computing device 102 may function as a
proxy application for managing browser application content
requests to the network resource. In other embodiments, the
client computing devices 102 may be otherwise associated
with an external proxy application, as well as any other addi-
tional software applications or soltware services, used in
conjunction with requests for content.

With continued reference to FIG. 1 and as set forth gener-
ally above, the performance measurement system 100 may
include a content provider 108 in communication with the one
or more client computing devices 102 via the communication
network 114. The content provider 108 may include a number
of content delivery components 110, such as a Web server
component and associated storage component corresponding
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to one or more server computing devices for obtaining and
processing requests for content (such as Web pages) from the
client computing devices 102. The content provider 108 can
further include a performance measurement component 112
for measuring performance metrics, such as a time associated
with processing an mncoming client request, identifying/ob-
taining the requested resource, and imitiating the transmission
ol the resource responsive to the client request. One skilled 1n
the relevant art will appreciate that the content provider 108
can include or otherwise be associated with various additional
computing resources, including, but not limited to, additional
computing devices for admimstration of content and
resources, DNS name servers, interfaces for obtaining exter-
nally provided content (e.g., advertisements, Web services,
etc.), and the like. Although the performance measurement
system 100 1s 1llustrated 1n a client-server configuration, one
skilled 1n the relevant art will appreciate that the performance
measurement system 100 may be implemented 1n a peer-to-
peer configuration as well.

With yet further continued reference to FIG. 1, the perfor-
mance measurement system 100 may further include a pro-
cessing device 116 for collecting and aggregating perfor-
mance data related to the processing of client requests. The
processing device 116 can also be used to assess the collected
performance data and to determine 1f modifications to the
original resource and/or embedded resources should be made
to improve performance for subsequent client requests for the
corresponding content associated with the original resource
and/or embedded resources.

As 1llustrated 1n FIG. 1, the processing device 116 1s 1n
communication with the one or more client computing
devices 102 and the content provider 108 via communication
network 114. Additionally, as will be further described below,
the processing device 116 may include a metric processing
component 118 for the collection and aggregation of perfor-
mance data from the client computing devices 102 and con-
tent provider 108, or any other computing devices, as well as
for the assessment of performance data. Specifically, 1n one
embodiment, the client computing components 104 and per-
formance measurement components 106 associated with cli-
ent computing devices 102 provide performance metric infor-
mation to the metric processing component 118, while the
performance measurement component 112 of the content
provider 108 provides performance metric information to the
metric processing component 118. The processing device 116
may further include a local data store 120 for storing the
received performance data. It will be appreciated by one
skilled in the art and others that metric processing component
118 and data store 120 may correspond to multiple devices/
components and/or may be distributed.

With continued reference to FI1G. 1, the performance mea-
surement system 100 can further include a set 122 of one or
more service providers, such as CDN service provider 124,
storage service provider 126, application service provider
128, transit service provider 130, and a number of other
service providers 132. As also illustrated 1n FIG. 1, the set 122
ol one or more service providers 1s considered to be logically
grouped, as represented generally by set 122, regardless of
whether the service providers are physically separate and
geographically distributed throughout the communication
network 114. In this regard, each service provider in the set
122 can communicate directly or indirectly with other com-
puting devices, such as client computing devices 102 and
content providers 108, over communication network 114,
such as a wide area network or local network.

The CDN service provider 124 1llustrated 1n FIG. 1 corre-
sponds to a logical association of one or more computing
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devices (not shown) associated with a CDN service provider.
Specifically, the CDN service provider 124 can include a
number of Point of Presence (“POP”) locations that corre-
spond to nodes on the communication network 114. The CDN
POPs will typically be geographically distributed throughout
the communication network 114 1in a manner to best serve
various demographics or other characteristics associated with
client computing devices 102. Each CDN POP includes a
DNS component made up of a number of DNS server com-
puting devices for resolving DNS queries from the client
computers 102. Each CDN POP also includes a resource
cache component made up of a number of cache server com-
puting devices for storing resources from content providers
and transmitting various requested resources to various client
computers. The DNS components and the resource cache
components may further include additional software and/or
hardware components that facilitate communications 1includ-
ing, but not limited to, load balancing or load sharing sofit-
ware/hardware components.

With continued reference to FIG. 1, the storage service
provider 126 also corresponds to a logical association of one
or more computing devices (not shown) associated with a
storage provider. As with the CDN service provider 124, the
storage service provider 126 can also include a number of
Points of Presence (“POP”) locations that correspond to
nodes on the communication network 114. In one illustrative
embodiment, these storage POPs correspond to data centers
which can be used to provide storage system facilities and
maintain resources on behalf of a content provider. Accord-
ingly, each storage POP, or data center, can include a number
of components for, amongst other things, storing and provid-
ing resources on behalf of a content provider. Such resources
can include text, images, sounds, videos, animations, as well
as user proiile mnformation, applications, web services, and
the like. In addition, the storage POPs, or data centers, will
typically be geographically distributed throughout the com-
munication network 114 in a manner to best serve various
demographics of client computing devices 102.

The application service provider 128 1illustrated in FIG. 1
also corresponds to a logical association of one or more
computing devices (not shown) associated with an applica-
tion service provider. As with the CDN and storage service
providers 124 and 126, the application service provider 128
can also include a number of Points of Presence (“POP”)
locations that correspond to nodes on the communication
network 114. Each application POP 1ncludes a network com-
puting (or cloud computing) component (NCC) for hosting,
applications, such as data streaming applications, via a num-
ber of mstances of a virtual machine, generally referred to as
an instance of an NCC. One skilled in the relevant art will
appreciate that NCCs would include physical computing
device resources and software to provide the multiple
instances of a virtual machine or to dynamically cause the
creation of instances of a virtual machine. Each application
POP may also include a storage component made up of a
number of storage devices for storing resources from content
providers which will be processed by an 1mnstance of an NCC
and transmitted to various client computers. In addition, the
application POPs will typically be geographically distributed
throughout the communication network 114 in a manner to
best serve various demographics of client computing devices
102.

With continued reference to FIG. 1, the transit service
provider 130 also corresponds to a logical association of one
or more computing devices (not shown) associated with a
transit service provider. A transit service provider provides
computing devices and/or services, such as routers, bridges,
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gateways, network access services, and the like, for establish-
ing network communications over or between networks. In
one illustrative embodiment, the transit service provider 130
may be an Internet service provider (ISP). As with the fore-
going service providers, the transit service provider 130 can
also iclude a number of Points of Presence (“POP”) loca-
tions that correspond to nodes on the communication network
114. In addition, the transit POPs will typically be geographi-
cally distributed throughout the communication network 114
in a manner to best serve various demographics of client
computing devices 102.

In further reference to FIG. 1, the performance measure-
ment system 100 can include a number of other service pro-
viders 132 for use in hosting, processing, or enabling the
transmission of content. Moreover, 1t will be appreciated by
one skilled in the relevant art that a service provider may offer
any one or more ol the services described above as being
associated with CDN, storage, application, and transit service
providers. For example, a data center may provide both tra-
ditional storage services, as well as network computing ser-
vICes.

As will be described further below, the performance mea-
surement system 100 may use and evaluate performance of
any one or more of the service providers 124, 126, 128, 130,
132 in hosting and/or processing content on behalf of the
content provider 108 and/or enabling the transmission of such
content. In one illustrative embodiment, the performance
measurement system 100 may evaluate the performance asso-
ciated with providing a Web page to a client computing device
102 using a particular CDN service provider to host and/or
process at least a portion of the associated content for the Web
page. In another illustrative embodiment, the performance
measurement system 100 may evaluate the performance of
cach of a number of data centers for storing and providing
content for a particular Web page. In yet another 1llustrative
embodiment, the performance measurement system 100 may
evaluate the performance associated with use of a particular
data center connected using a particular transit provider to
provide content to a client computing device on behalf of a
content provider.

One skilled 1n the relevant art will also appreciate that the
components and configurations provided in FIG. 1 are 1llus-
trative 1n nature. Accordingly, additional or alternative com-
ponents and/or configurations, especially regarding addi-
tional components, systems and subsystems for facilitating
communications may be utilized.

With reference now to FIGS. 2-4, an 1llustrative example of
the operation of the performance momtoring system 100
according to some embodiments will be described. For pur-
poses of the example, however, the illustration has been sim-
plified such that many of the components utilized to facilitate
communications are not shown. One skilled 1n the relevant art
will appreciate that such components may be utilized and that
additional 1interactions would accordingly occur without
departing from the spirit and scope of the present disclosure.

With reference to FIG. 2, a client computing component
104 1nitiates a content request that 1s intended to ultimately be
received and processed by the content provider 108. In an
illustrative embodiment, the requested content may corre-
spond to a Web page that 1s displayed on the client computing
device 102 via the processing of a base set of information,
such as hypertext markup language (“HTML”), extensible
markup language (“XML”), and the like. The base set of
information may also include a number of embedded
resource 1dentifiers that corresponds to resource objects that
should be obtained by the client computing device 102 as part
of the processing of the requested content. The embedded
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resource 1dentifiers may be generally referred to as resource
identifiers or resource URLs. The request for the base set of
information and the subsequent request(s) for any embedded
resources may be referred to generally as a “resource
request.”

In one embodiment, prior to mnitiating a resource request,
the client computing component 104 associates a record iden-
tifier with the resource request. As will be described further
below, the record identifier may be used to track performance
metrics associated with processing the requested resource
including any embedded resources. In one example, the
record 1dentifier may be attached to the resource request as a
header or otherwise embedded 1n the request. The client com-
puting component 104 then transmits the resource request
with the record 1dentifier. However, as will also be described
turther below, the client computing component 104 may alter-
natively transmit the associated record 1dentifier in a separate
transmission from the resource request.

It will be appreciated by one skilled 1n the relevant art and
others that the client computing component 104 may generate
the resource request and associated record 1dentifier itself or
receive one or the other or both from another storage or
computing device. For example, another computing device,
such as processing device 116, may be used to determine
whether a test to monitor performance metrics associated
with processing a particular resource, such as a Web page,
should be conducted. In this example, the processing device
116 may send the test request, which includes a resource
identifier corresponding to the desired resource request and a
record 1dentifier further associated with the resource 1denti-
fier, to the client computing device 102.

In one illustrative embodiment, as shown in FIG. 2, the
client computing component 104 1nitiates the content request
by transmitting the resource 1dentifier and associated record
identifier directly or indirectly to the performance measure-
ment component 106 of the client computing device 102.
However, 1t will be appreciated by one skilled 1n the relevant
art that, in the alternative, the performance measurement
component 106 can otherwise intercept the content request
initiated by the client computing component 104.

Continuing with the present example and 1n further refer-
ence to FI1G. 2, the performance measurement component 106
receives the resource request and forwards the resource
request on to the content provider 108 via communication
network 114. Thereafter, the performance measurement com-
ponent 106 continually momitors performance metrics asso-
ciated with the processing of the requested resource, includ-
ing any embedded resources. Specifically, 1in one 1llustrative
embodiment, the performance measurement component 106
monitors network level performance metrics associated with
the processing of the requested resource and any embedded
resources, such as timing of receipt of the first and last bytes
(or packets) of data of each request. The performance mea-
surement component 106 can either obtain such performance
metric information directly from the operating system of the
client computing device 102 or through the client computing
component 104. The performance measurement component
106 associates the monitored performance metrics with the
record 1dentifier.

As further 1llustrated in FIG. 2, the content provider 108
receives the resource request from the client computing
device 102 and processes the resource request using content
delivery components 110, such as a Web server. The content
provider 108 can also use a performance measurement com-
ponent 112 to monitor performance metrics associated with
processing the incoming client request, identifying/obtaining,
the requested resource, and 1nitiating the transmission of the
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resource responsive to the client request. As shown in FIG. 2,
upon obtaining the requested resource, the content provider
108 imitiates transmaission of the requested resource to the
client computing device 102.

In this 1llustrative example, the performance measurement
component 106 at the client computing device 102 obtains the
requested resource, continues monitoring the processing of
the requested resource, and forwards the requested resource
to the client computing component 104. For example, the
performance measurement component 106 may serve as a
proxy application for receiving the requested resource or
otherwise intercepting the requested resource. The client
computing component 104 also tracks performance metrics
associated with the processing of the requested resource.
Upon receipt of the requested resource, the client computing
component 104 begins processing the content. For example,
the client computing component 104 can process the content
for display on a monitor or other display device associated
with the client computing device 102. Alternatively, the client
computing component 104 can process the content for send-
ing to any other component or external device (e.g., a frame-
builer). Performance metrics associated with processing the
content for display once the content has been received at the
client computing device 102 may also be collected. As will be
turther described below, the above described functions apply
to the processing of the originally requested resource, as well
as any embedded resources.

With reference now to FIG. 3, the client computing com-
ponent 104 and the performance measurement component
106 of the client computing device 102 can each identily
performance metric information that the respective compo-
nents have momtored and/or collected. The performance met-
ric information from the client computing component 104
may include a variety of information, such as process nfor-
mation, memory information, network data, resource data,
client computing component information, including page set-
ups, browser rendering information, state variables, display
information, and other types of information. In one specific
example, the performance metric mformation may include
information regarding a time at which a particular resource
was rendered on a Web page, 1ts location on the page, whether
the resource was rendered on the device display, and the like.
The performance metric information from the performance
measurement component 106 of the client computing device
102 can also include a variety of information as similarly set
forth generally above. In one specific example, the perfor-
mance metric data may include network statistics, latencies,
bandwidths, and data arrival times, such as the timing of
receipt ol first and last packets of information for the
requested resource including for each embedded resource. In
another specific example, the performance metric informa-
tion can include timing information associated with process-
ing executable resources, such as JavaScript, as well as addi-
tional information that can be used to indirectly determine
processing times associated with the execution of the
resource once the executable code has been obtained.

The performance metric information from the client com-
puting component 104 and/or the performance measurement
component 106 of the client computing device 102 can also
include basic resource information, such as an identification
of the resource type, a link to a header associated with the
requested resource, a size of the resource, including a size of
the header as well as a size of a payload corresponding to the
actual requested resource, an 1dentification of a domain from
which the resource was requested, and the like. For example,
the performance metric information can include identifica-
tion of a set of coordinates for each of the resources 1n order
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to define a resource display location associated with each of
the resources. The set of coordinates can, for instance, include
x- and y-coordinates identifying bounding corners of a dis-
play area corresponding to a location at which a resource 1s to
be rendered. It will be appreciated by one skilled in the
relevant art and others, however, that a resource display loca-
tion can be 1dentified 1n a variety of ways.

Even further, the performance metric information can
include underlying computer resource information, such as a
resolution of the display of the client computing device 102,
a version of the browser application software, an identifica-
tion of any plugins associated with the browser application
soltware, an identification of any updates to the operating
system of the client computing device 102, and the like. The
performance metric information can also include identifica-
tion of a display location (or area) associated with a visible
portion of a display, also referred to herein as a frame, as will
be discussed 1n further detail below. Alternatively, the perfor-
mance metric information can include other display informa-
tion from which such a display location can be inferred. Even
turther, the performance metric imformation can include
information regarding the location of the client device 102
(such as an IP address), servers associated with the content
provider 108, and/or servers associated with a service pro-
vider 122 (e.g., for a CDN service provider 124, a CDN
service provider DNS nameserver or assigned cache server).

Still further, the performance metric information can
include an identification of limitations and/or restrictions
associated with processing resource requests using client
computing device hardware and/or software. For example,
the performance metric information can include 1dentifica-
tion of a threshold number (e.g., a maximum, a mimmum, a
range, and the like) of simultaneous connections to a domain.
As another example, the performance metric information can
include identification of an order associated with 1nitiating
embedded resource requests.

With continued reference to FI1G. 3, the client computing,
component 104 and the performance measurement compo-
nent 106 of the client computing device 102 provide the
identified performance metric information together with the
associated record 1dentifier of the requested resource to the
metric processing component 118 of the processing device
116 via the communication network 114. The metric process-
ing component 118 then processes the received performance
metric information to assess performance related to the pro-
cessing ol the client request for the original resource and any
embedded resources. The processed performance metric
information can be used to support modifications to the origi-
nal resource and/or embedded resources to 1improve perifor-
mance for subsequent client requests for the original
resource. As will be appreciated by one skilled in the art and
others, the processing device 116 can store the received and/
or processed performance metric information 1n local data
store 120, or any other data store distributed across the net-
work 114. Additionally, as will be further described below 1n
reference to FIGS. 7 and 9, the processing device 116 can
cause the display of the processed performance metric infor-
mation to a user of the system 100 for further assessment.

In one illustrative embodiment, once the client computing
component 104 completes processing of the requested
resource mcluding any embedded resources, the client com-
puting component 104 i1dentifies performance metric nfor-
mation that the client computing component 104 monitored
and/or otherwise collected related to such processing. In this
example, the client computing component 104 provides the
identified performance metric iformation with the record
identifier associated with the requested resource to the metric
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processing component 118. Upon receipt of this information,
the metric processing component 118 then requests any fur-
ther performance metric information related to the requested
resource and any embedded resources from the performance
measurement component 106 of the client computing device
102. In response, the performance measurement component
106 of the client computing device 102 identifies and pro-
vides performance metric information with the record iden-
tifier associated with the requested resource to the metric
processing component 118. The metric processing compo-
nent 118 can use the record identifier to aggregate the
received performance metric information. It will be appreci-
ated by one skilled 1n the art and others that the identified
performance metric information may be transmitted to the
metric processing component 118 by a number of alternative
methodologies and/or components.

In another 1illustrative embodiment, and as will be
described further below, the metric processing component
118 can use the processed performance metric information
associated with the original resource and any embedded
resources to dynamically determine an additional or alterna-
tive service provider, such as CDN service provider 124,
storage service provider 126, application service provider
128, or the like, for hosting or processing at least a portion of
the original resource and/or any embedded resources to
improve performance. As will also be further described
below, 1n making such a determination, the metric processing
component 118 can further take into consideration perfor-
mance metric information collected and associated with sub-
sequent resource requests for the original resource and any
embedded resources using such alternative service providers,
as well as performance selection criteria which can be
obtained from the original content provider.

With reference now to FIG. 4, 1n one illustrative embodi-
ment, the performance measurement component 112 of the
content provider 108 can 1dentily performance metric infor-
mation that 1t has collected related to the processing of the
requested resource and/or any embedded resource. The per-
formance measurement component 112 provides the 1denti-
fied performance metric information to the metric processing
component 118 of the processing device 116 via communi-
cation network 114. As will be appreciated by one skilled 1n
the art and others, the performance measurement component
112 of the content provider 108 can provide the performance
metric information upon request from the processing device
116 or upon completing its processing of the requested
resource. As will be described further below, the processing
device 116 can then aggregate the performance metric infor-
mation from all components for displaying, processing, stor-
ing, or otherwise assessing performance related to the pro-
cessing of the requested resource.

In one i1llustrative embodiment, the metric processing com-
ponent 118 processes the performance metric information
received from some or all network components (e.g., client
computing component 104, performance measurement coms-
ponent 106 of the client computing device 102, and/or per-
formance measurement component 112 of the content pro-
vider 108, and the like) to assess performance related to the
processing of the client request for the original resource and
any embedded resources. As previously mentioned, the pro-
cessed performance metric information can be used to sup-
port modifications to the original resource and/or embedded
resources to immprove performance for subsequent client
requests for the original resource. For example, and as will be
described further below in reference to FIG. 8, the metric
processing component 118 can use the processed pertor-
mance metric information associated with the original
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resource to dynamically identily a subset of the embedded
resources which correspond to a display location (or area)
associated with a visible portion of a display and to further
assess performance related to the processing of the subset of
embedded resources. As will also be described further below,
but 1n reference to FIG. 10, the metric processing component
118 can also use the processed performance metric informa-
tion to dynamically determine a resource configuration to be
associated with the embedded resources to improve perfor-
mance associated with subsequent requests for the content. In
making such a determination, the metric processing compo-
nent 118 can further take into consideration performance
metric information collected and associated with subsequent
resource requests for the content using such alternative
resource configurations.

With reference now to FIG. 5, one embodiment of a per-
formance monitoring routine 300 implemented by the client
computing component 104 of the client computing device
102 will be described. One skilled 1n the relevant art waill
appreciate that actions/steps outlined for routine 500 may be
implemented by one or many computing devices/components
that are associated with the client computing device 102.
Accordingly, routine 500 has been logically associated as
being generally performed by the client computing device
102, and thus the following illustrative embodiments should
not be construed as limiting.

Atblock 502, a client computing component 104 identifies
an original resource request. As previously mentioned, the
client computing component 104 can generate the original
resource request or recerve the original resource request from
another computing device, such as processing device 116. In
one example, the original resource request may be for a Web
page, such as http://example.com. At block 504, the client
computing component 104 associates a record identifier
(RID) with the original resource request. The RID may be a
unique 1dentifier associated with the orniginal resource
request. As will be further described below, the RID can also
be associated with any embedded resources included 1n a
response to the original resource request. Even further,
although not 1llustrated, in an alternative embodiment, 1in the
event that the client computing component 104 does not need
a RID, the client computing component 104 may not associ-
ate a RID with the resource request as shown at block 504.

At block 506, the resource request 1s transmitted to another
entity. In this example, the resource request 1s transmitted to
the performance measurement component 106 of the client
computing device 102. As previously mentioned, the perfor-
mance measurement component 106 can alternatively inter-
cept the transmission request as it 1s being routed to a content
provider 108 for example. In one illustrative embodiment, the
resource request may itsell contain the RID, such that the
resource request and associated RID are transmitted as part of
the same transmission. For example, the RID may be included
as a portion of the resource URL used to request the resource.
Alternatively or additionally, the RID may be transmitted in a
second communication, either before or after the transmis-
s10n including the resource request. For example, a “start new
request group” command, including the RID may be 1ssued
before or after the initial resource request. In one further
alternative embodiment, the client computing component 104
may not mclude a RID with the issuance of a “start new
request group” command, and 1n this case, the performance
measurement component 106 may generate, or otherwise
obtain, such a RID upon receipt of the “start new request
group”’ command.

Continuing at block 508, a determination 1s made at the
client computing component 104 regarding whether any
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additional resources need to be requested to fulfill the original
resource request. As appreciated by one skilled 1n the relevant
art, a response to the original resource request may be
returned to the client computing component 104 which
includes a number of resource URLs corresponding to a num-
ber of embedded resources required to fulfill the original
resource request. In one embodiment, if such additional
resources are identified, processing returns to block 506
where the client computing component 104 transmits one or
more requests for the 1dentified embedded resources with the
RID associated with the original resource request.

Alternatively or additionally, the client computing compo-
nent 104 may assign a component record 1dentifier (CRID) to
cach request for an embedded resource at optional block 510.
In this example, when processing returns to block 506, the
client computing component 104 may transmit the one or
more embedded resource requests with the respectively
assigned CRIDs. In an 1llustrative embodiment, the requests
for embedded resources may be transmitted with respective
CRIDs alone or together with the RID of the original resource
request. As embedded resource requests (or component
requests) are fulfilled, the returned content 1s processed by the
client computing component 104. It will be appreciated by
those skilled 1n the art and others that a response to an embed-
ded resource request may include links to further embedded
resources. As such, the functionality associated with blocks
506-510 may be repeated as described above until no resource
requests are outstanding and no more additional resources
need to be requested.

It will be appreciated by one skilled 1n the relevant art that
resource requests are processed by the client computing
device 102 1n accordance with logic associated with the par-
ticular configuration of the browser software application. For
example, the browser soltware application may be limited by
a number of resource requests that may be made at one time,
an order associated with the type of requests that may by
made, an order based on a predetermined location for the
requested resources on a display screen, or other limitations
provided 1n the requested base resource.

Once the client computing component 104 determines at
block 508 that no additional resources need to be obtained to
tulfill the original resource request or any subsequent embed-
ded resource request, processing can continue at optional
block 512. At block 512, a termination command, such as
“end new request group”’, may be transmitted to indicate that
the request, including requests for all embedded resources,
has completed. Such a termination command may provide
closure to a “start new request group” command, if one were
issued as part of the first iteration of block 506. In this
example, the start/termination commands may be recerved
and used by the performance measurement component 106 to
determine which requested resources are associated with a
particular originally requested resource.

At block 514, once the client computing component 104
has completed processing the requested original resource and
any embedded resources, the client computing component
104 provides monitored performance metric information to
processing device 116. The client computing component 104
monitors such performance metric information throughout
the processing of the original resource request from nitiation
of the original resource request to final rendering of the
requested resource and any embedded resources. The perfor-
mance metric mformation can include, for example, timing,
data associated with the initiation of each request, receipt of a
response to each request, and rendering of each requested
resource, as well as other information as described herein.

The routine 500 ends at block 516.
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With reference now to FIG. 6, one embodiment of a per-
formance monitoring routine 600 implemented by the pertor-
mance measurement component 106 of the client computing
device 102 will be described. One skilled 1n the relevant art
will appreciate that actions/steps outlined for routine 600 may
be implemented by one or many computing devices/compo-
nents that are associated with the client computing device
102. Accordingly, routine 600 has been logically associated
as being generally performed by the client computing device
102, and thus the following illustrative embodiments should
not be construed as limiting.

At block 602, the performance measurement component
106 of the client computing component 100 recerves (or inter-
cepts) an original resource request from the client computing
component 104. In one illustrative embodiment, the pertor-
mance measurement component 106 receives the RID with
the original resource request. Alternatively, the RID may be
provided as a part of a separate transmission, and accordingly,
in this case, the performance measurement component 106
receives the RID separately. At block 604, the performance
measurement component 106 associates the RID with the
original resource request. In accordance with other embodi-
ments discussed above, the original resource request may be
preceded or followed by a command or instructions, such as
a “start new request group” command. Such commands may
be transmitted with or without a RID, as set forth above. It
such commands are receirved at the performance measure-
ment component 106 without a RID, the performance mea-
surement component may generate, or otherwise obtain, a
RID to associate the original resource request at block 604.

Continuing at block 606, the original resource may be
requested, such as by proxying or forwarding the resource
request to the content provider 108 via network 114. The
resource request may be modified from its original form
before sending, such as by stripping headers including the
associated RID. The performance measurement component
106 also monitors the processing, including fulfillment, of the
resource request at block 606. For example, the performance
measurement component can identity performance metric
information related to the initiation of the resource request,
the receipt of first and last bytes of data for each requested
resource and any embedded resources, the receipt of respon-
stve content, and the like. As will be appreciated by one
skilled 1n the relevant art, once a response to the resource
request 1s recerved at the performance measurement compo-
nent 106, the response 1s returned to the requesting applica-
tion.

At block 608, a determination 1s made by the performance
measurement component 106 regarding whether a subse-
quent resource request related to the original resource request
has been made by the client computing component 104 and
accordingly receiwved (or intercepted) by the performance
measurement component. If a subsequent embedded resource
request (which may bear the same RID as the original
resource request, an appropriate CRID, and/or be within a
start/stop command window) 1s recetved, processing contin-
ues at block 610. Atblock 610, the performance measurement
component 106 requests any embedded resources and moni-
tors the processing of the requested embedded resources as
similarly described above in reference to the originally
requested resource and block 606. The functionality associ-
ated with blocks 608-610 may be repeated as described above
until no resource requests are outstanding.

If the performance measurement component 106 deter-
mines that no more outstanding resource requests remain at
block 608, processing continues at block 612. Specifically,
the performance measurement component 106 provides
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monitored performance metric information to processing
device 116. The performance measurement component 106
monitors such performance metric mformation throughout
the processing of the original resource request, from 1nitiation
of the orniginal resource request to final rendering of the
requested resource and any embedded resources. The perfor-
mance metric information may include, for example, timing,
data associated with the initiation of each request, receipt of a
response to each request, and receipt of first and last packets
of data for each of the original resource request and any
embedded resource requests, as well as other additional infor-
mation as described herein.

In one illustrative embodiment, the performance measure-
ment component 106 can 1dentily performance metric infor-
mation for providing to the processing device 116 1n a variety
of ways. For example, 1n one embodiment, the performance
measurement component 106 can store performance mea-
surement information in a log file together with 1dentifiers to
associate performance metric information with correspond-
ing resource requests. In this example a set of requested
resources may be jomned by common RIDs, common CRIDs,
associated CRID (e.g., where each component has a distinct
CRID, but the distinct CRIDs of a single group have been
associated or otherwise linked together, such as by a RID). In
another illustrative embodiment, the performance measure-
ment component can retrieve performance metric informa-
tion from a log file based on timing information associated
with a resource request. For example, a set of requested
resources may be defined as the resources requested or ful-
filled between a start command and an end command, or
between an original resource request (inclusive) and a stop
command. The routine 600 ends at block 614.

With reference now to FIG. 7, an illustrative user interface
700 generated by the processing device 116 for displaying a
variety of performance metric information collected, or oth-
erwise 1dentified, by the performance measurement system
100 of FIG. 1 will be described. Generally, the user interface
700 shown 1n FIG. 7 provides a graphical side-by-side com-
parison of the performance metric information identified for
the oniginally requested resource and some or all requested
embedded resources. The user interface 700 may also be
provided over the network 114 for display on other comput-
ing devices.

With reference to FIG. 7, the user interface 700 may be
utilized to display a set of time-based events for a set of
resources. For example, the user mterface 700 may graphi-
cally represent an order of time-based events for an originally
requested resource and for each subsequent request for
embedded resources. More specifically, the user interface 700
includes a legend 702 identifying, for a number of resource
types, a graphical indicator corresponding to a number of
time-based events 704, 706, 708, 710, and 712 involved 1n
processing a request for the resource. The resource types
identified 1n the legend 702 include HTML resources, image
(IMG) resources, and JavaScript (JS) resources. However, it
will be appreciated that a number of alternative or additional
resource types can be identified. For each resource type, the
legend 702 provides a distinct color-coded indicator corre-
sponding to a transition period and/or transition event(s)
occurring between each identified event 704, 706, 708, 710,
and 712. In one embodiment, the distinct indicators may be
visual 1n nature, such as color-coded, cross-hatched, or the
like. In another embodiment, 1nstead of using a distinct 1ndi-
cator for each transition period and/or transition event(s)
associated with each resource type as illustrated 1n FIG. 7, a
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distinct 1ndicator may be used simply for each transition
period and/or transition event(s) regardless of the resource
type.

In an illustrative embodiment, events 704, 706, 708, 710,
and 712 correspond to the following time-based events 1den-
tified by the performance metric information. Event 704 iden-
tifies a Start Event representing a time at which the corre-
sponding resource was known to be required by the client
computing component 104. Event 706 1dentifies a NetStart
Event representing a time at which the corresponding
resource was actually requested by the client computing com-
ponent 104. The timing of the NetStart Event may not be the
same as the Start Event 1f, for example, the browser software
application limits the number of concurrent connections with
a particular domain. Event 708 identifies a First Byte Event
representing a time at which the first byte (or first packet) of
the requested resource 1s received by the performance mea-
surement component 106 of the client computing device 102.
Event 710 identifies a Last Byte Event representing a time at
which the last byte (or last packet) of the requested resource
1s recerved by the performance measurement component 106
of the client computing device 102. Finally, event 712 1den-
tifies a Render Event representing a time at which the client
computing component 104 finishes rendering the requested
resource. Render Event 712 can represent either a time of
completing internal rendering of the resource to a frame-
buffer, for example, (which 1s an action performed by a
browser), or external rendering to a display device, such as a
monitor, (which 1s an action performed by a video card with
the assistance of the operating system).

A second portion 730 of the user interface 700 corresponds
to a representation 1llustrating the occurrence of each of the
time-based events 704, 706, 708, 710, and 712 for all or some
of the resources requested 1n resolving the original resource
request. In one embodiment, the representation horizontally
corresponds to time and vertically corresponds to an ordered
listing of the requested resources. In one example, the order
can specifically correspond to an order in which the requested
resources are initially identified by the client computing com-
ponent 104. In addition, the second portion 730 of the display
includes a variety of additional mmformation adjacent to the
time-based event representation for each resource. For
example, 1 a first column 732, a resource type for each
resource may be provided, e.g., HIML 1mage, CSS, JavaS-
cript, and the like. In a second column 734, a link to a header
corresponding to each requested resource may be provided.
In a third column 736, an HITP response status code corre-
sponding to each requested resource can be provided. Code
200, for example, 1s 1indicative of a standard response for
successtul HT'TP requests. Finally, in a fourth column 738,
the si1ze of each resource may be provided.

The performance metric information provided 1n the user
interface 700 may be 1dentified and/or collected by a combi-
nation of the client computing component 104 and/or the
performance measurement component 106 of the client com-
puting device 102. However, it will be appreciated by those
skilled 1n the art and others that additional performance met-
ric information can be displayed. Such additionally displayed
performance metric information can be obtained by the client
computing device 102, by the performance measurement
component 112 of the content provider 108, or based on
turther processing of any of the identified and/or collected
performance metric information. It will yet further be appre-
ciated by one skilled in the relevant art that each resource
and/or each type of resource may be associated with all or
only a portion of the above-described events and/or perfor-
mance metric information. In addition, other events and/or
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indicators associated with the other events may be used and
illustrated in the user interface 700.

In one specific example, an executable resource, such as a
JavaScript resource, 1s not rendered and, accordingly, neither
a Render Event 712 nor an associated indicator illustrating the
transition between a Last Byte Event 710 and a Render Event
712 will be 1llustrated 1n the user interface 700 for that execut-
able resource. However, the processing device 116 can 1ndi-
rectly determine and display a processing time associated
with execution of the code once the code 1tself 1s obtained
(1.e., receipt of the last byte of the code which corresponds to
the Last Byte Event 710). Such processing time 1s inferred in
the user intertace 700 of FIG. 7 by 1llustration of a gap formed
between the receipt of the last byte of code associated with a
first JavaScript resource at 750 and the start event associated
with a subsequently requested JavaScript resource at 752.
Alternatively, an additional event and/or associated indicator
could be used to specifically i1dentity the processing time
associated with execution of the code.

In another embodiment, yet further additional information
may be displayed 1n the user interface 700. For example, the
user interface 700 may display the total processing time, both
numerically and graphically, associated with processing the
original resource request including any embedded resource
requests. In this example, an indicator 740 may 1llustrate a
starting time while an indicator 746 may illustrate an ending,
time, both associated with the processing of the original
resource request as a whole. Additionally, when the original
resource request 1s a request for a Web page, the user intertace
700 may illustrate a time, both numerically and graphically, at
which all resources have been rendered 1n a portion of a Web
page which 1s or which 1s to be mitially visible to a user
without scrolling. This portion of the Web page 1s often
referred to as an ‘“‘above the fold,” “above the scroll,” or
“above the crease” portion. Indicators 744 A and 744B 1n the
user interface 700 of FIG. 7 illustrate an “above the fold”
(ATF) event. A fifth column 739 is also provided to illustrate,
in a binary manner, whether a corresponding embedded
resource 1s considered to be located 1n an ATF portion of the
display.

As will be described 1n further detail below, to 1dentily an
ATF event, the processing device 116 processes obtained
performance data associated with an original resource request
to 1dentily a subset of embedded resources which correspond
to a display location associated with a visible portion of a
display. A variety of performance metric information may
influence such identification. For example, a computing
device may have a total available display area of 1280x1024
pixels, representing a height of 1280 pixels and a width of
1024 pixels. However, other characteristics or elements asso-
ciated with a display may limit the area available to display
content corresponding to a requested Web page. For example,
a browser application or an operating system may allocate
display space to other applications, controls, toolbars, and the
like. As such, the total area (or number of pixels) available to
display a given Web page may be something less than the tull
area of the display, e.g., 1000x1000 p1. For the purposes of
this disclosure, as similarly set forth above, the display loca-
tion (or area) associated with this available display area will
be referred to as a frame.

In addition, the one or more resources associated with a
given Web page may not all initially display 1in the 1000x1000
p1 frame. Specifically, it 1s possible that only a certain subset
of the resources associated with the Web page will be dis-
played in the frame and be immediately visible (without
scrolling) to a user. In practice, a user may navigate to other
non-displayed elements of the page by, e.g., use of scrollbars.
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By obtaining and processing the performance data as set forth
above, the processing device 116 can i1dentify timing infor-
mation associated with the subset of resources to be rendered
in the mitially displayed frame. For example, the timing infor-
mation can include each of the time-based events 704, 706,
708, 710, and 712 for each resource, as well as the ATF event
744A/744B which identifies a time associated with collec-
tively rendering the subset of the resources to be located 1n the
initial frame. As will be described further below, this timing
information can be used to recommend resource configura-
tions for 1mproving performance of subsequent client
requests for the content, and particularly for improving per-
formance associated with rendering content in the iitial
frame.

With reference now to FIG. 8, one embodiment of a content
processing routine 800 implemented by the processing device
116 of the performance measurement system 100 will be
described. One skilled in the relevant art will appreciate that
actions/steps outlined for routine 800 may be implemented by
one or many computing devices/components that are associ-
ated with the processing device 116. Accordingly, routine 800
has been logically associated as being generally performed by
the processing device 116, and thus the following illustrative
embodiments should not be construed as limiting.

At block 802, the processing device 116 obtains perfor-
mance data associated with processing a first resource request
corresponding to a set of resources. The performance data 1s
obtained, for example, from client computing device 102,
content provider 107, or other computing components via
network 114 as described above. In addition, the performance
data may include a variety of performance metric information
associated with processing of the first resource request as also
described 1n detail above. Next, at block 804, the processing
device 116 i1dentifies a resource display location for each
resource corresponding to the first resource request based on
the performance data. In one example, the resource display
location for each resource 1s defined by a set of coordinates
corresponding to each of the resources. The set of coordinates
can, for istance, include x- and y-coordinates 1dentifying
bounding corners of a display area corresponding to a loca-
tion at which a resource 1s to be rendered on a display. It will
be appreciated by one skilled 1n the relevant art and others,
however, that a resource display location can be 1dentified in
a variety of ways.

At block 806, the processing device 116 also identifies a
display location, or area, associated with a visible portion of
a display based on the performance data. The visible portion
of the display may be defined by the entire area of the initially
displayed frame of content. This first frame of data 1s associ-
ated with all resources to be collectively displayed at a given
time. Identification, or estimation, of this display location
may be determined automatically by the processing device
116 based on the performance data, such as the display reso-
lution or a marker identified in the HTML code corresponding
to a last image designated to be rendered above the fold.

Alternatively, the visible portion of the display may corre-
spond to an area less than the entire mitially displayed frame
area. Identification of this display location may be based on
performance selection criteria provided by a content provider.
For example, a content provider may be interested 1n evalu-
ating and/or improving performance associated with content
that 1s associated with a particular area that 1s smaller than the
initially displayed frame. For example, 11 a content provider
consistently provides content designated as having a higher
degree ol importance 1n the same location on the initial frame,
the content provider may identily this smaller area as the
particular display location to be evaluated.
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Next, at block 808, the processing device 116 1dentifies a
subset of the resources corresponding to the identified display
location associated with the visible portion of the display. In
one embodiment, the subset of resources are i1dentified by
determining, for each resource, whether the resource display
location corresponding to the resource 1s located within the
identified display location. I1 so, the resource 1s designated as
being included 1n the subset of the resources. The processing
device 116 then processes the obtained performance data
associated with the 1dentified subset of the resources at block
810. In one embodiment, the processing device 116 processes
the performance data to 1identily timing information associ-
ated with the subset of the resources. This timing information
may include, for example, a time of receipt, at the client
computing device, of the first byte of data and a time of receipt
of the last byte of data for each resource specifically 1n the
subset of resources. The timing information may also include
timing information associated with rendering each resource
in the subset of resources. In addition or alternatively, the
timing information may also include timing information
associated with collectively rendering the subset of the
resources, such that the ATF event 744 as illustrated in FIG. 7
may be 1dentified. As will be further described 1n reference to
FIG. 10, the processed performance data associated with the
subset of the resources, including but not limited to the 1den-
tified timing information, can be used to 1mprove perfor-
mance associated with downloading and/or rendering the cor-
responding content. The routine ends at block 812.

Returning to FIG. 7, by providing and displaying the fore-
going processed performance data as set forth above, a user of
the processing device 116 can readily evaluate the perior-
mance associated with processing the originally requested
resource, including any embedded resources. In particular,
the user interface 700 can help a user 1dentity any problems
associated with the processing of the originally requested
resource, as well as determine one or more solutions to the
identified problem. Solutions for improving performance
may include, for example, making changes to the content
itself, to the organization of content within the originally
requested resource, to the client computing component, and
the like. For example, a solution for improving performance
may include a suggestion to change the order in which
resources for a given Web page are requested so thatresources
located 1n the mmitially displayed frame are requested prior to
other resources. Other example solutions for improving per-
formance specifically associated with processing a subset of
resources that are to be rendered in the initially displayed
frame, as will be further discussed below, include consolidat-
ing resources, using a different allocation of domains for
processing the resources, using a CDN service provider to
host the resources to be located in the frame, and the like.

Additionally, in turther reference to FI1G. 7, the user inter-
face 700 can be used to 1llustrate a recommendation associ-
ated with the processed performance data. For example, and
as will be described further below, the processing device 116
may dynamically identify one or more resource configura-
tions to be utilized in conjunction with processing a subse-
quent request corresponding to the content associated with
the original request and 1nitiate testing of the subsequent
request. As similarly set forth above with respect to the origi-
nal base resource request, the user interface 700 can be used
to display performance metric information associated with
the processing of each of these subsequent requests. In addi-
tion, the user interface 700 can be used to display a recom-
mendation i1dentifying a particular resource configuration
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which, for example, has been tested and demonstrated
improved performance associated with processing the
requested resources.

With reference now to FIG. 9, a user intertace 900 1llus-
trates the performance associated with processing a subse-
quent request for the content associated with the original and
embedded resources originally requested 1n reference to FIG.
7. Given that the basic features of the user interface 900
illustrated 1n FIG. 9 are similar, if not identical, to those
illustrated 1n FIG. 7, like reference numerals have been
retained. In this 1llustrative embodiment, an alternative
resource configuration 1s utilized in conjunction with the
subsequent resource request. The alternative resource con-
figuration, 1n this example, provides for a different allocation
of domains from which the subset of resources 1n the 1nitial
frame are requested. In particular, the alternative resource
configuration provides for resources 1n the 1nitial frame to be
requested simultaneously by the client computing device 102.
As 1llustrated by a comparison of the performance informa-
tion illustrated in FIGS. 7 and 9, the use of the alternative
resource configuration immproved performance associated
with processing a request for the desired content in this
instance. This result 1s demonstrated by the overall reduced
processing time associated therewith, as well as the overall
reduced processing time for rendering the subset of resources
located 1n the 1nitial frame. The user interfaces 1llustrated 1n
FIGS. 7 and 9 can also be provided to the content provider
along with a specific recommendation, for example, to con-
sider using the alternative resource configuration associated
with FIG. 9 1n order to improve performance.

It will be appreciated by one skilled 1n the relevant art and
others that a number of factors may atlect performance asso-
ciated with processing a resource request and, accordingly,
using an alternative resource configuration may not always
improve performance. Factors that can be considered in deter-
mimng whether a resource configuration will improve per-
formance include, for example, a number of embedded
resources corresponding to the original resource request, a
size assocliated with each of the embedded resources, a total
or effective bandwidth over which the request 1s made and
resource 1S returned, a threshold number of simultaneous
connections to a domain, a total number of simultaneous
connections regardless of domain, an order of requesting the
embedded resources, network architecture and topology, and
the like.

With respect to these and other factors, 1t may be possible
to associate the factor’s influence on performance to predict
the expected result that the combination of that factor waill
have with respect to changing the resource configuration
used. However, it may not always be possible to predict the
influence the combination of factors will have with respect to
changing the resource configuration used. Because such fac-
tors may influence the overall processing performance asso-
ciated with a request for an original resource and correspond-
ing embedded resources, the determination of a resource
configuration that achieves the best or desired level of pertor-
mance for a particular resource request will be analyzed by a
review ol the performance information resulting from the
associated test cases. Accordingly, 1n one embodiment, the
determination of a resource configuration associated with a
resource request may be a function of the overall performance
information, which may inherently be a function of a combi-
nation of the above factors, for example.

With reference now to FIG. 10, one embodiment of a
content processing and recommendation routine 1000 imple-
mented by the processing device 116 of the performance
measurement system 100 will be described. One skilled 1n the
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relevant art will appreciate that actions/steps outlined for
routine 1000 may be implemented by one or many computing
devices/components that are associated with the processing
device 116. Accordingly, routine 1000 has been logically
associated as being generally performed by the processing
device 116, and thus the following illustrative embodiments
should not be construed as limiting.

At block 1002, the processing device 116 identifies a
resource configuration to be utilized to process a request for
content associated with a set of resources. The resource con-
figuration may include an identification of one or more solu-
tions, alone or in combination, for improving performance
including, but not limited to, configuration data associated
with consolidating resources, using a different allocation of
domains for processing resources, using a service provider to
host, process and/or enable transmission of at least a portion
of the resources to be located 1n a visible portion of a display,
and the like.

The processing device 116 can take into consideration a
variety of information for identifying a resource configura-
tion. For example, in one embodiment, the processing device
116 can recerve a request from a content provider to test a
specifically identified resource configuration i order to
assess performance associated with processing the resource
request using the 1dentified resource configuration. In another
embodiment, the processing device 116 can dynamically
identify, based on previously processed performance metric
information associated with a first request for a set of
resources, a resource configuration that could be used to
process a subsequent request corresponding to the content
associated with the set of resources and to possibly offer
improved performance. Alternatively, in yet another embodi-
ment, the processing device 116 may automatically decide to
test, and hence 1dentily, aresource configuration regardless of
the assessed performance associated with processing the first
resource request for the set of resources.

The processing device 116 can take into consideration a
number of factors in i1dentifying, for testing purposes, a
resource configuration to be associated with two or more
embedded resources. As similarly set forth above, such fac-
tors include, for example, a number of embedded resources
corresponding to the original resource request, a size of the
headers and payloads corresponding to each embedded
resource, a total or effective bandwidth over which the request
1s made and resource 1s returned, a threshold number of
simultaneous connections permitted to a domain, a total num-
ber of simultaneous connections regardless of domain, an
order of requesting the embedded resources, a location asso-
ciated with each of the embedded resources on a display
screen, a display location associated with a visible portion of
the display, network architecture and topology, and the like.
In one 1illustrative embodiment, an order of requesting the
embedded resources may be especially taken into consider-
ation where processed performance data identifies that an
embedded resource that 1s to be displayed 1n the mnitial frame
1s downloaded relatively late 1n the overall download process
associated with all of the resources corresponding to the
request.

In addition or alternatively, the processing device 116 can
take 1nto consideration a variety of other performance selec-
tion criteria. The performance selection criteria can include,
for example, quality of service information, cost information
associated with processing a resource request using a particu-
lar resource configuration, and the like. The quality of service
information can include information regarding reliability,
service level quality, transmission errors, and the like. Spe-
cifically, in one embodiment, the processing device 116 can



US 9,210,099 B2

23

obtain performance selection criteria from the content pro-
vider 108. The content provider 108 may want the processing
device 116 to only test resource configurations which meet a
mimmum quality of service level or which would only cost a
specified amount to implement. In another embodiment, the
content provider 108 may have other performance criteria
associated with a quality of service, such as wanting the
processing device to only test resource configurations asso-
ciated with a subset of the resources corresponding to a vis-
ible portion of a display.

At block 1004, once the processing device 116 identifies a
resource configuration to use 1n processing a request corre-
sponding to content originally associated with a set of
resources, the processing device 116 enables the request to be
processed using the i1dentified resource configuration. Spe-
cifically, 1n one embodiment, the processing device 116 may
reorganize the order or layout associated with the set of
resources so that the subset of resources located 1n the initially
displayed frame are prioritized over the remaining resources
outside the frame. In another embodiment, the processing
device 116 may consolidate select resources, particularly 1n
the subset of the resources, to create one or more consolidated
embedded resource files, such as one or more 1mage files with
corresponding CSS (Cascading Style Sheets) mappings. In
yet another embodiment, the processing device may associ-
ate, for each resource 1n the set of resources or specifically 1in
the subset of resources, a domain from which the associated
resource will be requested. In still yet another embodiment,
the processing device may determine configuration informa-
tion for enabling the use of a service provider to host, process,
and/or transmit one or more resources either from the set of
resources or specifically from the subset of the resources
corresponding to a visible portion of the display. The process-
ing device 116 also determines any additional configuration
information necessary for enabling the use of any one of the
foregoing exemplary resource configurations.

Continuing at block 1006 of FI1G. 10, the processing device
116 then initiates the resource request associated with content
to be processed using the 1dentified resource configuration by
requesting that the client computing device 102 initiate the
query. As similarly described above, the client computing
device 102 monitors and collects performance data associ-
ated with the processing of the resource request and provides
the performance data to the processing device 116. Accord-
ingly, at block 1008, the processing device 116 obtains and
processes the performance data from the client computing
device 102. The obtained performance data 1s associated with
the processing of the resource request using the resource
configuration to provide the content associated with the cor-
responding set of resources.

Next, at block 1010, a determination 1s made whether any
additional resource configurations should be used to process
a request corresponding to the content associated with the set
of resources and, accordingly, be tested to determine how the
use of the additional resource configurations may affect the
performance associated with processing such a request. If an
additional resource configuration 1s to be identified, then
processing returns to block 1002 and the foregoing process in
reference to blocks 1002-10101s repeated as described above.
I1 no additional resource configuration 1s 1dentified, process-
ing continues at block 1012.

At block 1012, the processing device 116 dynamically
determines a recommended resource configuration to be
associated with the set of resources based on the obtained and
processed performance data. Additionally or alternatively,
the processing device 116 can take into consideration a num-
ber of factors 1n determining a recommended resource con-
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figuration. Again, as similarly set forth above, such factors
include, for example, a number of embedded resources cor-
responding to the original resource request, a size of the
headers and payloads corresponding to each embedded
resource, a total or effective bandwidth over which the request
1s made and resource 1s returned, a threshold number of
simultaneous connections permitted to a domain, an order of
requesting the embedded resources, a location associated
with each of the embedded resources on a display screen, a
display location associated with a visible portion of the dis-
play, network architecture and topology, and the like.

Even further, the processing device may, additionally or
alternatively, take into consideration performance selection
criteria 1n the determination of a recommended resource con-
figuration. As also similarly mentioned above, the perfor-
mance selection criteria can be obtained from a content pro-
vider 108 and can include quality of service information, cost
information, and the like. As also set forth above, the quality
of service information can include information regarding reli-
ability, service level quality, transmission errors, and the like.
In one example, the processing device 116 can determine that
a resource configuration corresponding to the best perfor-
mance data 1s the determined resource configuration. Alter-
natrvely, a content provider 108 may not want to implement
the best performing resource configuration for processing
and/or transmitting content, but rather wants to consider a
cost benefit analysis. For example, a content provider 108
may only want to consider implementing a resource configu-
ration that attains a certain level of enhanced performance,
such as those that meet a threshold decrease 1n processing
time.

In addition to determining the resource configuration to be
associated with the set of resources, the processing device
116 can also generate a recommendation identifying the
determined resource configuration or provide an evaluation
of all of the tested resource configurations together with a
recommendation of the determined resource configuration.
Such recommendations and/or evaluations can then be pro-
vided to the content provider 108. The processing device 116
can also generate and provide modified HITML code to the
content provider for utilizing the determined resource con-
figuration. The processing device 116 can also generate and
provide any additional code necessary to implement the rec-
ommended resource configuration. The routine ends at block
1014.

It will be appreciated by those skilled in the art and others
that while processing, monitoring, and other functions have
been described herein as being performed at various compo-
nents of the client computing device 102 and/or the process-
ing device 116, these functions can be distributed across one
or more computing devices. In addition, the performance
metric information monitored at the client computing device
102 can be maintained globally by the client computing
device 102 and shared with all or some subset of the compo-
nents of the client computing device 102.

It will further be appreciated by those skilled 1n the art and
others that all of the functions described 1n this disclosure
may be embodied 1n software executed by one or more pro-
cessors of the disclosed components. The software may be
persistently stored 1n any type of non-volatile storage.

Conditional language, such as, among others, “can,”
“could,” “might,” or “may,” unless specifically stated other-
wise, or otherwise understood within the context as used, 1s
generally intended to convey that certain embodiments
include, while other embodiments do not include, certain
features, elements and/or steps. Thus, such conditional lan-
guage 1s not generally intended to imply that features, ele-
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ments and/or steps are 1n any way required for one or more
embodiments or that one or more embodiments necessarily
include logic for deciding, with or without user mput or
prompting, whether these features, elements and/or steps are
included or are to be performed in any particular embodi-
ment.

Any process descriptions, elements, or blocks 1n the flow
diagrams described herein and/or depicted in the attached
figures should be understood as potentially representing mod-
ules, segments, or portions of code which include one or more
executable instructions for implementing specific logical
functions or steps 1n the process. Alternate implementations
are 1ncluded within the scope of the embodiments described
herein 1n which elements or functions may be deleted,
executed out of order from that shown or discussed, including
substantially concurrently or 1n reverse order, depending on
the functionality involved, as would be understood by those
skilled 1n the art.

It should be emphasized that many variations and modifi-
cations may be made to the above-described embodiments,
the elements of which are to be understood as being among,
other acceptable examples. All such modifications and varia-
tions are intended to be included herein within the scope of
this disclosure and protected by the following claims.

What 1s claimed 1s:

1. A system comprising:

at least one computing device having specific executable

instructions stored 1n an associated memory and opera-

tive to:

obtain, from a client computing device, performance
data associated with processing a request for content
using a {irst resource configuration, wherein the con-
tent comprises two or more embedded resources, and
wherein the content responsive to the first request
being provided to the client computing device 1n
accordance with the first resource configuration; and

dynamically 1dentity a second, different resource con-
figuration to be utilized 1n conjunction with process-
ing a subsequent request corresponding to the con-
tent, wherein the dynamic identification of the
second, different resource configuration 1s based on
the obtained performance data associated with pro-
cessing the request for content using the first resource
configuration.

2. The system as recited in claim 1, wherein the second,
different resource configuration comprises coniiguration
information corresponding to a different order of requesting
the two or more embedded resources.

3. The system as recited in claim 1, wherein the second,
different resource configuration comprises coniiguration
information corresponding to a different allocation of
domains to be associated with the two or more embedded
resources.

4. The system as recited 1n claim 1, wherein the second,
different resource configuration comprises a consolidation
configuration identifying one or more sets of the two or more
embedded resources to be consolidated.

5. The system as recited 1n claim 1, wherein the second,
different resource configuration comprises coniiguration
information corresponding to utilizing one or more network-
based service providers to host or process at least a portion of
the content on behalf of a content provider or enable trans-
mission of at least a portion of the content.

6. A computer-implemented method comprising:

obtaining, from a client computing device, performance

data associated with processing a request for content
using a first resource configuration, wherein the content
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comprises two or more embedded resources, and
wherein the content responsive to the first request being
provided to the client computing device in accordance
with the first resource configuration; and
dynamically 1dentifying a second, different resource con-
figuration to be utilized in conjunction with processing a
subsequent request corresponding to the content,
wherein the dynamic identification of the second, differ-
ent resource configuration 1s based on the obtained per-
formance data associated with processing the request for
content using the first resource configuration,
wherein the method 1s implemented by a computing device
configured with specific executable instructions.
7. The computer-implemented method as recited 1n claim
6, wherein the second, different resource configuration com-
prises configuration information corresponding to a different
order of requesting the two or more embedded resources.
8. The computer-implemented method as recited 1n claim
6, wherein the second, different resource configuration com-
prises configuration information corresponding to a different
allocation of domains to be associated with the two or more
embedded resources.
9. The computer-implemented method as recited in claim
6, wherein the second, different resource configuration com-
prises a consolidation configuration 1dentifying one or more
sets of the two or more embedded resources to be consoli-
dated.
10. The computer-implemented method as recited in claim
6, wherein the second, different resource configuration com-
prises configuration mnformation corresponding to utilizing
one or more network-based service providers to host or pro-
cess at least a portion of the content on behalf of a content
provider or enable transmission of at least a portion of the
content.
11. A system comprising:
at least one computing device having specific executable
istructions stored 1n an associated memory and opera-
tive to:
obtain, from a client computing device, performance
data associated with processing a request for content
using a first resource configuration, wherein the con-
tent comprises two or more embedded resources, and
wherein the content responsive to the first request

being provided to the client computing device 1n
accordance with the first resource configuration; and

dynamically 1dentily a second, different resource con-
figuration to be utilized 1n conjunction with process-
ing a subsequent request corresponding to at least a
portion of the two or more embedded resources,
wherein the dynamic 1identification of the second, dii-
terent resource configuration 1s based on the obtained
performance data associated with processing the
request for content using the first resource configura-
tion.

12. The system as recited 1n claim 11, wherein the second,
different resource configuration comprises configuration
information corresponding to a different order of requesting
the at least a portion of the two or more embedded resources.

13. The system as recited in claim 11, wherein the second,
different resource configuration comprises coniiguration
information corresponding to a different allocation of
domains to be associated with the at least a portion of the two
or more embedded resources.

14. The system as recited in claim 11, wherein the second,
different resource configuration comprises a consolidation
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configuration identifying one or more sets of the at least a
portion of the two or more embedded resources to be consoli-

dated.

15. The system as recited 1n claim 11, wherein the second,
different resource configuration comprises configuration
information corresponding to utilizing one or more network-
based service providers to host or process the at least a portion
ol the two or more embedded resources on behalf of a content

provider or enable transmission of the at least a portion of the
two or more embedded resources.
16. A computer-implemented method comprising:
obtaining, from a client computing device, performance
data associated with processing a request for content
using a first resource configuration, wherein the content
comprises two or more embedded resources, and
wherein the content responsive to the first request being
provided to the client computing device 1 accordance
with the first resource configuration; and
dynamically identifying a second, different resource con-
figuration to be utilized in conjunction with processing a
subsequent request corresponding to at least a portion of
the two or more embedded resources, wherein the
dynamic identification of the second, different resource
configuration 1s based on the obtained performance data
associated with processing the request for content using
the first resource configuration,
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wherein the method 1s implemented by a computing device

configured with specific executable mstructions.

17. The computer-implemented method as recited 1in claim
16, wherein the second, ditferent resource configuration com-
prises configuration information corresponding to a different
order of requesting the at least a portion of the two or more
embedded resources.

18. The computer-implemented method as recited in claim
16, wherein the second, different resource configuration com-
prises configuration information corresponding to a different
allocation of domains to be associated with the at least a
portion of the two or more embedded resources.

19. The computer-implemented method as recited 1n claim
16, wherein the second, ditferent resource configuration com-
prises a consolidation configuration 1dentifying one or more
sets of the at least a portion of the two or more embedded
resources to be consolidated.

20. The computer-implemented method as recited 1n claim
16, wherein the second, different resource configuration com-
prises configuration information corresponding to utilizing
one or more network-based service providers to host or pro-
cess the at least a portion of the two or more embedded
resources on behalf of a content provider or enable transmis-
sion of the at least a portion of the two or more embedded
resources.
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