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FLEXIBLE COMMAND ADDRESSING FOR
MEMORY

TECHNICAL FIELD

Embodiments of the invention generally relate to the field

of electronic devices and, more particularly, flexible com-
mand addressing for memory.

BACKGROUND

To provide more dense memory for computing operations,
concepts ivolving memory devices (which may be referred
to as 3D stacked memory, or stacked memory) having a
plurality of closely coupled memory elements have been
developed. A 3D stacked memory may include coupled layers
or packages of DRAM (dynamic random-access memory)
memory elements, which may be referred to as a memory
stack. Stacked memory may be utilized to provide a great
amount of computer memory 1n a single device or package,
where the device or package may also include certain system
components, such as a memory controller and CPU (central
processing unit).

Within a stacked memory, there may be multiple channels,
thereby allowing for separate operations 1n each channel of a
memory device.

However, the use of stacked memory and other similar
memory architecture may require a large number of bus con-
nections to provide the required connections for each chan-
nel. Among the bus connections required are connections for
both column and row commands.

BRIEF DESCRIPTION OF THE DRAWINGS

Embodiments of the mvention are illustrated by way of
example, and not by way of limitation, 1n the figures of the
accompanying drawings in which like reference numerals
refer to similar elements.

FIG. 1 1illustrates an embodiment of a shared command
memory architecture;

FIG. 2 1s an embodiment of channels of a memory device
utilizing shared command operation;

FIG. 3 1s an illustration of channel of memory; al

FI1G. 4 1s an 1llustration of addressing of row commands of
a memory;

FI1G. 5 1s an illustration of addressing of column commands
of a memory;

FIG. 6 15 an illustration of addressing of column and row
commands for an embodiment of a shared command bus;

FIG. 7 illustrates an embodiment of a memory device
including a shared bus for a channel;

FI1G. 8 1s a flow chart to 1llustrate an embodiment of shared
command operation of a memory;

FI1G. 9 1s an illustration of an embodiment of an apparatus
or system including stacked memory having elements for
shared command operation; and

FIG. 10 an embodiment of a computing system including
stacked memory having elements for shared command opera-
tion.

DETAILED DESCRIPTION

Embodiments of the mvention are generally directed to
flexible command addressing for memory.

As used herein:

“3D stacked memory” (where 3D indicates three-dimen-
sional) or “stacked memory” means a computer memory
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including one or more coupled memory die layers, memory
packages, or other memory elements. The memory may be
vertically stacked or horizontally (such as side-by-side)
stacked, or otherwise contain memory elements that are
coupled together. In particular, a stacked memory DRAM
device or system may include a memory device having a
plurality of DRAM die layers. A stacked memory device may
also include system elements 1n the device, which may be
referred to herein as a system layer or element, where the
system layer may include elements such as a CPU (central
processing unit), a memory controller, and other related sys-
tem elements. The system layer may include a system on chip
(SoC). In some embodiments, the logic chip may be an appli-
cation processor or graphics processing unit (GPU).

With the advent of the stacked DR AM standard (such as the
WidelO standard), the DRAM water may be stacked with a
system element such as a system on chip (SoC) water 1n the
same package with a memory stack. The stacked memory
may utilize through silicon via (TSV) manufacturing tech-
niques, where vias are produced through silicon dies to pro-
vide signal paths through the memory stack.

A stacked memory device may include a system chip and
one or more DRAM chips, the DRAM chips forming memory
strata or layers coupled with the system chip. Each memory
stratum may 1include a plurality of tiles (or portions) of
memory. The stacked memory device may include multiple
channels, where a channel may include a column of tiles, such
as a tile 1n each of the strata of the memory device. In some
embodiments, a memory device may be a WidelO compatible
memory device.

However, a stacked memory device may utilize a large
number ol connections. For example, each channel of a
memory device may include bus connections for the com-
mands to be handled by the memory device, where such
commands many 1nclude both row commands (or, more gen-
erally, commands of a first type) and column commands (or
commands of a second type) of a memory.

In some embodiments, a method, apparatus, or system
provides for flexible command addressing. In some embodi-
ments, flexible command addressing includes shared row and
column command addressing for memory. In some embodi-
ments, a memory provides for improved command efficiency
for an interface using shared addressing and the elimination
of dedicated pins for addressing of certain commands.

A memory 1s commonly addressed by row and column,
where a number of bits are utilized 1n a bus for row and
column operations. In an example, 1 a high bandwidth
memory (HBM) there may be 8 separate 128-bit channels
with dedicated row and column address for each. In this
example, switching to shared row and column bus where a
row command utilizes 6 bits may result 1n a savings of 6 pins
per channel, or 48 pins per interface.

In some embodiments, 1n contrast to a conventional
memory utilizing row and column commands, a method,
apparatus, or system provides for a flexible addressing system
that allows for row commands and column commands 1n a
single shared bus. In some embodiments, a memory operates
with the elimination of row command dedicated pins while
still supporting the row commands using a shared bus having
common command pins.

In some embodiments, a memory includes one or more
pins on a bus that designate a row command, a column com-
mand, or other command. In one example, two bits of a shared
bus may be utilized to designate a row command, where a
certain signal combination is not utilized for column or other
commands and thus may be used to designate a row com-
mand. In an implementation, a low signal on a first pin and a
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high signal on a second pin detected by a DRAM results in the
interpretation of an input as a row command. In some embodi-
ments, the signal 1s an unused combination for column com-
mands, and thus does not reduce the number of bits available
for column commands.

In some embodiments, a no operation (NOP) row com-
mand and a NOP column command are combined into a
single command for a shared bus, thereby eliminating a com-
mand. In some embodiments, a memory allows for elimina-

tion of one command by recognizing a NOP for both row
commands and column commands.

In some embodiments, a memory includes a mode register
bit to allow a choice between a shared bus mode and a sepa-
rate bus mode. In some embodiments, the memory recognizes
both row and column commands on shared bus pins in the
shared bus mode, and recognizes row columns on row bus
pins and column commands on column bus pins 1n the sepa-
rate bus mode. In some embodiments, a memory defaults to
the shared bus, and, upon receipt of an MRS (Mode Register
Set) command, the memory may switch from the shared
mode to the separate mode.

In a particular implementation, DDR4 SDRAM (double

data rate type four, synchronous dynamic random-access

memory) 1s a type of dynamic random-access memory
(DRAM) with a high bandwidth mterface. DDR RAM 1s

Double Data Rate RAM. Although DDR RAM can be
designed for various clock rates, with DDR-266 RAM, for
example, operating with a 133 MHz clock, while using both
the leading and trailing edge of the clock cycle. In this man-
ner, the RAM has an equivalent clock rate of 266 MHz, which
thus 1s a double data rate. In some embodiments, DDR com-
mands are utilized 1n a memory, the memory providing flex-
ible addressing such that DDR row commands and column
commands are recognized on common pins of a shared com-
mand bus.

FIG. 1 illustrates an embodiment of a shared command
memory architecture. In some embodiments, a memory 100
includes a plurality of channels 105 including a first channel
(Channel 0) 110 and a memory controller 150. The memory
100 may be a stacked memory device, including a WidelO
compatible device. In some embodiments, the first channel
110 of the memory device includes a memory bank 115 for
the storage of data, a bus 130 for the transfer of data to and
from the channel of the memory, a mode register 120 to
establish erther a shared mode or a separate row and column
mode for the bus, and logic 1235 to handle the switching of the
mode of the bus.

In some embodiments, the mode register may defaultin the
shared mode, with the logic switching the operation o the bus
130 to the separate row and column mode upon recerving a
command for switching of such mode. In some embodiments,
the bus includes a first portion for shared commands or for
column commands 135 and a second portion for row com-
mands 140. In some embodiments, 1in a certain device, includ-
ing a stacked memory device, the logic 125 interprets row and
column commands utilizing the first portion 135, thereby
climinating the need for pins to connection with the second
portion 140 of the bus for the handling of row commands.

FIG. 2 1s an embodiment of channels of a memory device
utilizing shared command operation. In some embodiments, a
memory device includes a plurality of channels 205, shown as
eight channels, Channel 0 through Channel 7, 1n FIG. 2. In
some embodiments, each channel includes a column or stack
of tiles of memory strata.

In some embodiments, Channel 0 210 includes a shared
memory bus 2135, such as illustrated in as the second portion
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135 ofabus 130 1n FIG. 1, for the handling of column and row
commands without requiring separate pins for receipt of a
row command signal.

FIG. 3 1s anillustration of the characteristics of a channel of
memory. In this i1llustration, the channel characteristics 300
include a requirement for an increasing number of pins for
larger memory, such as the illustrated memories of density 8
Gb, 16 Gb, and 32 Gb. The division of memory into multiple
channels requires command addressing at each channel, thus
requiring a multiple of the pins required for a single channel
of memory. In some embodiments, the memory includes flex-
ible command addressing, such utilizing as the memory
architecture 1llustrated in FIG. 1, to allow for reduction 1n the
number of dedicated pins required for the addressing of types
of commands. In some embodiments, a shared bus allows for
use of common pins to address row and column commands.

FIG. 4 1s an 1llustration of addressing of row commands of

a memory. In some embodiments, row commands 400 are
encoded on six DDR CA (Command/Address) pins desig-

nated as R (Row) pins R(0) through R(5). However, the num-
ber of row commands can vary, and may generically be des-
ignated as n pins. As indicated in the notes of the chart,
BA=Bank Address, PAR=Parity Signal, and V=Valid Signal
(H, High, or L, Low).

The row commands include signals of a CKE pin (SDR
command pin), FIG. 3 illustrating a status of the CK pin for
the clock period the command 1s sampled (CK_t(n)) and one
clock period earlier (CK_t(n-1)), where row commands

include CKE H and H, with the exception of Power Down
Entry (PDE) and of Self Refresh Entry (SRE), indicated by H
and L, and Power Down & Self Refresh (PDX/SRX), indi-
cated by L and H. As indicated, the row commands 1ncludes
a row no operation (RNOP) command.

In some embodiments, a memory includes a shared bus,
allowing for the elimination of dedicated pins R(0) through
R(3) for addressing of row commands.

FIG. 5 1s an illustration of addressing of column commands
of a memory. In some embodiments, column commands 500
are encoded on eight DDR CA pins designated as C (Column)
pins CO0 through C7. However the number of column pins may
vary, and may generically be referred to here as (n+m) pins,
indicating a number of pins that 1s greater by m than the
number of pins n required for row command addressing, as
illustrated in FIG. 4. The column commands include the CKE
pin being at values H and H for the clock period the command
1s sampled (CK_t(n)) and one clock period earlier (CK_t(n-
1)). As idicated, the column commands 1ncludes a column
NOP (CNOP) command.

It 1s noted that column commands generally commence

with C(0, 1)=(H, L), with the column NOP commencing with
(H, H) and Mode Register Set (MRS) commencing with (L,
L). C(0,1) does not equal (L, H) for any of the column com-
mand addresses.
Thus, the column and row commands 1llustrated in FIGS. 4
and 5 require a total of fourteen pins for the command
addressing, s1x (n) for the row command addressing and eight
(n+m) for column command addressing. In some embodi-
ments, the pins allocated for column addressing are utilized
for a shared bus, the shared bus providing for the handling of
the row commands 1llustrated in FIG. 4 and the column com-
mands 1llustrated 1n FIG. 5, with the row command pins R(0)
to R(5) being eliminated. In some embodiments, such pins are
climinated for each of a plurality of channels of a memory
device, thus allowing for a sigmificant reduction 1n required
pins for a memory device.

FIG. 6 1s an 1llustration of addressing of column and row

commands for an embodiment of a shared command bus. In
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some embodiments, the commands of FIGS. 4 and 5§ are
supported by a shared command bus, where the commands
600 are addressed with eight CA pins designated as RC (Row
Column) pins RC(0) through RC(7).

In some embodiments, the number of pins 1s eight, or
(n+m), allowing an additional m (where m=2 1n this case) pins
above the n (where n=6 1n this case) used for row command
addressing to allow for the designation of the row commands
(or, 1n general to separate the first set of commands from the
second set of commands). In some embodiments, row com-
mands may utilize the two additional bits onthe RC0 and RC1
pins (1n comparison to the row command pins), where RC (0,
1)=(L, H) for a command, thereby designating the row com-
mands with an 1nitial signal combination that was not utilized
for column commands.

In some embodiments, the shared commands 1nclude a
common no operation (Common NOP) substituting for the
CNOP and RNOP commands, thereby eliminating the need
for a separate NOP command for row commands. In some
embodiments, the shared bus allows for the elimination of the
row CA pins designated as R(0) to R(5) 1n FIG. 4.

FIG. 7 1llustrates an embodiment of a memory device
including a shared bus for a channel. In this illustration, a 3D
stacked memory device 700, such as a WidelO memory
device, includes a system layer or other element 715 on a
substrate 730 coupled with one or more DRAM memory die
layers 705, also referred to herein as the memory stack. In
some embodiments, the system element 715 may be a system
on chip (SoC) or other similar element. In this 1llustration, the
DRAM memory die layers include four memory die layers.
However, embodiments are not limited to any particular num-
ber of memory die layers 1n the memory stack 705, and may
include a greater or smaller number of memory die layers.
Each die layer may include one or more slices or portions, and
have one or more different channels, including a channel 0
740. Each die layer may include a temperature compensated
self-refresh (TCSR) circuit to address thermal 1ssues, where
the TCSR and a mode register may be a part of management
logic of the device.

Among other elements, the system element 715 may
include a memory controller 750, such as a WidelO memory
controller, for the memory stack 705. In some embodiments,
cach memory die layer, with the possible exception of the top
(or outermost) memory die layer of the memory stack,
includes a plurality of through silicon vias (I'SVs) 720 to
provide paths through the memory die layers. While a small
number or TSVs are provided 1n FIG. 7 for ease ol 1llustration,
an actual number of TSVs may be much greater.

In some embodiments, each channel of the memory, such
as the 1llustrated channel 0, includes a shared bus for handling
of both column and row commands, thereby allowing for a
reduction 1n the number of pins required for addressing of
commands for channels of the memory. In some embodi-
ments, the channel may include the elements of the shared
command memory architecture illustrated 1n FIG. 1.

FI1G. 8 1s a flow chart to 1llustrate an embodiment of shared
command operation of a memory. In some embodiments, a
memory, such as a channel of a memory device, may be
initialized or other accessed 805. In some embodiments, the
memory may select a default mode, where the mode may be
a shared command bus mode 810. In some embodiments, the
memory may receive a command regarding the bus mode
812, where the command may be an MRS (Mode Register
Set) command to set the bus mode.

In some embodiments, 11 the mode 1s a separate bus mode
815, then types of commands are handled separately 820,
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and interpreted as indicated 1n FIG. 4 and column commands
being received on column address pins and interpreted as

indicated 1n FIG. 5.

In some embodiments, 1f the mode 1s a shared bus mode
815, then, upon receiving a command of any type, the com-
mand 1s handled on a shared bus 825, such as row command
and column commands being received on row column
address pins and interpreted as indicated in FIG. 6. In a
particular implementation, a command wherein RC(0,1)=(H,
H) 830 may be interpreted as a common NOP command 835,
where the common NOP command replaces a row NOP com-
mand and a column NOP command; a command wherein
RC(0,1)=(L,H) 840 may be iterpreted as a row command
845; and a command may otherwise be interpreted as a col-
umn command 850.

FIG. 9 1s an illustration of an embodiment of an apparatus
or system including stacked memory having elements for
shared command operation. Computing device 900 repre-
sents a computing device including a mobile computing
device, such as a laptop computer, a tablet computer (includ-
ing a device having a touchscreen without a separate key-
board; a device having both a touchscreen and keyboard; a
device having quick imitiation, referred to as “instant on”
operation; and a device that 1s generally connected to a net-
work 1n operation, referred to as “always connected”), a
mobile phone or smart phone, a wireless-enabled e-reader, or
other wireless mobile device. It will be understood that cer-
tain of the components are shown generally, and not all com-
ponents of such a device are shown 1n device 900. The com-
ponents may be connected by one or more buses or other
connections.

Device 900 1ncludes processor 910, which performs the
primary processing operations of device 900. Processor 910
can include one or more physical devices, such as micropro-
cessors, application processors, microcontrollers, program-
mable logic devices, or other processing means. The process-
ing operations performed by processor 910 include the
execution of an operating platform or operating system on
which applications, device functions, or both are executed.
The processing operations include operations related to 1/0
(1nput/output) with a human user or with other devices, opera-
tions related to power management, operations, or both
related to connecting device 900 to another device. The pro-
cessing operations may also include operations related to
audio 1/0, display 1/0O, or both.

In one embodiment, device 900 1includes audio subsystem
920, which represents hardware (such as audio hardware and
audio circuits) and solftware (such as drivers and codecs)
components associated with providing audio functions to the
computing device. Audio functions can include speaker,
headphone, or both such audio output, as well as microphone
iput. Devices for such functions can be integrated into
device 900, or connected to device 900. In one embodiment,
a user mteracts with device 900 by providing audio com-
mands that are recerved and processed by processor 910.

Display subsystem 930 represents hardware (such as dis-
play devices) and software (such as drivers) components that
provide a display having visual, tactile, or both elements for a
user to interact with the computing device. Display sub-
system 930 includes display interface 932, which includes the
particular screen or hardware device used to provide a display
to a user. In one embodiment, display interface 932 includes
logic separate from processor 910 to perform at least some
processing related to the display. In one embodiment, display
subsystem 930 includes a touch screen device that provides
both output and 1nput to a user.
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I/O controller 940 represents hardware devices and soft-
ware components related to interaction with a user. I/O con-
troller 940 can operate to manage hardware that 1s part of
audio subsystem 920, a display subsystem 930, or both such
subsystems. Additionally, I/O controller 940 1llustrates a con-
nection point for additional devices that connect to device 900
through which a user might interact with the system. For
example, devices that can be attached to device 900 might
include microphone devices, speaker or stereo systems, video
systems or other display device, keyboard or keypad devices,
or other IO devices for use with specific applications such as
card readers or other devices.

As mentioned above, I/O controller 940 may interact with
audio subsystem 920, display subsystem 930, or both such
subsystems. For example, mput through a microphone or
other audio device can provide iput or commands for one or
more applications or functions of device 900. Additionally,
audio output can be provided instead of or in addition to
display output. In another example, 11 display subsystem
includes a touch screen, the display device also acts as an
input device, which can be at least partially managed by I/O
controller 940. There can also be additional buttons or
switches on device 900 to provide I/O functions managed by
I/0 controller 940.

In one embodiment, I/O controller 940 manages devices
such as accelerometers, cameras, light sensors or other envi-
ronmental sensors, or other hardware that can be included 1n
device 900. The input can be part of direct user interaction, as
well as providing environmental input to the system to intlu-
ence its operations (such as filtering for noise, adjusting dis-
plays for brightness detection, applying a flash for a camera,
or other features).

In one embodiment, device 900 1ncludes power manage-
ment 950 that manages battery power usage, charging of the
battery, and features related to power saving operation.

In some embodiments, memory subsystem 960 includes
memory devices for storing information 1n device 900. The
processor 910 may read and write data to elements of the
memory subsystem 960. Memory can include nonvolatile
(having a state that does not change 1t power to the memory
device 1s interrupted), volatile (having a state that 1s indeter-
minate 1f power to the memory device 1s interrupted ) memory
devices, or both such memories. Memory 960 can store appli-
cation data, user data, music, photos, documents, or other
data, as well as system data (whether long-term or temporary)
related to the execution of the applications and functions of
system 900.

In some embodiments, the memory subsystem 960 may
include a stacked memory device 962, where the stacked
memory device includes shared command addressing,
including, for example, the memory architecture illustrated in
FIG. 1.

Connectivity 970 includes hardware devices (e.g., connec-
tors and commumnication hardware for wireless communica-
tion, wired commumnication, or both) and software compo-
nents (e.g., drivers, protocol stacks) to enable device 900 to
communicate with external devices. The device could be
separate devices, such as other computing devices, wireless
access points or base stations, as well as peripherals such as
headsets, printers, or other devices.

Connectivity 970 can include multiple different types of
connectivity. To generalize, device 900 1s illustrated with
cellular connectivity 972 and wireless connectivity 974. Cel-
lular connectivity 972 refers generally to cellular network
connectivity provided by wireless carriers, such as provided
via 4G/LTE (Long Term Evolution), GSM (global system for
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(code division multiple access) or variations or derivatives,
TDM (time division multiplexing) or variations or deriva-
tives, or other cellular service standards. Wireless connectiv-
ity 974 refers to wireless connectivity that 1s not cellular, and
can include personal area networks (such as Bluetooth), local
area networks (such as Wi-F1), wide area networks (such as
WiMax), and other wireless communications. Connectivity
may include one or more ommidirectional or directional
antennas 976.

Peripheral connections 980 include hardware interfaces
and connectors, as well as soltware components (e.g., drivers,
protocol stacks) to make peripheral connections. It will be
understood that device 900 could both be a peripheral device
(“to”” 982) to other computing devices, as well as have periph-
eral devices (“from”™ 984) connected to 1t. Device 900 com-
monly has a “docking” connector to connect to other com-
puting devices for purposes such as managing (such as
downloading, uploading, changing, or synchronizing) con-
tent on device 900. Additionally, a docking connector can
allow device 900 to connect to certain peripherals that allow
device 900 to control content output, for example, to audio-
visual or other systems.

In addition to a proprietary docking connector or other
proprietary connection hardware, device 900 can make
peripheral connections 980 via common or standards-based
connectors. Common types can iclude a Universal Serial
Bus (USB) connector (which can include any of a number of
different hardware interfaces), DisplayPort including MiniD-
isplayPort (MDP), High Definition Multimedia Interface
(HDMI), Firewire, or other type.

FIG. 10 an embodiment of a computing system including
stacked memory having elements for shared command opera-
tion. The computing system may include a computer, server,
game console, or other computing apparatus. In this 1llustra-
tion, certain standard and well-known components that are
not germane to the present description are not shown. Under
some embodiments, the computing system 1000 comprises
an 1nterconnect or crossbar 1005 or other communication
means for transmission of data. The computing system 1000
may include a processing means such as one or more proces-
sors 1010 coupled with the interconnect 1005 for processing,
information. The processors 1010 may comprise one or more
physical processors and one or more logical processors. The
interconnect 1005 1s 1llustrated as a single interconnect for
simplicity, but may represent multiple different interconnects
or buses and the component connections to such intercon-
nects may vary. The interconnect 1005 shown in FIG. 10 1s an
abstraction that represents any one or more separate physical
buses, point-to-point connections, or both connected by
appropriate bridges, adapters, or controllers.

In some embodiments, the computing system 1000 further
comprises arandom access memory (RAM) or other dynamic
storage device or element as a main memory 1015 for storing
information and instructions to be executed by the processors
1010. RAM memory includes dynamic random access
memory (DRAM), which requires refreshing of memory con-
tents, and static random access memory (SRAM), which does
not require refreshing contents, but at increased cost. In some
embodiments, main memory may include active storage of
applications including a browser application for using 1n net-
work browsing activities by a user of the computing system.
DRAM memory may include synchronous dynamic random
access memory (SDRAM), which includes a clock signal to
control signals, and extended data-out dynamic random
access memory (EDO DRAM). In some embodiments,
memory of the system may include certain registers or other
special purpose memory.
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In some embodiments, the main memory 1015 includes
stacked memory 1017, wherein the stacked memory device
includes shared command addressing, including, {for
example, the memory architecture 1llustrated 1n FIG. 1.

The computing system 1000 also may comprise aread only
memory (ROM) 1020 or other static storage device for storing,
static information and instructions for the processors 1010.
The computing system 1000 may include one or more non-
volatile memory elements 1025 for the storage of certain
clements.

One or more transmitters or receivers 1040 may also be
coupled to the interconnect 1005. In some embodiments, the
computing system 1000 may include one or more ports 1045
for the reception or transmission of data. The computing
system 1000 may further include one or more omnidirec-
tional or directional antennas 1047 for the reception of data
via radio signals.

In some embodiments, the computing system 1000
includes one or more input devices 1050, where the mput
devices include one or more of a keyboard, mouse, touch pad,
voice command recognition, gesture recognition, or other
device for providing an input to a computing system.

The computing system 1000 may also be coupled via the
interconnect 1003 to an output display 1055. In some embodi-
ments, the display 1055 may include a liquid crystal display
(LCD) or any other display technology, for displaying infor-
mation or content to a user. In some environments, the display
1055 may include a touch-screen that 1s also utilized as at
least a part of an mput device. In some environments, the
display 1055 may be or may include an audio device, such as
a speaker for providing audio information.

The computing system 1000 may also comprise a power
device or system 1060, which may comprise a power supply,
a battery, a solar cell, a fuel cell, or other system or device for
providing or generating power. The power provided by the
power device or system 1060 may be distributed as required
to elements of the computing system 1000.

In the description above, for the purposes of explanation,
numerous specific details are set forth 1n order to provide a
thorough understanding of the present invention. It will be
apparent, however, to one skilled 1n the art that the present
invention may be practiced without some of these specific
details. In other instances, well-known structures and devices
are shown 1n block diagram form. There may be intermediate
structure between 1llustrated components. The components
described or 1llustrated herein may have additional inputs or
outputs that are not illustrated or described.

Various embodiments may include various processes.
These processes may be performed by hardware components
or may be embodied 1n computer program or machine-ex-
ecutable 1nstructions, which may be used to cause a general-
purpose or special-purpose processor or logic circuits pro-
grammed with the instructions to perform the processes.
Alternatively, the processes may be performed by a combi-
nation of hardware and software.

Portions of various embodiments may be provided as a
computer program product, which may include a non-transi-
tory computer-readable storage medium having stored
thereon computer program instructions, which may be used to
program a computer (or other electronic devices) for execu-
tion by one or more processors to perform a process according,
to certain embodiments. The computer-readable medium
may include, but 1s not limited to, tfloppy diskettes, optical
disks, compact diskread-only memory (CD-ROM), and mag-
neto-optical disks, read-only memory (ROM), random access
memory (RAM), erasable programmable read-only memory
(EPROM), electrically-erasable programmable read-only
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memory (EEPROM), magnet or optical cards, flash memory,
or other type of computer-readable medium suitable for stor-
ing electronic istructions. Moreover, embodiments may also
be downloaded as a computer program product, wherein the
program may be transferred from a remote computer to a
requesting computer.

Many of the methods are described 1n their most basic
form, but processes can be added to or deleted from any of the
methods and information can be added or subtracted from any
of the described messages without departing from the basic
scope of the present mvention. It will be apparent to those
skilled 1n the art that many further modifications and adapta-
tions can be made. The particular embodiments are not pro-
vided to limit the invention but to 1llustrate 1t. The scope of the
embodiments of the present invention 1s not to be determined
by the specific examples provided above but only by the
claims below.

If1t1s said that an element “A” 1s coupled to or with element
“B,” element A may be directly coupled to element B or be
indirectly coupled through, for example, element C. When
the specification or claims state that a component, feature,
structure, process, or characteristic A “causes” a component,
feature, structure, process, or characteristic B, 1t means that
“A” 1s at least a partial cause of “B” but that there may also be
at least one other component, feature, structure, process, or
characteristic that assists 1n causing “B.” If the specification
indicates that a component, feature, structure, process, or
characteristic “may”, “might”, or “could” be included, that
particular component, feature, structure, process, or charac-
teristic 1s not required to be included. If the specification or
claim refers to “a” or “an’ element, this does not mean there
1s only one of the described elements.

An embodiment 1s an implementation or example of the
present invention. Reference in the specification to “an
embodiment,” “one embodiment,” “some embodiments,” or
“other embodiments™ means that a particular feature, struc-
ture, or characteristic described in connection with the
embodiments 1s included 1n at least some embodiments, but
not necessarily all embodiments. The various appearances of
“an embodiment,” “one embodiment,” or “some embodi-
ments” are not necessarily all referring to the same embodi-
ments. It should be appreciated that 1n the foregoing descrip-
tion of exemplary embodiments of the present invention,
various features are sometimes grouped together 1n a single
embodiment, figure, or description thereof for the purpose of
streamlining the disclosure and aiding in the understanding of
one or more of the various iventive aspects. This method of
disclosure, however, 1s not to be interpreted as reflecting an
intention that the claimed invention requires more features
than are expressly recited in each claim. Rather, as the fol-
lowing claims reflect, mnventive aspects lie in less than all
teatures of a single foregoing disclosed embodiment. Thus,
the claims are hereby expressly incorporated into this
description, with each claim standing on 1ts own as a separate
embodiment of this invention.

In some embodiments, a memory device includes a
DRAM, and a system element coupled with the DRAM, the
system element including a memory controller for control of
the DRAM. The DRAM includes a memory bank, a bus, the
bus including a plurality of pins for the receipt of commands,
and a logic, wherein the logic provides for shared operation of
the bus for a first type of command and a second type of
command recetved on a first set of pins. In some embodi-
ments, the first type of command 1s a column command and
the second type of command 1s a row command.

In some embodiments, the logic 1s further to switch
between a first mode providing for the shared operation of the
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bus and a second mode providing for separate bus operation
tor receipt of the first type of command on the first set of pins
as dedicated pins and the second type of command on a
second set of pins. In some embodiments, the first mode does
not require inclusion of the second set of pins.

In some embodiments, a memory device further includes a
mode register for designation of the first mode or the second
mode, the logic to switch to the first mode or the second mode
based on a status of the mode register.

In some embodiments, the DRAM 1s a first channel of a
plurality of channels of the memory device.

In some embodiments, a method includes 1mitializing a
DRAM; receiving a command for the DRAM, a command
bus for the DRAM providing for shared operation for a first
type of command and a second type of command, the bus
having a first set of pins for the receipt of commands; inter-
preting the command, wherein interpreting the command
includes, upon determining that a set of bits of the command
are 1n a first state, interpreting the command as the first type of
command, and, upon determining that the set of bits of the
command are 1n a second state, interpreting the command as
the second type of command. In some embodiments, the first
type of command 1s a column command and the second type
of command 1s a row command.

In some embodiments, interpreting the command further
includes, upon determining that the set of bits of the com-
mand are in a third state, interpreting the command as a no
operation (NOP) for both the first type of command and the
second type ol command.

In some embodiments, a method further includes switch-
ing between a first mode providing for the shared operation of
the bus and a second mode providing for separate bus opera-
tion for receipt of the first type command on the first set of
pins as dedicated pins and the second type of command on a
second set of pins. In some embodiments, switching between
the first mode and the second mode 1includes switching to the
first mode or the second mode based on a status of a mode
register. In some embodiments, switching between the first
mode and the second mode includes setting the mode register
based on a received mode register set (MRS) command. In
some embodiments, a method further includes defaulting to
the first mode for the DRAM.

In some embodiments, a system includes a processor to
process data for the system; a transmitter, receiver, or both
coupled with an ommnidirectional antenna to transmit data,
receive data, or both; and a memory device for the storage of
data. The memory device includes a dynamic random-access
memory (DRAM); and a system element coupled with the
DRAM, the system element including a memory controller
for control of the DRAM. The DRAM includes a memory
bank, a bus, the bus including a plurality of pins for the receipt
of commands, and a logic, wherein the logic provides for
shared operation of the bus for column commands and row
commands recerved on a first set of pins.

In some embodiments, the logic i1s further to switch
between a first mode providing for the shared operation of the
bus and a second mode providing for separate bus operation
for receipt of one of either column or row commands on the
first set of pins as dedicated pins and the other of column or
row commands on a second set of pins. In some embodi-
ments, the first mode does not require inclusion of the second
set of pins. In some embodiments, the memory device further
includes a mode register for designation of the first mode or
the second mode, the logic to switch to the first mode or the
second mode based on a status of the mode register.

In some embodiments, a non-transitory computer-readable
storage medium having stored thereon data representing
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sequences of instructions that, when executed by a processor,
cause the processor to perform operations including 1nitializ-
ing a DRAM; receiving a command for a command bus for
the DRAM, the command bus providing for shared operation
for column commands and row commands, the bus having a
first set of pins for the receipt of commands; interpreting the
command, wherein interpreting the command includes, upon
determining that a set of bits of the command are 1n a {first
state, interpreting the command as arow command, and, upon
determining that the set of bits of the command are 1n a second
state, interpreting the command as a column command.

In some embodiments, interpreting the command further
includes, upon determining that the set of bits of the com-
mand are 1n a third state, interpreting the command as a NOP
for both column commands and row commands.

In some embodiments, the medium further includes
istructions for switching between a first mode providing for
the shared operation of the bus and a second mode providing
for separate bus operation for receipt of one of either column
or row commands on the first set of pins as dedicated pins and
the other of column or row commands on a second set of pins.
In some embodiments, switching between the first mode and
the second mode includes switching to the first mode or the
second mode based on a status of a mode register.

In some embodiments, medium further includes instruc-
tions for defaulting to the first mode for the DRAM.

What 1s claimed 1s:

1. A stacked memory device comprising:

a plurality of memory strata, each memory stratum of the
plurality of memory strata including a plurality of tiles
of memory, the stacked memory device including a plu-
rality of channels, wherein each channel of the plurality
of channels 1ncludes a column of tiles addressable by
row and column; and

a system element coupled with the memory strata, the
system element including a memory controller for con-
trol of the memory strata;

wherein each channel of the stacked memory device
includes:

a memory bank including dynamic random-access
memory (DRAM),

a command bus, the command bus including a certain
plurality of pins for the receipt of commands for the
channel, and

an 1nstance of a logic to establish a bus mode for the
command bus of the channel;

wherein each instance of the logic being operable to estab-
lish one of the following bus modes for the respective
channel:
for a channel for which the plurality of pins for the

receipt of commands includes at least a first set of
pins, a first bus mode providing for shared operation
of the command bus for a first type of command and a
second type of command received on the first set of
pins for the channel, the first bus mode being a default
mode for the command bus, wherein the first type of
command 1s a column command for a column of the
channel and the second type of command 1s a row
command for a row of the channel; and

for a channel for which the plurality of pins for the
receipt of commands includes at least the first set of
pins and an additional second set of pins, a second bus
mode providing for separate bus operation for receipt
of the first type of command on the first set of pins as
dedicated pins for the first type of command and the
second type of command on a second set of pins of the
plurality of pins for the channel as dedicated pins fo
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the second type of command, the logic to switch from
the first bus mode to the second bus mode upon recerv-
ing a command to switch bus modes;

wherein, for a channel that 1s 1n the first bus mode, a first set

of bits of a recerved command, the first set of bits being

received on a subset of the first set of pins of the com-

mand bus of the channel, 1s used to 1dentily the type of

command, and 1nterpreting a command 1n the first bus

mode includes:

upon determining that the first set of bits of the command
are 1n a first state, iterpreting the command as the
first type of command,

upon determiming that the first set of bits of the command
are 1n a second state, interpreting the command as the
second type of command, the first set of bits in the
second state not being used for the first type of com-
mand, and

upon determining that the first set of bits of the command
are 1n a third state, interpreting the command as a no
operation (NOP) for both the first type of command
and the second type of command.

2. The stacked memory device of claim 1, wherein the first
bus mode does not require inclusion of the second set of pins.

3. The stacked memory device of claim 1, wherein each
channel of the stacked memory device further includes a
mode register for designation of the first bus mode or the
second bus mode, and wherein the command to switch bus
modes 1s a mode register set (MRS) command.

4. The stacked memory device of claim 1, wherein the first
set of pins has a first number o pins, and wherein the first type
of command utilizes a number of bits equal to the first number
of pins.

5. The stacked memory device of claim 1, wherein a num-
ber of pins of the first set of pins 1s dependent on a channel
density of each channel.

6. The stacked memory device of claim 3, wherein inter-
preting a recerved command further includes:

upon determining that the first set of bits of the command

are 1n a fourth state, interpreting the command as a mode
register set command.

7. A method comprising;

initializing a plurality of memory strata of a stacked

memory device, each memory stratum of the plurality of
memory strata including a plurality of tiles of memory,
the stacked memory device including a plurality of chan-
nels, wherein each channel of the plurality of channels
includes a column of tiles addressable by row and col-
umn;

establishing by an instance of a logic of each channel a bus

mode for a command bus for the channel of the stacked

memory device, the instance of the logic of each channel

being operable to establish one of the following bus

modes for the channel:

for a channel for which the plurality of pins for the
receipt ol commands includes at least a first set of
pins, a first bus mode providing for the shared opera-
tion of the command bus for receipt of both a first type
of command and a second type of command on the
first set of pins for the channel, the first bus mode
being a default mode for the command bus, wherein
the first type of command 1s a column command for a
column of the channel and the second type of com-
mand 1s a row command for a row of the channel, and

for a channel for which the plurality of pins for the
receipt of commands includes at least the first set of
pins and an additional second set ol pins, a second bus
mode providing for separate operation of the com-
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mand bus for receipt of the first type of command on
the first set of pins as dedicated pins for the first type
of command and receipt of the second type of com-
mand on a second set of pins for the channel as dedi-
cated pins for the second type of command, the logic
to switch from the first bus mode to the second bus
mode upon receiving a command for switching to
such mode;

receving a command for a first channel of the plurality of

channels; and

interpreting the command based upon the bus mode estab-

lished by the logic of the first channel;

wherein, for a channel that 1s in the first bus mode, a first set

of bits of a received command, the first set of bits being,
received on a subset of the first set of pins of the com-
mand bus of the channel, 1s used to 1dentify the type of
command, and interpreting the command 1n the first bus
mode 1ncludes:

upon determining that the first set of bits of the command
are 1n a lirst state, iterpreting the command as the
first type of command,

upon determining that the first set of bits of the command
are 1n a second state, interpreting the command as the
second type of command, the first set of bits 1n the
second state not being used for the first type of com-
mand, and

upon determiming that the first set of bits of the command
are 1n a third state, interpreting the command as a no
operation (NOP) for both the first type of command
and the second type of command.

8. The method of claim 7, wherein each channel of the
stacked memory device further includes a mode register for
designation of the first bus mode or the second bus mode, and
wherein the command to switch bus modes 1s a mode register
set (MRS) command.

9. The method of claim 8, wherein interpreting a received
command further includes:

upon determining that the first set of bits of the command

are 1n a fourth state, interpreting the command as a mode

register set command.

10. A system comprising:

a processor to process data for the system;

a transmitter, receiver, or both coupled with an omnidirec-

tional antenna to transmit data, receive data, or both; and

a stacked memory device for the storage of data memory

strata, the stacked memory device including:

a plurality of memory strata, each memory stratum of the
plurality of memory strata including a plurality of
tiles of memory, the stacked memory device including
a plurality of channels, wherein each channel of the
plurality of channels includes a column of tiles
addressable by row and column; and

a system element coupled with the plurality of memory
strata, the system element including a memory con-
troller for control of the plurality of memory strata;

wherein each channel of the stacked memory device

includes:

a memory bank including dynamic random-access
memory (DRAM),

a command bus, the command bus including a certain
plurality of pins for the receipt of commands for the
channel, and

an 1nstance of a logic to establish a bus mode for the
command bus for the channel:;

wherein each instance of the logic being operable to estab-

lish one of the following bus modes for the respective

channel:
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for a channel for which the plurality of pins for the
receipt ol commands includes at least a first set of
pins, a first bus mode providing for shared operation

of the command bus for a first type of command and a

second type of command received on the first set of

pins for the channel, the first bus mode being a default
mode for the command bus, wherein the first type of
command 1s a column command for a column of the
channel and the second type of command 1s a row
command for a row of the channel; and

for a channel for which the plurality of pins for the
receipt of commands includes at least the first set of
pins and a second set of pins, a second bus mode
providing for separate bus operation for receipt of the
first type of command on the first set of pins as dedi-
cated pins for the first type of command and the sec-
ond type of command on a second set of pins of the
plurality of pins for the channel as dedicated pins for

the second type of command, the logic to switch from

the first bus mode to the second bus mode upon receiv-

ing a command to switch bus modes;

wherein, for a channel that 1s 1n the first bus mode, a first set

of bits of a recerved command, the first set of bits being

received on a subset of the first set of pins of the com-

mand bus of the channel, 1s used to 1dentity the type of

command, and interpreting a command 1n the first bus

mode includes:

upon determining that a set of bits of the command are 1n
a {irst state, interpreting the command as the first type
of command,

upon determining that the set of bits of the command are
in a second state, interpreting the command as the
second type of command, the first set of bits 1in the
second state not being used for the first type of com-
mand, and

upon determining that the first set of bits of the command
are 1n a third state, interpreting the command as a no
operation (NOP) for both the first type of command
and the second type of command.

11. The system of claim 10, wherein the first bus mode does
not require inclusion of the second set of pins.

12. The system of claim 10, wherein each channel of the
stacked memory device further includes a mode register for
designation of the first bus mode or the second bus mode, and
wherein the command to switch bus modes 1s a mode register
set (MRS) command.

13. The system of claim 10, wherein the first set of pins has
a {irst number of pins, and wherein the first type of command
utilizes a number of bits equal to the first number of pins.

14. The system of claim 10, wherein anumber of pins of the
first set of pins 1s dependent on a channel density of each
channel.

15. The system of claim 12, wherein interpreting a recerved
command further includes:

upon determining that the first set of bits of the command

are 1n a fourth state, interpreting the command as a mode
register set command.

16. A non-transitory computer-readable storage medium
having stored thereon data representing sequences of mnstruc-
tions that, when executed by a processor, cause the processor
to perform operations comprising:

initializing a plurality of memory strata of a stacked

memory device, each memory stratum of the plurality of
memory strata including a plurality of tiles of memory,
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the stacked memory device including a plurality of chan-
nels, wherein each channel of the plurality of channels
includes a column of tiles addressable by row and col-
umn;

establishing by an instance of a logic of each channel a bus
mode for a command bus for the channel of the stacked
memory device, the instance of the logic of each channel

being operable to establish one the following bus modes

for the channel:

for a channel for which the plurality of pins for the
receipt of commands includes at least a first set of
pins, a first bus mode providing for the shared opera-
tion of the command bus for receipt of both a first type
of command and a second type of command on the
first set of pins for the channel, the first bus mode
being a default mode for the command bus, wherein
the first type of command 1s a column command for a
column of the channel and the second type of com-
mand 1s a row command for a row of the channel, and
for a channel for which the plurality of pins for the
receipt of commands includes at least the first set of
pins and an additional second set of pins, a second bus
mode providing for separate operation of the com-
mand bus for receipt of the first type of command on
the first set of pins as dedicated pins for the first type
of command and receipt of the second type of com-
mand on a second set of pins for the channel as dedi-
cated pins for the second type of command, the logic
to switch from the first bus mode to the second bus
mode upon recerving a command to switch bus
modes;

recerving a command for a first channel of the stacked

memory device; and

interpreting the command based upon the bus mode estab-

lished by the logic of the first channel;

wherein, for a channel that 1s in the first bus mode, a first set

of bits of a recetved command, the first set of bits being

received on a subset of the first set of pins of the com-

mand bus of the channel, 1s used to identily the type of

command, and wherein interpreting the command in the

first bus mode 1ncludes:

upon determiming that the first set of bits of the command
are 1n a first state, iterpreting the command as a
column command,

upon determiming that the first set of bits of the command
are 1n a second state, interpreting the command as a
row command, the first set of bits 1n the second state
not being used for a column command, and

upon determining that the first set of bits of the command
are 1n a third state, interpreting the command as a no
operation (NOP) for both the first type of command
and the second type of command.

17. The medium of claim 16, wherein each channel of the
stacked memory device further includes a mode register for
designation of the first bus mode or the second bus mode, and
wherein the command to switch bus modes 1s a mode register
set (MRS) command.

18. The medium of claim 17, wherein interpreting a
received command further includes:

upon determining that the first set of bits of the command

are 1n a fourth state, interpreting the command as a mode
register set command.
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