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METHOD AND APPARATUS FOR
PROCESSING SCANNED IMAGE

CROSS REFERENCE TO RELATED
APPLICATIONS

The application 1s based on the Chinese Patent Application
No. 201210111235.9 filed on Apr. 16, 2012 and entitled

“Method and Apparatus for Processing Scanned Image”. The
contents of which are incorporated herein by reference.

FIELD OF THE INVENTION

The present invention relates to a field of image processing,
and particularly to a method and apparatus for processing a
scanned 1mage.

BACKGROUND OF THE INVENTION

An optical imaging system can convert a paper document
into a digital image. However, when a book 1s imaged by a
non-contact imaging apparatus, for example, a overhead
scanner or digital camera and etc., the pages of the book are
often pressed by fingers so as to be fixed. In this case, there are
fingers on both sides of the image as obtained, and the read-
ability, integrity, and aesthetic property are reduced. FIG. 51s
a schematic view in which the pages of a book are pressed by
fingers, and FIG. 6 1s an 1image of a page as obtained by
imaging, wherein it 1s apparent that the readability, integrity,
and aesthetic property of the image are influenced by fingers
on both sides of the book. Therefore, 11 the finger region can
be removed by processing the image and filled by content of
the page of the book, the quality of the image will be
improved. Image mpainting 1s a technmique for repairing
image, which can remove a specified region 1n an 1image while
making the change undiscoverable and was 1nitially used for
recovering the damaged o1l painting.,

Researchers proposed many methods for inpainting image,
including structure based propagation, texture synthesis and
example synthesis and so on. Some of these methods can be
directly applied to remove finger region, and achieve good
cifects. However, the operation 1s time consuming and thus
impractical.

Therefore, there 1s need for a method for inpainting image
which can remove finger from the image of document while
guarantee the change undiscoverable.

SUMMARY OF THE INVENTION

A simplified summary of the present mvention 1s given
below to provide a basic understanding of some aspects of the
present invention. It should be appreciated that the summary,
which 1s not an exhaustive overview of the present mnvention.
The summary 1s not itended to 1dentily the key or critical
parts of the present invention or limit the scope of the present
invention, but merely to present some concepts 1in a simplified
form as a prelude to the more detailed description that 1s
discussed later.

An object of the present invention 1s to provide a method
and apparatus for processing a scanned 1image.

According to one aspect of the present invention, there 1s
provided a method for processing a scanned 1image, compris-
ing: a shaded region extracting step ol extracting a region,
which 1s shaded by a shading object and lies in a margin 1n the
vicinity of an edge of the scanned 1mage, as a shaded region;
and a pixel value repairing step of repairing values of pixels,
which lie both 1n a line segment and the shaded region, by
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using a linear model according to known values of pixels,
which lie both 1n the line segment and the margin, the line

segment passing through the shaded region and being parallel
to the edge.

According to another aspect of the present invention, there
1s provided an apparatus for processing a scanned image,
comprising: a shaded region extracting module configured to
extract a region, which 1s shaded by a shading object and lies
in a margin in the vicinity of an edge of the scanned image, as
a shaded region; and a pixel value repairing module config-
ured to repair values of pixels, which lie both 1n a line segment
and the shaded region, by using a linear model according to
values of pixels, which lie both 1n the line segment and the
margin, the line segment passing through the shaded region
and being parallel to the edge.

Further, according to an embodiment of the present inven-
tion, there 1s provided a computer program for realizing the
aforementioned method.

Additionally, according to another embodiment of the
present mvention, there 1s provided a computer program
product 1n the form of at least computer-readable medium, on
which computer program codes are recorded to realize the
alforementioned method.

These and other advantages of the present invention will be
more apparent from the following detailed description of the
best embodiments of the present invention made 1n conjunc-
tion with accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

i

The above-mentioned and other objects, characteristics
and advantages of the present invention will be more readily
understood by reference to the description of embodiments of
the present mvention made 1 conjunction with accompany-
ing drawings, 1n which elements are merely illustrative of the
principle of the present mvention, and 1dentical or similar
reference signs designate i1dentical or similar technical fea-
tures or elements.

FIG. 1 1s a tlow chart 1llustrating a method for processing,
scanned 1mage according to an embodiment of the present
imnvention;

FIG. 2 1s a flow chart illustrating a method for processing,
scanned 1mage according to another embodiment of the
present invention;

FIG. 3 1s a flow chart illustrating a process of extracting a
shaded region;

FIG. 4 1s a tlow chart 1llustrating a method for processing,
scanned 1mage according to yet another embodiment of the
present invention;

FIG. 5 1s a schematic view 1llustrating a case 1n which a
book 1s pressed by hands during scanning of the book;

FIG. 6 1s a schematic view illustrating the resultant image
of the book as scanned in FIG. 5;

FIG. 7 1s an enlarged view 1illustrating the part A i FIG. 6;

FIG. 8 1s a schematic view 1llustrating the result image of
line segment L being repaired in the part A 1n FIG. 7;

FIG. 9 1s a block diagram illustrating an apparatus for
processing a scanned 1image according to an embodiment of
the present invention;

FIG. 10 1s a block diagram illustrating an apparatus for
processing a scanned image according to another embodi-
ment of the present invention;

FIG. 11 1s block diagram illustrating configuration of the
shaded region extracting module;

FIG. 12 1s a block diagram illustrating an apparatus for
processing a scanned image according to another embodi-
ment of the present invention; and
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FIG. 13 1s a schematic diagram 1llustrating the structure of
an exemplified computing apparatus for realizing the method

and apparatus for processing a scanned image disclosed
herein.

DETAILED DESCRIPTION OF TH.
EMBODIMENTS

L1

Preferred embodiments of the present invention are
described below with reference to accompanying drawings.
The elements and features described in one of the accompa-
nying drawings or embodiments of the present invention may
be combined with those shown 1n one or more other accom-
panying drawings or embodiments. It should be noted that for
the sake of clarity, the presentation and description on the
clements and processing that are wrrelative with the present
invention but well known by those skilled 1n the art are omut-
ted.

A method 100 for processing a scanned 1image according to
an embodiment of the present invention 1s described below
with reference to FIG. 1.

As shown 1n FIG. 1, 1n step S102, aregion, which i1s shaded
by a shading object and lies 1n a margin in the vicinity of an
edge of the scanned 1mage, 1s extracted as a shaded region. In
general, there are no complicated patterns in the vicinity of
the edges of many scanned image. For example, there are
margins in the vicinity of the edges of books or other print-
ings. The printings may be shaded by an object for pressing
the edges of the printing during scanning. The object may be
referred to as a shading object. In other words, 1n step S102,
the region shaded by the shading object may be extracted.

In step S104, values of pixels, which lie both i a line
segment and the shaded region, are repaired by using a linear
model according to known values of pixels, which lie both in
the line segment and the margin, wherein the line segment
passes through the shaded region and 1s parallel to the edge. In
other words, the extracted line segment passes through the
shaded region and 1s parallel to the edge of the scanned 1image.
Some pixels of the line segment are the known margin pixels,
and the other pixels of the line segments are the pixels shaded
by the shading object. The values of pixels, which lie both 1n
the line segment and the region shaded by the shading object
(1.e., the shaded region) are repaired based on a linear model
according to known values of pixels, which lie both 1n the line
segment and the margin.

Since the extracted line segment 1s parallel to an edge of the
scanned 1mage, 1n case that the scanned image of the book or
other multi-pages printings 1s repaired, the shading region 1n
the vicinity of the edges of the pages of the book may be
repaired eflectively.

In addition, the computing speed 1s increased and comput-
ing resource 1s saved by using the linear model.

A method 200 for processing a scanned 1image according to
another embodiment of the present invention 1s described
below with reference to FIG. 2. Steps S202 and S204 of the
method 200 are the same as the steps S102 and S104 which
are described with reference to FIG. 1.

In step S202, a region which 1s shaded by a shading object
and lies 1n a margin 1n the vicinity of an edge of the scanned
image 1s extracted as a shaded region.

In step S204, values of pixels, which lie both 1 a line
segment and the shaded region, are repaired by using a linear
model according to known values of pixels, which lie both in
the line segment and the margin, wherein the line segment
passes through the shaded region and 1s parallel to the edge.

In step S206, noises of pixels, which lie both 1 a line
segment and the shaded region, are estimated according to
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known noises of pixels, which lie both 1n the line segment and
the margin, the line segment passing through the shaded
region and being parallel to the edge.

In step S208, the estimated noises may be added to the
values of the pixels, which lie both 1n the line segment and the
shaded region.

In general, there are noises on the scanned 1image, even for
the margin. The repaired region 1s hard to be discovered by
estimating the noises of the shaded region according to the
known noises of the pixels of the margin, and adding the
noises to the values of the pixels of the shaded region.

The process 300 of extracting a shaded region in the step
S102 (or the step S202) 1s described below with reference to
FIG. 3.

As shown 1n FIG. 3, i step S302, a point in the shaded
region may be provided. For example, a point, which 1s given
by a user, in the shaded region may be used.

In step S304, a central value of pixels 1n a small window
around the point may be estimated. For example, the algo-
rithm of mean shitt clustering may be performed on the neigh-
borhood of the point. Alternatively, statistic histogram (e.g.,
color histogram) of pixel values may be used to obtain the
pixel value (e.g., value of color) with the highest frequency of
occurrence.

In step S306, a difference between the central value and a
value of each of pixels in a big window around the point may
be calculated. In case that the pixel values are color values, the
difference may be expressed by euclidean distance in the
color space. The bigger the distance 1s, the smaller the simi-
larity between the shaded region and the finger region 1s, and
vise visa.

In step S308, the shaded region may be extracted according
to the difference by using binarization. That 1s, classification
may be performed according to the distances based on bina-
rization, and possible shaded region and margin region are
obtained as the result of the classification. Finally, the pos-
sible shaded region, in which the point 1s located, 1s extracted
as the shaded region.

The shaded region may be extracted effectively and simply
by the process 300.

The shaded region may be extracted in automatic or
manual manner, instead of the process 300. Alternatively, the
shaded region may be extracted by using the combination of
the automatic manner, manual manner and the process 300. In
method 400 as shown 1n FI1G. 4, the shaded region 1s extracted
by using combination of the automatic manner, manual man-
ner and the process 300.

The method 400 for processing a scanned 1image according,
to yet another embodiment of the present invention are
described below with reference to FIG. 4. The main differ-
ence between the method 400 and the method 100, which 1s
described with reference to FIG. 1, 1s that the automatic
extraction step (S404) and manual extraction step (S412) as
well as determination steps (S408 and S410) and are
involved.

Firstly, in step S402, a scanned image 1s input. There are
regions shaded by the shading objects 1n the vicinity of the
edges of the scanned 1mage.

In step S404, automatic extraction of the shaded regions 1n
the vicinity of the edges of the mput scanned image 1s
attempted. The step may be performed by using many exist-
ing methods. For example, some features of the image, such
as color, shape and etc. of the shaded object (e.g., finger or
other objects), may be used.

In step S406, 1t 1s determined that whether the automatic
extraction 1n step S404 1s successtul. If the automatic extrac-
tion 1n the step S404 1s successtul, the tlow proceeds to step
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S414. If the automatic extraction 1n step S404 1s unsuccessiul,
the flow proceeds to step S408.

In the step S408, semi-automatic extraction of the shaded
region may be attempted. For example, the semi-automatic
extraction for the finger region may be performed under the
intervention of a user. In one of simple possible solutions, the
user clicks 1n the finger region by using the mouse, to achieve
the mtervention. Then, a computer automatically extracts the
finger region according to the position clicked by the user.
That 1s, similar to the process 300, a point 1n the shaded region
1s provided, a central value ol pixels in a small window around
the point 1s estimated, and a difference between the central
value and a value of each of pixels in a big window around the
point 1s calculated, and finally the shaded reglon 1s extracted
accordmg to the calculated difference by using binarization.

Next, 1n step S410, 1t 1s determined that whether the semi-
automatic extraction in step S408 1s successiul. If the semi-
automatic extraction in step S408 1s successiul, the flow pro-
ceeds to step S414. Or else, the tlow proceeds to step S412. In
step S412, the shaded region 1s extracted manually.

In step S414, the values of pixels of the shaded region are
repaired. For example, similar to step S104 1n FIG. 1, the
values of pixels, which lie both in a line segment and the
shaded region, may be repaired by using a linear model
according to known values of pixels, which lie both 1n the line
segment and the margin, wherein the line segment passes
through the shaded region and 1s parallel to the edge.

Finally, 1in step S416, the repaired scanned 1image 1s output.

The shaded region 1s extracted by combining the automatic
extraction, the process 300 and the manual extraction, such
that the shaded region 1s extracted more accurately and effec-
tively.

The case, 1n which a book 1s pressed by hands, 1s described
below with reference to FIGS. 5 and 6. Herein, book B 1s
assumed to be positioned horizontally, and the fingers, which
may press the book B, appear on the right and left sides of the
image.

As shown 1 FIG. 5, in case of scanning the book B, for
making the book flat and convenient to be scanned, the mar-
gins of the book are pressed by hands HLL and HR or other
objects (1.¢., the shading object), and thus the book 1s shaded.
However, 1n the case, there are fingers F on the margin of the
scanned 1mage, as shown i FIG. 6, which influences the
readability, itegrity and aesthetic property of the scanned
page.

The process of repairing the part A of FIG. 6 1s described
below with reference to FIGS. 7 and 8. The following descrip-
tion 1s made mainly on the process of repairing the color
values. However, 1t can be understood that other values, for
example, luminance, grayscale, tone and etc., of the pixels,
may be repaired by similar process.

Through observation, it 1s noted that there 1s background
having pure color on the right and lett sides of the pages of the
book, and when an user pressing the book, the user often
presses the region having pure color to avoid shading the
contents such as characters. Therefore, the region of the book,
which 1s shaded by the fingers, may be estimated by using a
linear color model. In addition, since a plurality of overlap-
ping pages have edges ER and EL, as shown in FIGS. 6 and 7.
The edges ER and EL are substantially parallel to the edges of
the scanned 1image. Based on the observation, the repairing,
may be performed 1n unit of the line segment, which 1s par-
allel to the edges of the scanned 1mage, such thatthe edges ER
and EL. may be repaired better and more rapidly.

Taking the linear color model 1n the vertical direction as an
example, for each of the vertical columns of pixels 1n the
finger region, a color model 1s estimated. As shown in F1G. 7,
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for the column L2 of pixels to be removed, the columns L1
and L3 of pixels extending upward and downward are known
and belonging to the margin of the book. The vertical position
and color value of each pixel are known. Based on the vertical
positions and color values of the pixels, the vertical linear
color model, 1n which the color value 1s a function of the
vertical position, may be estimated. Then, the color value of
cach of the pixels in the column L2 to be removed 1s estimated
according to the model. The result 1s shown 1n FIG. 8. As
shown 1n FIGS. 7 and 8, the columns L1, L2, and L3 of pixels
are depicted to have certain widths. It should be understood
that such depicted columns are only for the reader to feel
clearer. Actually, actual widths of columns of pixels will be
Narrower.

In the estimation method of the linear mode, 1t 1s assumed
that the coordinates of the target column .2 of pixels are {(x.,
Yi0)s (Xis Yiow1)s - - - (X ¥51)}» Whereiny,, and y,; are minimum
and maximum coordinates 1n y-axis respectively. The neigh-
boring upper column of pixels L1 {(X, V,.1)
(X, Vi1in)s - - - » (X5, Vi1 .20 b and the neighboring lower column
of pixels L3 {(X,;, Yio_n)s (Xis Yionui)s - - - s (X Yio_1)) are
considered, wherein M and N are the number of the pixels of
the neighboring column L1 and the number of the pixels of
the neighboring column L.3. In practical application, M and N
may be set according to experience or tests. It 1s assumed that
the input image of a document 1s a color 1mage, and each of
the pixels (X, v) has a color value I, (X, y), wherein k=R, G, B.
For each of the color channels R, G and B, a linear model may
be estimated. That is, {I,(x,, y,), n=10-N, i0-N+1, . . ., i0-1,
i1+1,i1+2,...,i1+M} is input. The linear model as estimated
isI,(x,y)=a, y+b,, wherein in the linear model, a,; and b, are
parameters corresponding to the i”” column and color Channel
k respectively.

For some documents which haven good printing quality
and are well scanned, the linear model, in which {L.(x,, y).
V=Y.0, Viowts - - - » ¥;1 + 10 the original image is replaced with
(X, Y), Y=Y10s Vioats - - - » Vo1 1 1s enough. However, typically
there are noises in the uniform region 1n the image. If the
phenomenon of noise may be simulated when a specified
region 1s repaired, the result of repairing may be more natural,
such that the region after being repaired 1s hard to be discov-
ered. The noises are added manually by estimating param-
cters for the noises and performmg simulation according to
the parameters of the noises. For example, 1t 1s assumed that
the noises comply with Gauss distribution, L(x,, v)=I,(X,
yv)+0(x,, v), wherein 0(x, y) 1s a model of the noises. The
parameters of the Gauss model may be estimated according to

the upper and lower neighboring columns {y,, n=10-N,
i0-N+1, ...,10-1,11+1, 1142, ..., il+M}.

{e(‘xf:yn):Ik(‘xf:yn)_fk(‘xi:yn)?n:I.D_M I.D_N_l_l :::: I.'D_ 1:
f+1i+2, ..., i +M}

The mean value

> 00xi, yn)
rr

N+ M

Hi =

and the variance

> (0x;, yp) — ii)*

¥n

r:r;:\

N+M-1
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After the Gauss model parameters (1.¢., the mean value and
variance) ol noises of are obtained, the Gauss model 1s added
to the filling result. And for each pixel, a random noise 6(x.,
y;)=u,+0A; 1s added, wherein A, 1s a random parameter, the
range of A; 1s determined according to experience, such as
[-3, 3] or [4, 1].

Although the above description 1s made with respect to the
Gauss model, 1t should be appreciated that other suitable
model may be used to add noises.

A block diagram illustrating an apparatus for processing a
scanned 1mage according to an embodiment of the present
invention 1s described below with reference to FIG. 9.

As shown in FIG. 9, the apparatus for processing a scanned
image 900 includes a shaded region extracting module 902
and a pixel value repairing module 904.

The shaded region extracting module 902 receives an input
scanned 1mage, and extracts a region, which 1s shaded by a
shading object and lies 1n a margin 1n the vicinity of an edge
of the scanned 1mage, as shaded region. Then, the shaded
region extracting module 902 may send the extracted shaded
region to the pixel value repairing module 904.

The pixel value repairing module 904 receives the resultant
shaded region which 1s sent from the shaded region extracting
module 902, and repairs the values of pixels which lie both in
a line segment and the shaded region, by using a linear model
according to known values of pixels, which lie both 1n the line
segment and the margin, wherein the line segment passing
through the shaded region and 1s parallel to the edge.

The detailed processes of extracting the shaded region and
repairing the pixel values are similar to the method which 1s
described with reference to FIG. 1, and will not be described
again here.

An apparatus 900" for processing a scanned 1mage accord-
ing to another embodiment of the present invention 1is
described below with reference to FIG. 10. The difference
between the apparatus 900" 1n FIG. 10 and the apparatus 900
in FI1G. 9 1s that the apparatus 900" may further include a noise
estimating module 906 and a noise adding module 908.

The noise estimating module 906 receives the input
scanned 1mage, and estimates noises of pixels, which lie both
in a line segment and the shaded region, according to known
values of pixels, which lie both 1n the line segment and the
margin, wherein the line segment passes through the shaded
region and 1s parallel to the edge. The noise adding module
908 adds the estimated noises to the values of the pixels which
lie both 1n the line segment and the shaded region, that 1s, the
pixel values which have been repaired by the pixel value
repairing module 904. Then, the noise adding module 908
may output the resultant image as the repaired image.

The shaded region extracting module 902 according to an
example of the present invention 1s described below with
reference to FI1G. 11.

As shown 1n FIG. 11, the shaded region extracting module
902 may includes a point providing sub-module 902-2, a
central pixel value estimating sub-module 902-4, a difference
calculating sub-module 902-6 and an extracting sub-module
902-8.

The point providing sub-module 902-2 receives the input
scanned 1mage and provides a point 1n the shaded region.
Then, the point providing sub-module 902-2 may provide the
point to the central pixel value estimating sub-module 902-4.

Then, the central pixel value estimating sub-module 902-4
may estimate a central value of pixels 1n a small window
around the point.

The difference calculating sub-module 902-6 may calcu-
late a difference between the central value and a value of each
of pixels 1 a big window around the point.
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The extracting sub-module 902-8 may extract the shaded
region according to the difference by using binarization.

The apparatus 900" for processing a scanned image
according to another embodiment of the present invention 1s
described below with reference to FIG. 12. The difference
between the apparatus 900" in FIG. 12 and the apparatus 900’
in FIG. 10 1s that the apparatus 900" further includes an
automatic extracting module 910, a judging module 912 and
a user interface 914.

The automatic extracting module 910 may extract the
shaded region automatically. If the automatic extracting mod-
ule 910 extracts the shaded region successiully, the shaded
region extracting module 902 does not perform the shaded
region extraction, if the automatic extracting module 910
extracts the shaded region unsuccessiully, the shaded region
extracting module 902 performs the shaded region extraction.
The judging module 912 may judge whether the shaded
region extracting module extracts the shaded region success-
tully. The user interface 914 may enable manual extraction of
the shaded region 11 the automatic extracting module extracts
the shaded region unsuccesstully.

For example, the shading object may be a finger. The pixel
values may include color values. The scanned 1mage has a
plurality of edges which are overlapped and parallel to each
other.

The basis principles of the present invention are described
in conjunction with the specific embodiments. However, 1t
should be pointed out those skilled 1n the art will understand
any steps or components or all of the methods and apparatus
according to the present invention may be implemented in any
computing apparatus (including processors, storing medium
and etc.) or a network of computing apparatus 1n form of
hardware, firmware, software and the combination thereof,
and this can be achieved by those skilled 1n the art by using
their basic programming skills after reading the description of
the present invention.

Therefore, the objects of the present invention may also be
achieved by running a program or a group of programs on any
information processing apparatus. The information process-
ing apparatus may be a common general purpose apparatus.
Therefore, the object of the present invention may also
achieved by providing a program product embodying pro-
gram code for implementing said method or apparatus. That
1s, such program product will constitute the present invention,
and medium for transporting or storing such program product
may also construct the present invention. Obviously, said
storage or transport medium may be any type of storage or
transport medium known by those skilled in the art, or devel-
oped 1n the future, and thus 1t 1s unnecessary to exemplily
various storage or transport medium herein.

In case that the embodiments of the present invention are
implemented by using software and/or firmware, a program
constructing the software 1s loaded from the storing media or
internet to the computer with dedicated hardware structure,
for example, the general purpose computer 1300 as shown 1n
FIG. 13, and when the computer 1s loaded with various pro-
grams, the computer can perform various functions and etc.

In FIG. 13, an operation processing umt (CPU) 1301
executes various processing via a program stored in a read-
only memory (ROM) 1302 or a program loaded to a random
access memory (RAM) 1308 from a memory part 1303. The

data needed for the various processing of the CPU 1301 may
be stored inthe RAM 1303 as needed. CPU 1301, ROM 1302

and RAM 1303 are linked with each other via a bus line 1304,
with which an input/output 1305 1s also connected.

The following members are linked with the input/output
interface 1305: an input part 1306 (including keyboard,
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mouse and the like), an output part 1307 (including displays
such as cathode ray tube (CRT), liquid crystal display (LCD)
and loudspeaker), a memory part 1308 (including hard disc
and the like), and a communication part 1309 (including a
network interface card such as LAN card and modem). The
communication part 1309 realizes a communication via a
network such as the Internet. A driver 1310 may also be linked
with the mput/output intertace 1305, if needed. If needed, a
detachable medium 1311, for example, a magnetic disc, an
optical disc, a magnetic optical disc, a semiconductor
memory and the like, may be installed in the driver 1310 to
read a computer program there from and install the read
computer program in the memory part 1308.

In the case where the foregoing series of processing 1s
achieved through software, programs forming the software
are 1nstalled from a network such as the Internet or a memory
medium such as the detachable medium 1311.

It should be appreciated by those skilled 1n the art that the
memory medium 1s not limited to the detachable medium
1311 shown m FIG. 13, which 1s distributed separated from
the apparatus so as to provide the programs for users. The
detachable medium 1311 may be, for example, a magnetic
disc (including Floppy Disc®), a compact disc (including
compact disc read-only memory (CD-ROM) and digital ver-
satile disc (DVD), a magneto optical disc (including Mini1
Disc (MD)®)), and a semiconductor memory. Alternatively,
the memory mediums may be the hard discs included in ROM
1302 and the memory part 1308, and programs are stored 1n
the memory medium and can be distributed to users along
with the memory medium.

The present invention further discloses a program product
in which machine-readable 1nstruction codes are stored. The
alorementioned 1mage processing method according to
embodiments of the present invention can be implemented
when the instruction codes are read and executed by a
machine.

Accordingly, a memory medium for embodying the pro-
gram product 1n which computer-readable mstruction codes
are stored 1s also included in the present disclosure. The
memory medium includes but 1s not limited to soft disc,
optical disc, magnetic optical disc, memory card, memory
stick and the like.

Those skilled in the art will understand that the exemplified
embodiments herein are only examples and the present inven-
tion do not limited thereto.

In the description, the expressions such as “first”, “sec-
ond”, “Nth” and etc. are used for distinguishing the described
teatures literally, so as to describe the present invention more
clearly. Therefore, the expressions should not be construed as
any limited meanings.

As an example, various steps of the above methods and
various components and/or units of the above apparatus may
be implemented as software, firmware, hardware or a combi-
nation thereof, and as a part of the corresponding apparatus.
The specific means or manner, 1n which the various modules,
units of the above apparatus are configured by the software,
firmware, hardware or a combination thereof, 1s known by
those skilled 1n the art, and will not be described again.

As an example, 1n case the embodiments of the present
invention are implemented by using software or firmware, a
program constructing the software 1s loaded from the storing,
media or mternet to the computer with dedicated hardware
structure, for example, the general purpose computer 1300 as
shown 1 FIG. 13, and when the computer 1s loaded with
various programs, the computer can perform various func-
tions and etc.
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In the foregoing description on the specific embodiments
of the present invention, the features described and/or shown
for an embodiment may be used 1n one or more other embodi-
ments 1n the same or similar way or merged with the those of
the other embodiments, or replace those of the other embodi-
ments.

It shall be emphasized that the technical term “comprise/
include” 1s used herein to refer to an existence of a feature, an
clement, a step or a component, without excluding existences
or attachments of one or more other features, elements, steps
Or components.

In addition, the method according to the present invention
1s not necessarily performed in the order as described in the
specification, and may be performed sequentially, in parallel
or independently. Therefore, the order of the methods of the
present invention do not constitute limitation to the technical
scope of the present invention.

Although the present utility model and 1ts advantages have
been described 1n detail, 1t should be understood that various
changes, substitutions and alterations can be made herein
without departing from the spirit and scope of the utility
model as defined by the appended claims. Moreover, the
scope of the present application 1s not intended to be limited
to the particular embodiments of the process, apparatus,
means, methods and steps described 1n the Description. As
one of ordinarily skill in the art will readily appreciate from
the disclosure contained 1n the utility model, processes, appa-
ratus, means, methods or steps presently existing or later to be
developed, that perform substantially the same function or
achieve substantially the same result as the corresponding
embodiments described herein may be utilized according to
the present utility model. Accordingly, the appended claims
are intended to include within their scope such processes,
apparatus, means, methods, or steps.

It shall be emphasized that the technical term “comprise/
include” 1s used here to refer to an existence of a feature, an
clement, a step or a component, without excluding existences
or attachments of one or more other features, elements, steps
Or components.

Although the present utility model and 1ts advantages have
been described 1n detail, 1t should be understood that various
changes, substitutions and alterations can be made herein
without departing from the spinit and scope of the utility
model as defined by the appended claims. Moreover, the
scope of the present application 1s not intended to be limited
to the particular embodiments of the process, apparatus,
means, methods and steps described 1n the Description. As
one of ordinarily skill in the art will readily appreciate from
the disclosure contained in the utility model, processes, appa-
ratus, means, methods or steps presently existing or later to be
developed, that perform substantially the same function or
achieve substantially the same result as the corresponding
embodiments described herein may be utilized according to
the present utility model. Accordingly, the appended claims
are intended to include within their scope such processes,
apparatus, means, methods, or steps.

APPENDIXES

Appendix 1

A method for processing a scanned 1mage, comprising:
a shaded region extracting step of extracting a region, which
1s shaded by a shading object and lies 1n a margin 1n the
vicinity of an edge of the scanned 1mage, as a shaded region;
and
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a pixel value repairing step of repairing values of pixels,
which lie both 1n a line segment and the shaded region, by
using a linear model according to known values of pixels,
which lie both 1n the line segment and the margin, the line
segment passing through the shaded region and being parallel
to the edge.

Appendix 2

The method according to appendix 1, further comprising:

estimating noises of pixels, which lie both 1n a line segment
and the shaded region, according to known values of pixels,
which lie both 1n the line segment and the margin, the line
segment passing through the shaded region and being parallel
to the edge; and

adding the estimated noises to the values of the pixels which
lie both 1n the line segment and the shaded region.

Appendix 3

The method according to appendix 1, wherein the shaded
region extracting step comprises:

providing a point in the shaded region;

estimating a central value of pixels in a small window around
the point;

calculating a difference between the central value and a value
of each of pixels 1n a big window around the point; and

extracting the shaded region according to the difference by
using binarization.

Appendix 4

The method according to appendix 3, wherein prior to the
shaded region extracting step, the method further comprises:

extracting the shaded region automatically;

not performing the shaded region extracting step in case of a
successiul automatic extraction; and

performing the shaded region extracting step in case of an
unsuccessiul automatic extraction.

Appendix S

The method according to appendix 4, wherein after the
shaded region extracting step, the method further comprises:

judging whether the shaded region extraction 1s successiul;
and

providing a user interface to enable manual extraction of the
shaded region 1n case of an unsuccessiul extraction.

Appendix 6

The method according to any one of appendixes 1 to 5,
wherein the shading object 1s a finger.

Appendix 7

The method according to any one of appendixes 1 to 5,
wherein the pixel values comprise color values.

Appendix 8

The method according to any one of appendixes 1 to 5,
wherein the scanned image have a plurality of edges which
are overlapped and parallel to each other.

10

15

20

25

30

35

40

45

50

55

60

65

12
Appendix 9

An apparatus for processing a scanned 1mage, comprising:
a shaded region extracting module configured to extract a
region, which 1s shaded by a shading object and lies 1n a
margin 1n the vicinity of an edge of the scanned 1mage, as a
shaded region; and
a pixel value repairing module configured to repair values of
pixels, which lie both 1n a line segment and the shaded region,
by using a linear model according to values of pixels, which
lie both 1n the line segment and the margin, the line segment
passing through the shaded region and being parallel to the
edge.

Appendix 10

The apparatus according to appendix 9, further compris-
ng:
a noise estimating module configured to estimate noises of
pixels, which lie both 1n a line segment and the shaded region,
according to known values of pixels, which lie both 1n the line
segment and the margin, the line segment passing through the
shaded region and being parallel to the edge; and
a noise adding module configured to add the estimated noises
to the values of the pixels which lie both 1n the line segment
and the shaded region.

Appendix 11

The apparatus according to appendix 9, wherein the shaded
region extracting module comprises:
a point providing sub-module configured to provide a point 1n
the shaded region;
a central pixel value estimating sub-module configured to
estimate a central value of pixels 1n a small window around
the point;
a difference calculating sub-module configured to calculate a
difference between the central value and a value of each of
pixels 1n a big window around the point; and
an extracting sub-module configured to extract the shaded
region according to the difference by using binarization.

Appendix 12

The apparatus according to appendix 10, further compris-
ng:
an automatic extracting module configured to extract the
shaded region automatically;
wherein 11 the automatic extracting module extracts the
shaded region successtully, the shaded region extracting
module does not perform the shaded region extraction, and 11
the automatic extracting module extracts the shaded region

unsuccessiully, the shaded region extracting module per-
forms the shaded region extraction.

Appendix 13

The apparatus according to appendix 12, further compris-
ng:
a judging module configured to judge whether the shaded
region extracting module extracts the shaded region success-
tully; and
a user mterface configured to enable manual extraction of the
shaded region if the automatic extracting module extracts the
shaded region unsuccesstully.
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Appendix 14

The apparatus according to any one of appendixes 9 to 13,
wherein the shading object 1s a finger.

Appendix 15

The apparatus according to any one of appendixes 9 to 13,
wherein the pixel values comprise color values.

Appendix 16

The apparatus according to any one of appendixes 9 to 13,
wherein the scanned image have a plurality of edges which
are overlapped and parallel to each other.

What 1s claimed 1s:

1. A method for processing a scanned image, comprising:

a shaded region extracting step ol extracting a region,
which 1s shaded by a shading object and lies 1n a margin
in vicinity of an edge of the scanned 1mage, as a shaded
region;

a pixel value repairing step of repairing values of pixels,
which lie both 1in a line segment and the shaded region,
by using a linear model according to known values of
pixels, which lie both 1n the line segment and the margin,
the line segment passing through the shaded region and
being parallel to the edge;

estimating noises of pixels, which lie both in the line seg-
ment and the shaded region, according to values of
known noises of pixels, which lie both 1n the line seg-
ment and the margin, the line segment passing through
the shaded region and being parallel to the edge; and

adding the estimated noises to the repaired values of the
pixels which lie both 1n the line segment and the shaded
region.

2. The method according to claim 1, wherein the shaded

region extracting step comprises:

providing a point 1n the shaded region;

estimating a central value of pixels 1n a small window
around the point;

calculating a difference between the central value and a
value of each of pixels 1n a big window around the point;
and

extracting the shaded region according to the difference by
using binarization.

3. The method according to claim 2, wherein before the

shaded region extracting step, the method further comprises:
an automatic shaded region extracting step of extracting
the shaded region automatically;

not performing the shaded region extracting step 1n case of
a successful automatic extraction; and

performing the shaded region extracting step 1n case of an
unsuccessiul automatic extraction.

4. The method according to claim 3, wherein after the

shaded region extracting step, the method further comprises:
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judging whether the shaded region extraction step 1s suc-
cessful; and

providing a user interface to enable manual extraction of
the shaded region manually 1n case of an unsuccessiul
automatic extraction.

5. An apparatus for processing a scanned 1mage, compris-

ng:

a shaded region extracting module configured to extract a
region, which 1s shaded by a shading object and lies in a
margin in vicinity of an edge of the scanned 1image, as a
shaded region; and

a pixel value repairing module configured to repair values
of pixels, which lie both 1n a line segment and the shaded
region, by using a linear model according to values of
pixels, which lie both 1n the line segment and the margin,
the line segment passing through the shaded region and
being parallel to the edge;

a noise estimating module configured to estimate noises of
pixels, which lie both 1n the line segment and the shaded
region, according to values of known noises of pixels,
which lie both 1n the line segment and the margin, the
line segment passing through the shaded region and
being parallel to the edge; and

a noise adding module configured to add the estimated
noises to the repaired values of the pixels which lie both
in the line segment and the shaded region.

6. The apparatus according to claim 5, wherein the shaded

region extracting module comprises:

a point providing sub-module configured to provide a point
in the shaded region;

a central pixel value estimating sub-module configured to
estimate a central value of pixels 1n a small window
around the point;

a difference calculating sub-module configured to calcu-
late a difference between the central value and a value of
cach of pixels in a big window around the point; and

an extracting sub-module configured to extract the shaded
region according to the difference by using binarization.

7. The apparatus according to claim 6, further comprising:

an automatic extracting module configured to extract the
shaded region automatically;

wherein 1f the automatic extracting module extracts the
shaded region successiully, the shaded region extracting,
module does not perform the shaded region extraction,
and 1f the automatic extracting module extracts the
shaded region unsuccessiully, the shaded region extract-
ing module performs the shaded region extraction.

8. The apparatus according to claim 7, further comprising:

a Judgmg module configured to judge whether the shaded
region extracting module extracts the shaded region suc-
cessiully; and

a user interface configured to enable manual extraction of
the shaded region if the automatic extracting module
extracts the shaded region unsuccessiully.
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