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(57) ABSTRACT

What 1s disclosed 1s a system and method for determining a
pixel classification threshold for vehicle occupancy determi-
nation. An IR image of a moving vehicle 1s captured using a
multi-band IR 1maging system. A driver’s face 1s detected
using a face recognition algorithm. Multi-spectral informa-
tion extracted from pixels 1dentified as human tissue of the
driver’s face 1s used to determine a pixel classification thresh-
old. This threshold 1s then used to facilitate a classification of
pixels of a remainder of the IR 1mage. Once pixels in the
remainder of the image have been classified, a determination
can be made whether the vehicle contains additional human
occupants other than the driver. An authority 1s alerted in the
instance where the vehicle 1s found to be traveling 1n a HOV/
HOT lane requiring two or more human occupants and a
determination has been made that the vehicle contains an
insuificient number of human occupants.
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DETERMINING A PIXEL CLASSIFICATION
THRESHOLD FOR VEHICLE OCCUPANCY
DETECTION

TECHNICAL FIELD

The present invention 1s directed to systems and methods
which use an infrared camera system to obtain a multi-band
IR 1mage of a motor vehicle and then determining the total
number of human occupants in that vehicle.

BACKGROUND

Vehicles carrying multiple passengers reduce fuel con-
sumption, pollution, and highway congestion, relative to
single-occupancy vehicles. Highway authorities provide
various incentives for high occupancy vehicles which include
allowing such vehicles to travel in traflic lanes limited to high
occupancy vehicles (HOV lanes) and traflic lanes where a toll
charged 1s reduced or eliminated for high occupancy vehicles
(HOT lanes). Penalties are imposed on drivers of vehicles
travelling with less than a predefined number of occupants
(e.g., less than 2). Recent efforts have been directed toward

sensing and 1mage capture systems and methods to effectuate
HOV lane enforcement. Manual enforcement of HOV/HOT

lanes by law enforcement can be difficult and potentially
hazardous. Pulling violating motorists over to 1ssue tickets
tends to disrupt traific and can become a safety hazard for
both the officer and the vehicle’s occupant. Consequently,
automated occupancy detection (1.e., the ability to automati-
cally detect human occupants of vehicles), preferably
coupled with automated vehicle recognition and ticket mail-
ing, 1s desirable. Further development 1n this art 1s needed for
automated solutions for determining the number of human
occupants 1n a motor vehicle. While ordinary visible light can
be used for vehicle occupancy detection through the front
windshield under ideal conditions, there are shortcomings.
For example, cabin penetration with visible light can be easily
compromised by factors such as tinted windshields as well as
environmental conditions such as rain, snow, dirt, and the
like. Moreover, visible illumination at night may be distract-
ing to drivers. Near infrared illumination has advantages over
visible light illumination including being unobservable by
drivers. Development 1n this art 1s ongoing as methods are
need to analyze IR images captured of a moving motor
vehicle and processing that image to determine a total number
of human occupants 1n that vehicle. Vehicle occupancy detec-
tion methods often rely on prior knowledge of the reflectance
spectrum of skin to determine a human occupant in an IR
image. While such occupancy detection methods using skin
spectral information 1n a multi-band camera system can give
accurate occupancy detection, such methods require re-set-
ting a value for a comparison threshold when environment
conditions change.

Accordingly, what 1s needed 1n this art are increasingly
sophisticated systems and methods which 1s robust to chang-
ing conditions by utilizing the spectral information of pixels
of the driver to determine a threshold value used for pixel
classification. The teachings hereof compliment previously
disclosed pixel classification methods by Wang et al.

INCORPORATED REFERENCES

The following U.S. patents, U.S. patent applications, and
Publications are incorporated herein 1n their entirety by ret-
erence.
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“Determining A Total Number Of People In An IR Image
Obtained Via An IR Imaging System”, U.S. Pat. No. 8,520,
074.

“Determining A Number Of Objects In An IR Image”, U.S.
Pat. No. 8,587,657.

“Method For Classifying A Pixel Of A Hyperspectral
Image In A Remote Sensing Application”, U.S. Pat. No.
9,019,358 Ser. No. 13/023,310, by Mestha et al.

“Face Detection Using Local SMQT Features And Split Up
SNoW Classifier”, by Mikael Nilsson, Jorgen Nordberg, and
Ingvar Claesson, Blekinge Inst. of Tech., School of Eng.,
Ronneby, Sweden, Int’] Cont. Acoustics Speech and Signal
Proc. (ICASSP), 589-592, ISSN: 1520-6149, Honolulu, Hi.
(April 2007).

“Face Detection By SMQT Features And SNoW Classifier
Using Color Information”, K. Somashekar, C. Puttamadappa,
and D. N. Chandrappa, Int’l Journal of Eng. Science and
Technology (IJEST), Vol. 3, No. 2, pp. 1266-1272, (February
2011).

BRIEF SUMMARY

What 1s disclosed 1s a system and method for determining,
a pixel classification threshold which does not rely on prior
knowledge of the reflectance of human tissue. The present
method utilizes multi-spectral information extracted from
human tissue pixels found in a region of the vehicle’s front
windshield containing the driver’s face to determine a clas-
sification threshold used for classifying pixels 1n a remainder
of the image. The present method 1s robust against various
conditions such as, for instance, temperature, precipitation,
fog, cloudiness, etc., likely to cause pixels i an IR 1mage to
be incorrectly classified.

One embodiment of the present method for determining a
pixel classification threshold for vehicle occupancy determi-
nation 1s as follows. First, an IR 1mage of a moving vehicle
intended to be analyzed for human occupancy detection 1s
captured using a multi-band IR 1maging system. The wind-
shield area of the vehicle 1s clipped from the image for pro-
cessing. A driver’s facial area 1s detected 1n the 1image using a
face detection algorithm. Multi-spectral information 1s
extracted from the pixels identified as human tissue compris-
ing the driver’s face. The multi-spectral information is then
used, in a manner more fully disclosed herein, to determine a
pixel classification threshold. This threshold 1s then used to
facilitate a classification of pixels of a remainder of the IR
image. Once pixels in the remainder of the image have been
classified, a determination can be made whether the vehicle
contains additional human occupants other than the driver. An
authority 1s alerted in the instance where the vehicle 1s found
to be traveling in a HOV/HOT lane requiring two or more
human occupants and a determination has been made that the
vehicle contains an insufficient number of human occupants.
Various embodiments are disclosed.

Many features and advantages of the above-described
method will become readily apparent from the following
detailed description and accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

The foregoing and other features and advantages of the
subject matter disclosed herein will be made apparent from
the following detailed description taken 1n conjunction with
the accompanying drawings, in which:

FIG. 1 1llustrates one embodiment of an example IR 1llu-
mination system 100;




US 9,202,118 B2

3

FIG. 2 1llustrates one embodiment of an example IR detec-
tion system 200;

FIG. 3 shows an example vehicle occupancy detection
system which incorporates the IR illumination system of FIG.
1 and the IR detection system of FIG. 2;

FIG. 4 shows a front windshield area which has been
clipped from an 1mage of the motor vehicle of FIG. 3 obtained
using the IR i1lluminator and IR detector of FIGS. 1 and 2,
respectively;

FIG. 5 1s a flow diagram which illustrates one example
embodiment of the present method for determining a thresh-
old for pixel classification 1n the vehicle occupancy detection
system of FIG. 3;

FIG. 6 1s a continuation of the flow diagram of FIG. 5 with
flow processing continuing with respect to nodes A and B;

FI1G. 7 1s a block diagram of one example system capable of
implementing various aspects of the present method shown
and described with respect to the flow diagrams of FIGS. 5
and 6; and

FIG. 8 illustrates a block diagram of one example special
purpose computer for implementing various aspects of the
present method as described with respect to the tlow diagrams

of FIGS. 5 and 6, and the various modules and processing
units of the block diagram of FIG. 7.

DETAILED DESCRIPTION

What 1s disclosed 1s a system and method for pixel classi-
fication which utilizes multi-spectral information of pixels
known to belong to the driver’s human tissue to derive a
threshold value which, 1n turn, 1s used to classily pixels 1n a
remaining portion of the image such that a number of human
occupants in the vehicle can be determined.

It should be appreciated that, in many countries, automo-
biles are designed such that the driver sits on the right hand
side of the front passenger compartment and the passenger
sits on the left hand side of the front passenger compartment
taken from the viewpoint of standing in the front of the
vehicle and looking at the front windshield. In other coun-
tries, automobiles are designed so that the driver 1s on the left
hand side and the passenger 1s on the right hand side of the
front passenger compartment from the same viewpoint. As
such, any discussion herein referring to left and right side of
the passenger compartment 1s intended to cover both designs
and should not be viewed as limiting 1n any way.
Non-Limiting Definitions

An “image of a motor vehicle” means either a still image or
video 1mages of a motor vehicle obtained using an IR imaging,
system. A single frame of a fully-populated IR image consists
of an array of pixels with each pixel having a respective
intensity value measured at a desired spectral wavelength
band of interest.

A “multi-band IR 1imaging system™ 1s an apparatus com-
prising an IR illuminator and an IR detector designed to
capture IR light reflected from a target object, separate 1t into
its component wavelengths, and output an IR 1mage of the
target. The IR 1mage 1s captured over multiple wavelength
bands of interest. An IR 1imaging system can be either a single
IR detection device and a sequentially 1lluminated N-band
illuminator (Nz=3) with one fixed filter, or comprise a total of
N detector (N=3) each having a respective band pass filter and
a single 1lluminator. An example IR illumination system 1s
shown 1n FIG. 1. An example IR detection system 1s shown 1in
FIG. 2.

A “pixel classification threshold™ 1s a value which 1denti-
fies a line of separation of pixels which can be categorized as
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human tissue from pixels categorized as other materials such
as, for example, seat fabric, leather, metals and plastics, eftc.

A “correlation method” refers to a method of pixel classi-
fication wherein pixels of an IR 1mage are classified as human
tissue based upon an amount of correlation between a cap-
tured mtensity of that pixel and a (scaled) intensity calculated
from a model comprising:

L()=af LN TG (ME MR (MD(M)dM, (1)

where I=1, 2 . . . N stands for the i IR band using i”” filter
F.(A), I.(A)1s the power spectrum of the IR illuminator, R_(A)
1s the retlectance of the object inside the vehicle, T .(A) 1s the
transmittance of the vehicle’s glass window, D(A) 1s a respon-
stvity of the IR detector, A, and A, specily the wavelength
range over which the camera detector integrates the light, and
the constant o depends on the angle and distance from IR
illuminator, pixel size, and the camera’s integration time.
The correlation method uses a materials spectra database
containing pre-measured retlectances of known materials
such as human skin and hair, and other materials of interest.
The database includes the transmittance of windshield glass,
the power spectra of the IR illuminator(s), the filter transmit-
tances, and a responsivity curve of the IR detector(s). A theo-
retical pixel intensity for each object in the image can be
calculated and the measured intensity of each pixel can be
compared with the theoretical intensities to determine an
amount of correlation therebetween. In one embodiment, the
correlation coetficient (for each pixel) 1s given by:

=N

[em (D] Les (D]

(2)

=N =N
% Uen(DP [ 3 e

where 1_ (i) is the captured intensity of a pixel from the i”
wavelength band, I (1) 1s the intensity of a pixel of the human
tissue of the driver, and N 1s the total number of wavelength
bands of the multi-band IR 1maging system. If the intensity of
the driver’s facial pixel (with a particular reflectance) agrees
with the measured intensity of the pixel of the object, then the
correlation will be high (close to 1). Otherwise, the correla-
tion will be low (close to 0 or negative). Pixels are classified
based upon a comparison with a threshold given by:

Ca=Cori=BVe, (3)

where C_1s a mean of correlation coelflicient values of pixels
of the driver’s face, V _ 1s a variance of the correlation, and 3
1s a pre-determined constant which balances a percentage of
human tissue pixels to be included before too many non-skin
pixels are also included.

A “ratio method” 1s a pixel classification method classifies
a pixel as human tissue vs. other materials if the ratio (of Eq.
5)1s larger or smaller than a predetermined threshold value. In
one embodiment, this ratio comprises:

fem (1) (5)

e)

where 1,] are any N-band indices different from each other
(see, Eq. 1). Pixels are classified based upon a comparison to
a pixel classification threshold given by:

S =Sw=1V (6)
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where S, 1s a mean of intensity ratio values of pixels of the
driver’s face, V_ 1s a variance of the ratio, and y 1s a pre-
determined constant which balances a percentage of human
tissue pixels to be included before too many non-human
tissue pixels are also mcluded.
Example IR Illuminator

Reference 1s now being made to FIG. 1 which illustrates
one embodiment of an example IR illumination system 100
for use 1n accordance with the teachings hereof.

The IR 1llumination system of FI1G. 1 1s shown comprising,
a plurality of IR light sources 102 each emitting a narrow
band of IR radiation at a respective peak wavelength
(A, ..., A). Light source 102 1s an array of light emitting,
diodes (LEDs). Each diode 1s pre-selected to emait radiation at
a particular wavelength band of interest, and defines a source
in the array for that wavelength band. Controller 108 1is
coupled to source array 102 and controls the mput current to
cach illuminator and, thereby, the output intensity of each.
Sensing optics 104 has optics 103 which combine the wave-
lengths to produce IR illumination beam 106. Sensor 110
samples the radiation emitted from the array of IR light
sources and provides feedback to controller 108. Focusing
optics 112 recerves beam 106 and focuses output beam 114
onto vehicle 116. Optics 112 includes a plurality of lens of
varying focal lengths positioned 1n the beam path to focus the
beam as desired. Controller 108 1s also coupled to optics 112
to effectuate changes 1n output beam 114 due to target size,
target distance, target speed, to name a few constraints. Con-
troller 108 1s in communication with storage device 109 to
store/retrieve calibration information, intensity levels, and
the like, including data and machine readable program
instructions. Controller 108 may comprise a computer system
such as a desktop, laptop, server, mainirame, and the like, or
a special purpose computer system such as an ASIC. Control-
ler 108 may be placed in wired or wireless communication
with a computing workstation over a network. Such a network
may be a local area network (LAN) or the Internet. It should
be appreciated that any of the components of IR 1llumination
system 100 may be placed 1n communication with such a
computing system to facilitate the intended purposes hereof.

Any of the optics described with respect to IR 1llumination
system 100 of FIG. 1 can be replaced with an optical system
having optical power and may further include mirrors. Such
an optical system may include multiple components each
having optical power, e.g., it may be doublet or a triple lens.
In the limit that such optical systems define a unique focal
length F, the source array and grating would be positioned 1n
the front and back focal planes of the optics. As a result, the
optical system i1mages the grating at infinity with respect to
cach element of the light source array and thus each source
clement sees the same region of the grating. The light from
cach element would be coextensive on that region. The grat-
ing can then produce output radiation whose spectral content
1s substantially uniform across 1ts transverse profile by com-
pensating for the dispersion associated with lateral position of
the different wavelength band sources. This, 1n turn, allows
the spectral content of output beam 114 to be substantially
uniform across its transverse profile. In practice, it may be
difficult to precisely define a desired focal length for the
optical system because of aberrations (e.g., field curvature,
axial chromatic, lateral chromatic, distortion, coma, and the
like), which may cause the optics to focus rays to slightly
different positions according to their wavelength or their lat-
eral positioning.

In addition, the relative positions of the optical system, the
source array, and the grating, are selected according to the
more general condition that the optical system images the
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grating at infinity with respect to each source element of the
light source array, at least for paraxial rays that emerge from
cach source. For a ray propagating at an angle 0 to the optical
ax1s, a paraxial ray has: sin(0)=0. This infinity condition can
be achieved by positioning each source element at a nominal
back focal plane of the optical system to within the depth of
field of the optical system, and positioning the grating at
nominal front focal plane of the optical system to within the
depth of field of the optical system. The depth of field (DOV)
1s related to the numerical aperture (NA) of the optical system
according to: DOV=A/NA~, where X is the wavelength of the
light from the source element. The optics may be designed
with components to provide multiple degrees of freedom to
compensate for various optical aberrations. Although addi-
tional components in the optical system provide additional
degrees of freedom for reducing aberrations, each additional
component also adds cost and complexity to the optical sys-
tem.

Example IR Detector

Reference 1s now being made to FIG. 2 which 1llustrates
one embodiment of an example IR detection system 200 for
use 1n accordance with the teachings hereof.

Target vehicle 116 retlects the IR output beam 114 emitted
by focusing optics 112 of the IR illumination system of FIG.
1. A portion of the reflected IR light 1s recerved by optics 202
having lens 203 that focus the receirved light onto sensor(s)
204 which spatially resolves the recetved light to obtain IR
image 208. Optics 202 may also include one or more band-
pass filters that only allow light 1n a narrow wavelength band
to pass though the filter. The filters may also be sequentially
changed to obtain N 1ntensities at 208. Sensor 204 sends the
IR image information to computer 206 for processing and
storage. Detector 208 1s a multispectral 1image detection
device whose spectral content may be selectable through a
controller (not shown). Detector 204 records light intensity at
multiple pixels locations along a two dimensional grid.
Optics 202 and detector 204 include components commonly
found 1n various streams of commerce. Suitable sensors
include charge-coupled device (CCD) detectors, complemen-
tary metal oxide semiconductors (CMOS) detectors, charge-
injection device (CID) detectors, vidicon detectors, reticon
detectors, 1image-intensifier tube detectors, pixelated photo-
multiplier tube (PMT) detectors, InGaAs (Indium Gallium
Arsenide), Mercury Cadmium Tellunde (MCT), and
Microbolometer. Computer 206 1s in communication with
optics 202 to control the lens thereof and 1s in communication
with detector 204 to control the sensitivity thereof. Computer
206 recerves sensitivity values associated with each pixel of
IR image 208. Computer 206 includes a keyboard, monaitor,
printer, etc. (not shown) as are necessary to eflectuate a con-
trol of various elements of IR detection system 200.
Example HOT/HOV Camera System

Reference 1s now being made to FIG. 3 which shows an
example vehicle occupancy detection system which incorpo-
rates the IR 1llumination system of FIG. 1 and the IR detection
system of FIG. 2, wherein various aspects of the teachings
hereof find their intended uses.

In FIG. 3, vehicle 300 contains driver 302. Vehicle 300 1s
traveling at velocity v in a direction of motion indicated by
vector 303 along HOV lane 304, and 1s mtended to be pro-
cessed herein for vehicle occupancy detection. Positioned at
distance d above lane 304 is support arm 305 which, 1n vari-
ous embodiments, comprises a tubular construction similar to
that used to support tratfic lights and street lights. Fixed onto
support arm 303 are IR detection system 307 and IR 1llumi-
nation system 306. Systems 306 and 307 are intended to
represent embodiments discussed with respect to FIGS. 1 and
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2, respectively. IR 1lluminator 306 emits IR light at desired
wavelengths of interest. IR detector 307 1s shown having a
Tx/Rx element 308 for communicating captured IR images
and/or pixel mtensity values to a remote device, such as the
system ol FI1G. 7, for processing 1n accordance with the teach-
ings hereol. The system of FIG. 3 1s preferably configured
such that the IR detector’s field of view (FOV) covers a single
lane. Operationally, a vehicle enters a detection zone and the
IR camera 1s activated via a triggering mechanism such as, for
instance, an underground sensor, a laser beam, and the like.
Images of the motor vehicle are captured for processing. It
should be appreciated that the various elements of FIG. 3 are
illustrative and are shown for explanatory purposes.

Front Passenger Compartment

FIG. 4 1llustrates an example front passenger compartment
of motor vehicle 400 taken from the front of the vehicle
through the front windshield 402. Front passenger seat 405 1s
unoccupied while the driver’s seat 406 contains driver 407.
Windshield area 402 has been clipped from the IR image
captured of motor vehicle 300 by the IR 1maging system of
FIG. 3 as that vehicle traveled down HOV/HOT lane 304.
Windshield 402 1s shown partitioned by dividing line 401 into
a driver’s side and a passenger’s side of the vehicle’s front
passenger compartment. The driver’s head (shown 1n region
403) having been 1solated 1n the 1mage using a face detection
algorithm. In accordance with the teachings hereol, intensity
values of pixels 1n the driver’s facial region are used to effec-
tuate a determination of a pixel classification threshold
which, 1n turn, 1s used to classily pixels in a remaining portion
of the IR 1mage such that a total number of human occupants
in the vehicle can be determined.

Example Flow Diagram

Reference 1s now being made to the flow diagram of FIG.
5 which 1illustrates one example embodiment of the present
method for determining a threshold for pixel classification.
Flow processing beings at 300 and immediately proceeds to
step 502.

Atstep 502, an IR 1image of a moving vehicle intended to be
analyzed for human occupancy detection 1s captured using a
multi-band IR 1imaging system comprising an IR detector and
an IR Illuminator. An example IR illumination system 1is
shown and discussed with respect to FIG. 1. An example IR
detection system 1s shown and discussed with respect to FIG.
2. An example vehicle occupancy detection system used to
capture an IR 1mage of a motor vehicle traveling in a HOV/
HOT lane 1s shown and discussed with respect to FI1G. 3. The
IR 1image may be recerved from transmitter 308 of FI1G. 3, or
from a remote device over a network. Once example net-
worked computer workstation 1s shown and discussed with
respect to FIG. 7. Captured images may be processed auto-
matically or stored to a memory or storage device for pro-
cessing in accordance with the teachings hereof. Such
embodiments are intended to fall within the scope of the
appended claims. A front windshield area may be clipped
from the 1mage for processing, such as that of FIG. 4. Tech-
niques for identifying, 1solating, and clipping a portion of an
image are well established in the 1mage processing arts.
Therefore, a discussion as to a particular method has been
omitted herein. The windshield area may be manually clipped
using, for example, an 1mage manipulation software tool and
a graphical user interface of a computer workstation.

At step 504, a facial area of the driver of the vehicle 1s
identified 1in the driver’s portion of the front passenger com-
partment. A driver’s face can be 1dentified 1n the 1mage using,
a facial recognition software algorithm. Such algorithms pro-
vide high recognition capability, especially 1f a candidate
region ol the image where a face 1s likely to be found has
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already been i1dentified by, for instance, dividing the front
windshield area of the vehicle into a passenger side and a
driver’s side area and, once divided, 1solating a candidate
region where a driver’s head 1s likely to be found. The can-
didate region can be 1dentified 1n the driver’s half of the front
passenger compartment using known locations of one or
more car parts such as, for example, a steering wheel, rear-
view mirror or side-view muirror, a head rest of the driver’s
seat, and the like.

At step 506, pixels of human tissue of the driver’s head are
detected 1n the IR image 1n the location identified by the facial
recognition algorithm. It should be appreciated that human
tissue pixels need not only be those of the driver’s face but
may be the driver’s hand positioned on the steering wheel or
a portion of the driver’s arm which has been detected or
otherwise 1dentified 1n the image.

At step 508, multi-spectral information of the pixels of
human tissue of the driver (of step 5306) are used to determine
a pixel classification threshold 1n a manner previously dis-
cussed.

At step 510, the pixel classification threshold 1s used to
classity human tissue pixels 1n a remainder of the image.

At step 512, a number of human occupants 1n the vehicle 1s
determined based upon the classified pixels.

At step 514, a determination 1s made whether the vehicle
contains at least two human occupants. If it 1s determined that
the vehicle does not contain at least two human occupants
then processing continues with respect to node A of FIG. 6
wherein, at step 516, a determination 1s made that a traffic
violation has occurred. This determination can be readily
cifectuated by comparing the total number of human occu-
pants determined for this vehicle the number of occupants
required to be in the vehicle at the time the vehicle was
detected 1n the HOV/HOT lane.

At step 518, a law enforcement or traiflic authority 1s noti-
fied that the vehicle in the image 1s traveling in the HOV/HOT
lane at a specified time of day, without the required number of
human occupants. Law enforcement can then isolate the
license plate number of this vehicle and 1ssue a traffic citation
to the registered owner of the vehicle. Thereafter, flow pro-
cessing continues with respect to node C wherein, at step 502,
another IR 1mage of a motor vehicle intended to be processed
for vehicle occupancy detection 1s captured or 1s otherwise
received and processing repeats 1n a similar manner for this
next image. If, at step 514, 1t 1s determined that this vehicle
contains at least two human occupants then processing con-
tinues with respect to node B wherein, at step 520, a determi-
nation 1s made that no traffic violation has occurred. This
particular 1mage may be stored to a storage device for a
predetermined amount of time or summarily discarded. Flow
processing continues with respect to node C of FIG. 5
wherein, at step 502, another IR 1mage of a motor vehicle 1s
received for processing. Processing repeats 1in a similar matter
until there are no more 1mages or until the system 1s taken
off-line for servicing or repair. In another embodiment, fur-
ther processing stops after a predetermined number of images
have been processed.

It should be appreciated that various aspects of the embodi-
ment of the flow diagrams of FIGS. 5-6 are intended to be
used i HOV/HOT detection systems where a violation
occurs when the motor vehicle does not contain at least two
passengers. Some traific authorities require more than two
passengers for a given vehicle to be authorized to travel in
their respective HOV/HOT lanes during a particular time of
day. The methods hereof are intended to be applied to those
situations as well.
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It should be understood that the tlow diagrams depicted
herein are illustrative. One or more of the operations 1llus-
trated 1n the flow diagrams may be performed 1n a differing
order. Other operations may be added, modified, enhanced, or
consolidated. Variations thereof are intended to fall within the
scope of the appended claims. All or portions of the flow
diagrams may be implemented partially or fully 1n hardware
in conjunction with machine executable mstructions 1n com-
munication with various components of a vehicle occupancy
detection system.

Example Processing System

Reference 1s now being made to FIG. 7 which illustrates a
block diagram of one example system capable of implement-
ing various aspects of the present method shown and
described with respect to the flow diagrams of FIGS. 5 and 6.

In FIG. 7, workstation 700 1s shown having been placed in
communication with recerver 702 for recerving the IR image
from antenna 308 of FIG. 3, and for effectuating bi-direc-
tional communication between computer 700 and the IR
detection system of FIG. 3. Computer system 700 1s shown
comprising a display 703 for enabling a display of informa-
tion for a user mput and a keyboard 705 for making a user
selection such as, for example, the user identifying a wind-
shield area of the recerved IR 1mage or for a user to visually
inspect an 1image 1n the mstance where occupancy detection
has failed. A user may use the graphical user interface to
identify or select one or more portions of the IR 1image such
as, for 1instance, candidate area 403 wherein a driver’s facial
area 1s likely to be found by a face detection algorithm, or for
a user to manually 1dentity the driver’s facial region. Pixels
identified or otherwise detected in the recerved image may be
retrieved from a remote device over network 701. Various
portions of the captured image of the motor vehicle intended
to be processed 1 accordance with the teachings hereot, may
be stored 1 a memory or storage device which has been
placed 1n communication with workstation 700 or a remote
device for storage or further processing over network 701 via
a communications mtertace (not shown). Computer 700 and
Tx/Rx element 702 are 1n communication with Image Pro-
cessing Unit 706 which processes the received images 1n
accordance with the teachings hereof.

Image Processing Unit 706 1s shown comprising a builer
707 for queuing recerved 1images for subsequent processing.
Such a buffer may also be configured to store data, formulas,
pixel classification methods, and other variables and repre-
sentations needed to facilitate processing of the recerved IR
image 1n accordance with the methods disclosed herein.
Windshield Clipping Module 708 recerves the next IR image
from Bufler 707 and 1solates and clips the windshield area of
the motor vehicle from the 1mage for subsequent processing,
(as shown 1n FI1G. 4). Facial Recognition Processor 709 per-
forms facial recognition on the image to identify a driver’s
head and facial region in the image. Processor 709 may be
configured to receive a candidate region of the front wind-
shield portion of the IR 1image likely to contain the driver’s
head and facial area (such as region 403 of FIG. 4) and
process that region. The location of the identified driver’s
facial region 1s provided to Pixel Detector Module 710 which
detects pixels of human tissue at those locations. Multi-spec-
tral information associated with the human tissue pixels 1s
provided to storage device 711. Various embodiments hereof
involve cross-referencing pixel intensity values with calcu-
lated intensity values using known reflectances obtained from
a storage device. In such an embodiment, device 711 further
contains information such as, for example, a power spectra of
the IR 1lluminator, a transmittance of a filter, and a respon-
stvity curve of the IR detector, and other information needed
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by any of the pixel classification methods employed, as dis-
cussed with respect to Egs. (1)-(6).

Module 710 communicates the multi-spectral information
of the human tissue pixels of the driver’s facial region to
Threshold Processor 712 which calculates a pixel classifica-
tion threshold 1n accordance with various embodiments dis-
closed herein depending on whether the pixel classification
method 1s the correlation method or the ratio method. Pixel
Classification Module recerves the pixel classification thresh-
old from Processor 712 and proceeds to classily pixels 1n the
remainder of the IR image or a remainder of the clipped
windshield area. Occupant Determinator 714 receives the
classified pixels from the Pixel Classification Module and
proceeds to determine the number of human occupants in the
vehicle by grouping together human tissue pixels and count-
ing the number of pixel groups (or blobs) determined to be
individual human occupants 1n the vehicle. The number of
human occupants 1s provided to Violation Processor 7135
which proceeds to make a determination whether a traffic
violation has occurred given the determined number of occu-
pants and the time of day when the image was captured. If a
traffic violation has occurred then Processor 715 mnitiates a
signal, via Tx/Rx element 716, to a law enforcement or traffic
authority that a vehicle has been detected to be traveling 1n a
HOV/HOT lane without the requisite number of human occu-
pants. The signal may include the original image and one or
more aspects of the processed image. Law enforcement can
then act accordingly.

It should be appreciated that any of the modules and/or
processors of FIG. 7 are in communication with workstation
700 and with storage device 711 via communication path-
ways (shown and not shown) and may store/retrieve data,
parameter values, functions, pages, records, data, and
machine readable/executable program instructions required
to perform their various functions. Each may further be in
communication with one or more remote devices over net-
work 701. Connections between modules and processing
units are intended to include both physical and logical con-
nections. It should be appreciated that some or all of the
functionality of any of the modules or processing units of
FIG. 7 may be performed, in whole or 1n part, by components
internal to workstation 700 or by a special purpose computer
system. One example special purpose computer system 1s
shown and discussed with respect to the embodiment of FIG.
8.

It should also be appreciated that various modules may
designate one or more components which may comprise soit-
ware and/or hardware designed to perform the intended func-
tion. A plurality of modules may collectively perform a single
function. Each module may have a specialized processor
capable of executing machine readable program instructions
which enable that processor to perform its intended function.
A plurality of modules may be executed by a plurality of
computer systems operating 1n parallel. Modules may further
include one or more software/hardware modules which may
turther comprise an operating system, drivers, device control-
lers, and other apparatuses some or all of which may be
connected via a network. It 1s also contemplated that one or
more aspects of the present method may be implemented on
a dedicated computer and may also be practiced 1n distributed
computing environments where tasks are performed by
remote devices that are linked via a network.

Example Special Purpose Computer

Reference 1s now being made to FIG. 8 which illustrates a
block diagram of one example special purpose computer for
implementing various aspects ol the present method as
described with respect to the flow diagrams of FIGS. 5 and 6,
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and the various modules and processing units of the block
diagram of FIG. 7. Such a special purpose processor 1s
capable of executing machine executable program instruc-
tions and may comprise any of a miCro-processor, micro-
controller, ASIC, electronic circuit, or any combination
thereol.

Special purpose processor 800 executes machine execut-
able program 1nstructions. Communications bus 802 serves
as an information highway interconnecting the other 1llus-
trated components. The computer incorporates a central pro-
cessing unit (CPU) 804 capable of executing machine read-
able program instructions for performing any of the
calculations, comparisons, logical operations, and other pro-
gram 1nstructions for performing the methods disclosed
herein. The CPU 1s in communication with Read Only
Memory (ROM) 806 and Random Access Memory (RAM)
808 which, collectively, constitute storage devices. Such
memory may be used to store machine readable program
instructions and other program data and results. Controller
810 interfaces with one or more storage devices 814. These
storage devices may comprise external memory, zip drives,
flash memory, USB drives, memory sticks, or other storage
devices with removable media such as CD-ROM drive 812
and floppy drive 816. Such storage devices may be used to
implement a database wherein various records of objects are
stored for retrieval. Example computer readable media 1s, for
example, a floppy disk, a hard-drive, memory, CD-ROM,
DVD, tape, cassette, or other digital or analog media, or the
like, capable of having embodied thereon a computer read-
able program, logical instructions, or other machine readable/
executable program instructions or commands that imple-
ment and {facilitate the {function, capability, and
methodologies described hereimn. The computer readable
medium may additionally comprise computer readable infor-
mation 1n a transitory state medium such as a network link
and/or a network interface, including a wired network or a
wireless network, which allows the computer system to read
such computer readable information. Computer programs
may be stored 1n a main memory and/or a secondary memory.
Computer programs may also be recerved via the communi-
cations interface. The computer readable medium 1s further
capable of storing data, machine 1nstructions, message pack-
ets, or other machine readable information, and may include
non-volatile memory. Such computer programs, when
executed, enable the computer system to perform one or more
aspects of the methods herein. Display interface 818 effectu-
ates the display of information on display device 820 1n
various formats such as, for mnstance, audio, graphic, text, and
the like. Interface 824 effectuates a communication via key-
board 826 and mouse 828. Such a graphical user interface 1s
usetul for a user to review displayed information in accor-
dance with various embodiments hereof. Communication
with external devices may occur using example communica-
tion port(s) 822. Such ports may be placed 1n communication
with the Internet or an intranet, either by direct (wired) link or
wireless link. Example communication ports include
modems, network cards such as an Fthernet card, routers, a
PCMCIA slot and card, USB ports, and the like, capable of
transierring data from one device to another. Software and
data transferred via communication ports are in the form of
signals which may be any of digital, analog, electromagnetic,
optical, infrared, or other signals capable of being transmuitted
and/or recerved by the communications interface. Such sig-
nals may be implemented using, for example, a wire, cable,
fiber optic, phone line, cellular link, RF, or other signal trans-
mission means presently known in the arts or which have been
subsequently developed.
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It will be appreciated that the above-disclosed and other
features and functions, or alternatives thereot, may be desir-
ably combined 1nto many other different systems or applica-
tions. Various presently unforeseen or unanticipated alterna-
tives, modifications, variations, or improvements therein may
become apparent and/or subsequently made by those skilled
in the art which are also intended to be encompassed by the
following claims. Accordingly, the embodiments set forth
above are considered to be illustrative and not limiting. Vari-
ous changes to the above-described embodiments may be
made without departing from the spirit and scope of the
ivention.

The teachings hereof can be implemented in hardware or
soltware using any known or later developed systems, struc-
tures, devices, and/or software by those skilled 1n the appli-
cable art without undue experimentation from the functional
description provided herein with a general knowledge of the
relevant arts. Moreover, the methods hereof can be 1imple-
mented as a routine embedded on a personal computer or as a
resource residing on a server or workstation, such as a routine
embedded 1n a plug-in, a driver, or the like. The teachings
hereof may be partially or fully implemented in software
using object or object-oriented software development envi-
ronments that provide portable source code that can be used
on a variety of computer, workstation, server, network, or
other hardware platforms. One or more of the capabilities
hereof can be emulated 1n a virtual environment as provided
by an operating system, specialized programs or leverage
olf-the-shelf computer graphics software such as that 1n Win-
dows, Java, or from a server or hardware accelerator.

One or more aspects of the methods described herein are
intended to be incorporated in an article of manufacture,
including one or more computer program products, having
computer usable or machine readable media. The article of
manufacture may be included on at least one storage device
readable by a machine architecture embodying executable
program 1nstructions capable of performing the methodology
described herein. The article of manufacture may be included
as part of a system, an operating system, a plug-in, or may be
shipped, sold, leased, or otherwise provided separately either
alone or as part of an add-on, update, upgrade, or product
suite.

It will be appreciated that various of the above-disclosed
and other features and functions, or alternatives hereof, may
be combined 1nto other systems or applications. Various pres-
ently unforeseen or unanticipated alternatives, modifications,
variations, or improvements therein may become apparent
and/or subsequently made by those skilled 1n the art which are
also 1intended to be encompassed by the following claims.
Accordingly, the embodiments set forth above are considered
to be illustrative and not limiting. Various changes to the
above-described embodiments may be made without depart-
ing from the spirit and scope of the invention.

The teachings of any printed publications including patents
and patent applications, are each separately hereby 1incorpo-
rated by reference in their entirety.

What 1s claimed 1s:

1. A method for determiming a threshold for pixel classifi-
cation 1n a vehicle occupancy detection system, the method
comprising;

recerving an IR 1mage of a moving vehicle intended to be

analyzed for passenger occupancy in the vehicle, said
image having been captured using a multi-band IR
imaging system comprising an IR detector and an IR
[luminator, said imaging system having collected inten-
sity values for each pixel in said image;
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detecting pixels of human tissue of a driver of said vehicle
in said IR 1mage; and
using multi-spectral information of said detected human

tissue pixels to determine a pixel classification threshold
C,, comprising:

Cr}z :Cm_ ﬁ V.:‘:?

where C_ 1s a mean of correlation coetlicient values of
pixels of said driver’s detected face, V . 1s a variance of
said correlation, and {3 1s a constant.

2. The method of claim 1, further comprising using said
pixel classification threshold to classify human tissue pixels
in a remainder of said 1mage, said pixels being classified
according to a correlation method comprising:

=N
Tem (D] s (1)

i

(=

]
Ies(D)]?

=N
>

[
=1
[{em(D)]

=N

i=1 i=1

where 1 (1) 1s a measured intensity of pixels of said passen-
ger, I (1) 1s a facial intensity of the said driver, and N 1s the
total number of wavelength band of said multi-band IR 1mag-
ing system, said classification being based upon said correla-
tion being larger or smaller than said threshold C,, .

3. The method of claim 1, further comprising;

clipping said image to a windshield area of said vehicle;
and

analyzing said windshield area to determine an approxi-
mate location of a driver’s side and a passenger side of
said vehicle’s front passenger compartment.

4. The method of claim 1, further comprising determining,
a number of human occupants in said vehicle based upon said
pixel classifications.

5. The method of claim 4, further comprising alerting an
authority 1n the instance where a front passenger seat 1s deter-
mined to not be occupied by a human occupant and said
vehicle 1s traveling 1n a HOV/HOT lane.

6. A system for determining a threshold for pixel classifi-
cation 1n a vehicle occupancy detection system, the system
comprising;

a multi-band IR 1maging sensor for capturing an IR image
of a moving vehicle intended to be analyzed for passen-
ger occupancy 1n the vehicle, said capture IR 1mage
comprising intensity values collected for each pixel 1n
said 1mage; and

a processor 1n communication with said 1maging sensor
and a memory, said processor executing machine read-
able 1nstructions for performing:

detecting pixels of human tissue of a driver of said
vehicle 1n said IR 1image; and

using multi-spectral information of said detected human
tissue pixels to determine a pixel classification thresh-
old C,, comprising:

Crh :Cm_ I?) I/.:‘::J

where C_ , 1s a mean of correlation coelficient values of
pixels of said driver’s detected face, V . 1s a variance of
said correlation, and 3 1s a constant.

7. The system of claim 6, further comprising using said
pixel classification threshold to classity human tissue pixels
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in a remainder of said 1mage, said pixels being classified
according to a correlation method comprising:

=N

Tem (D] s ()]

[
i=1
=N
N __zl [Lem(D)]?

where 1__ (1) 1s a measured mtensity of pixels of said passen-
ger, I (1) 1s a facial intensity of the said driver, and N 1s the
total number of wavelength band of said multi-band IR 1mag-
ing system, said classification being based upon said correla-
tion being larger or smaller than said threshold C,, .

8. The system of claim 6, further comprising:

clipping said image to a windshield area of said vehicle;

and

analyzing said windshield area to determine an approxi-
mate location of a driver’s side and a passenger side of

said vehicle’s front passenger compartment.

9. The system of claim 6, further comprising determining a
number of human occupants in said vehicle based upon said
pixel classifications.

10. The system of claim 9, further comprising alerting an
authority 1n the instance where a front passenger seat 1s deter-
mined to not be occupied by a human occupant and said
vehicle 1s traveling 1n a HOV/HOT lane.

11. A method for determining a threshold for pixel classi-
fication 1n a vehicle occupancy detection system, the method
comprising;

receving an IR 1mage of a moving vehicle intended to be

analyzed for passenger occupancy in the vehicle, said
image having been captured using a multi-band IR
imaging system comprising an IR detector and an IR
[1luminator, said imaging system having collected inten-
sity values for each pixel in said image;

detecting pixels of human tissue of a driver of said vehicle

in said IR image; and

using multi-spectral information of said detected human

tissue pixels to determine a pixel classification threshold
S, comprising:

(=

[5(D)]7

=N

i=1

Srh :Sm_Y Vs:

where S 1s a mean of intensity ratio values of pixels of said
driver’s detected face, V _ 1s a variance of said values, and v 1s
a constant.

12. The method of claim 11, further comprising using said
pixel classification threshold to classify human tissue pixels
in a remainder of said image, said pixels being classified
according to a ratio method comprising;:

fem (1)
Iem()

where 1,] are any N-band 1ndices different from each other,
said classification being based upon whether said ratio 1s
larger or smaller than said threshold.
13. The method of claim 11, further comprising:
clipping said image to a windshield area of said vehicle;
and
analyzing said windshield area to determine an approxi-
mate location of a driver’s side and a passenger side of
said vehicle’s front passenger compartment.
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14. The method of claim 11, further comprising determin-
ing a number of human occupants 1n said vehicle based upon
said pixel classifications.

15. The method of claim 11, further comprising alerting an
authority 1n the instance where a front passenger seat 1s deter-
mined to not be occupied by a human occupant and said
vehicle 1s traveling 1n a HOV/HOT lane.

16. A system for determining a threshold for pixel classi-
fication 1n a vehicle occupancy detection system, the system
comprising;

a multi-band IR imaging sensor for capturing an IR 1image
ol a moving vehicle mntended to be analyzed for passen-
ger occupancy in the vehicle, said capture IR 1mage
comprising intensity values collected for each pixel 1n
said 1mage; and

a processor 1n communication with said 1imaging sensor
and a memory, said processor executing machine read-
able instructions for performing:
detecting pixels of human tissue of a drniver of said

vehicle 1n said IR 1mage; and
using multi-spectral information of said detected human
tissue pixels to determine a pixel classification thresh-
old S, comprising:
Sih = Om= YV s
where S 1s a mean of intensity ratio values of pixels of said

driver’s detected face, V _ 1s a variance of said values, and v 1s
a constant.
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17. The system of claim 16, further comprising using said
pixel classification threshold to classity human tissue pixels
in a remainder of said image, said pixels being classified
according to a ratio method comprising:

{em ()
Iem(J)

where 1,] are any N-band 1ndices different from each other,
said classification being based upon whether said ratio 1s
larger or smaller than said threshold.
18. The system of claim 16, further comprising:
clipping said image to a windshield area of said vehicle;
and
analyzing said windshield area to determine an approxi-
mate location of a driver’s side and a passenger side of
said vehicle’s front passenger compartment.

19. The system of claim 16, further comprising determin-
ing a number of human occupants 1n said vehicle based upon
said pixel classifications.

20. The system of claim 16, further comprising alerting an
authority 1n the instance where a front passenger seat 1s deter-

mined to not be occupied by a human occupant and said
vehicle 1s traveling 1n a HOV/HOT lane.
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