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DISPLAY APPARATUS AND METHOD FOR
EXECUTING LINK AND METHOD FOR
RECOGNIZING VOICE THEREOFK

CROSS-REFERENCE TO RELATED
APPLICATION

This application claims priority from Korean Patent Appli-
cation Nos. 10-2011-0054722, filed on Jun. 7, 2011 and
10-2011-0119412, filed on Nov. 16, 2011, in the Korean

Intellectual Property Office, the disclosures of which 1s incor-
porated herein by reference in its entirety.

BACKGROUND

1. Field

Methods and apparatuses consistent with exemplary
embodiments relate to a display apparatus and a method for
executing a link and a method for recognizing a voice thereot,
and more particularly, to a display apparatus which recog-
nizes a user’s voice and executes a control command, and a
method for executing a link and a method for recognizing a
voice thereof.

2. Description of the Related Art

As recent display apparatuses have become multi-func-
tionalized and have been advanced, various input methods to
control the display apparatuses have been developed. For
example, an input method using a mouse, an mput method
using a touch pad, and an input method using a motion sens-
ing remote controller have been developed.

In particular, among these various input methods, a voice
recognition method, which controls a display apparatus by
recognizing a user’s voice, 1s being developed.

However, recognizing the voice spoken by the user may not
yield satisfactory results due to the fact that people have
different oral structures and different pronunciations.

That 1s, 11 a voice recognition apparatus misrecognizes a
voice spoken by a user, there 1s a problem that the user does
not control the display apparatus in a manner that he/she
wants.

SUMMARY

One or more exemplary embodiments may overcome the
above disadvantages and other disadvantages not described
above. However, 1t 1s understood that one or more exemplary
embodiments are not required to overcome the disadvantages
described above, and may not overcome any of the problems
described above.

One or more exemplary embodiments provide a display
apparatus which prevents misrecognition of a voice spoken
by a user and thus 1s able to percerve the voice more exactly,
and a method for executing a link and a method for recogniz-
ing a voice thereof.

According to an aspect of an exemplary embodiment, there
1s provided a voice recognition method for a display appara-
tus, the method comprising: determiming a first text extracted
from a first display 1tem; displaying the first text so as to
distinguish the first text from other texts; recognizing a voice
input from a user; determining i1 the recognized voice corre-
sponds to the first text, and selecting the first display item 1n
response to a determination that the recognized voiceinput
corresponds to the first text.
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The first text may be a partial text included 1n the first

display 1tem or a related text of the first display item.

The first display 1tem may be a link.

The first text may be displayed to be distinguished from the
other texts using color, font, thickness, or underline.

The first text may be displayed to be distinguished from the
other texts using a visual indication (e.g. an 1con) informing
that voice recognition is possible.

The display 1tem may be a result of a search conducted by
a search engine.

The first display 1tem may be a hyperlink and selecting the
hyperlink may display the webpage linked to the display 1tem.

The determining may determine the first text such that the
first text may not overlap (1.e. share common words) with a
second text extracted from another display item.

The method may turther comprise, if the recognized voice
input does not match the first text, informing voice misrec-
ognition by displaying the recognized voice 1nput.

The other texts may comprise texts except for the first text
among the texts included in the first display 1tem.

The first text may be determined by an order that words
included 1n the first display item are listed.

The first text may be determined by an analysis of mean-
ings of the words included 1n the first display item.

The first text may be processed by sound so as to be dis-
tinguished from the other texts.

The selecting the first display item may comprise display-
ing a screen resulting from performing a function associated
with the first display item.

According to an aspect of another exemplary embodiment,
there 1s provided a display apparatus comprising: a display
unmt which displays a first display 1tem; a text determination
unit which extracts a first text corresponding to the display
item; a voice recognition unit which recognizes a voice mput
from a user; and a controller which controls the display unitto
display the first text so as to distinguish the first text from
other texts, determines 11 the recognized voice corresponds to
the first text, and controls the display unit to select the first
display 1tem 1n response to a determination that the recog-
nized voice mput corresponds to the first text.

The first text may comprise at least one of a partial text
included 1n the first display item and a related text of the
display item.

The first display item may comprise a link.
The first text may be processed to be distinguished from the
other texts using color, font, thickness, or underline.

The first text may be displayed to be distinguished from the
other texts using a visual indication (e.g., an icon) informing
that voice recognition is possible.

The display item may comprise a result of a search con-
ducted by a search engine.

The first display 1item may be a hyperlink and selecting the
first display 1tem may comprise displaying a web page linked
to the first display item.

The text determination unit may determine the first text
such that the first text may not overlap (1.e. share common
words) with a second text extracted from a second display
item.

If the recogmized voice 1nput does not match the first text,
the controller may inform the user of the voice misrecognition
by displaying the recognized voice input to the user.

The other texts may comprise texts except for the first text
among the texts included in the first display 1tem.

The first text may be determined by an order that words
included 1n the first display item are listed.

T'he first text may be determined by an analysis of mean-
ings of words included in the first display 1tem.
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The first text may be processed by sound to be distin-
guished from the other texts.

The selecting the first display 1tem may comprise display-
ing a screen resulting from performing a function associated
with the first display item.

According to an aspect of still another exemplary embodi-
ment, there 1s provided a method for executing a link of a
display apparatus, the method comprising: displaying a user
interface; extracting a text included 1n a first link included 1n
the user mterface; displaying the text extracted from the first
link to be distinguished from other texts; recognizing a voice
input from a user; and, 1f the recognized voice mput by the
user matches the text extracted from the first link, executing a
first link comprising the matching text.

The extracting may comprise extracting texts such that the
first text of the link may not overlap (i.e. share common
words) with a second text extracted from a second link.

The displaying may comprise displaying the extracted text
to be distinguished from the other texts using color, font,
thickness, or underline.

The displaying may comprise displaying a visual indica-
tion (e.g. an icon ) indicating that voice recognition 1s possible
on one side of the extracted text.

The method may further comprise, 1f a link displayed as an
image 1s 1included 1n the user interface, displaying a specific
text on one side of the first link displayed as the image, and the
executing may comprise, 1f the recognized voice mput from
the user matches the specific text, executing a first link com-
prising the matching specific text.

The recognizing a voice input may comprise receiving and
recognizing voice information of the user by an external voice
recognition apparatus comprising a microphone.

According to an aspect of still another exemplary embodi-
ment, there 1s provided a display apparatus comprising: a
display unit which displays a user interface; a text extraction
unit which extracts a text included in a first link 1ncluded in
the user interface; a voice recognition unit which recognizes
a voice mput from a user; and a controller which controls the
display unit to display the text extracted from the first link to
be distinguished from other texts, and, 11 the recognmized voice
input from the user matches the text extracted from the first
link, executes the first link.

The text extraction unit may extract texts such that the text
of the first link may not overlap (i.e. share common words)
with a text extracted from a second link.

The controller may control the display unit to display the
extracted text to be distinguished from the other texts using
color, font, thickness, or underline.

The controller may control the display unit to display a
visual indication (e.g., an 1con) comprising information mndi-
cating that voice recognition 1s possible on one side of the
extracted text.

If a first link displayed as an image 1s included in the user
interface, the controller may control the display unit to dis-
play a specific text on one side of the first link displayed as the
image, and, 1f the recognized voice mnput from the user
matches the specific text, may execute the first link.

The voice recognition unit may receive and recognize
voice information of the user recognized by an external voice
recognition apparatus comprising a microphone.

According to an aspect of still another exemplary embodi-
ment, there 1s provided a method for recognizing a voice of a
display apparatus, the method comprising: recognizing a
voice mput from a user; if the voice mput by the user 1s
recognized, searching a text matching the recognized voice
input; displaying the matched text and a text similar to the
matched text on one side of the matched text; and selecting,
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4

one of the matched text and the similar text according to
additional voice recognition from the user.

The selecting may comprise, 1 there 1s no additional voice
recognition from the user within a predetermined time, select-
ing the matched text.

The displaying may comprise displaying an identification
text on one side of the similar text, and the identification text
may be different from the matched text in pronunciation.

The selecting may comprise, if a voice additionally recog-
nized from the user matches the identification text, selecting,
the similar text.

The displaying may further comprise detecting a similar
text associated with the matched text from a database in
which similar texts are associated with matched text and
recorded, and the database 1in which the similar texts are
associated with matched texts and recorded may be updat-
able.

According to an aspect of still another exemplary embodi-
ment, there 1s provided a display apparatus comprising: a
display umit; a voice recognition unit which recognizes a
voice uttered by a user; and a controller which, 1f the voice
uttered by the user 1s recognized, searches a text matching
with the uttered voice, controls the display unit to display the
searched text and a text similar to the searched text on one side
of the searched text, and selects one of the searched text and
the similar text according to additional voice recognition
from the user.

If there 1s no additional voice recognition from the user
within a predetermined time, the controller may select the
searched text.

The controller may control the display unit to display a tag
comprising an identification text on one side of the similar
text, and the identification text may be different from the
searched text in pronunciation.

If a voice additionally recognized from the user matches
the 1dentification text, the controller may select the similar
text.

The display apparatus may further comprise a database 1n
which similar texts are matched and recorded, and the data-
base 1n which the similar texts are matched and recorded may
be updatable.

According to an aspect of still another exemplary embodi-
ment, there 1s provided a method for recognizing a voice of a
display apparatus, the method comprising: determining a first
text corresponding to a first display item; displaying the first
text by being coupled to the first display 1tem so as to distin-
guish the first display item from a second display item; rec-
ognizing a voice mput from a user; and 1f the recognized voice
input corresponds to the first text, selecting the first display
item.

The first text may comprise a number, a letter of the alpha-
bet, a Roman character, a partial text included 1n the first
display item, or a related text of the first display item.

The first display 1item may comprise a menu item, applica-
tion 1con, and link.

-

T'he first text may be surrounded by a circle or a box.
The first display 1item may comprise a result of a search
conducted by a search engine.

The screen applicable to the first display item may com-
prise a user mterface including the first display item.

The determiming may determine the first text such that the
first text may not overlap (1.e. share common words) with a
second text coupled to the second display 1tem.

The selecting the first display item may comprise display-
ing a screen resulted from performing a function associated
with the first display 1item if 1t 1s judged that the recognized

voice mput matches the first text.
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According to an aspect of still another exemplary embodi-
ment, there 1s provided a display apparatus comprising: a
display unit which displays a first display item; a text deter-
mination umt which determines a first text corresponding to
the display 1tem; a voice recognition unit which recognizes a
voice mput from a user; and a controller which displays the
first text by being coupled to the first display 1tem so as to
distinguish the first display item from a second display item,
and, 11 the recognized voice mput corresponds to the first text,
controls the display unit to select the first display 1tem.

The first text may comprise a number, a letter of the alpha-
bet, a Roman character, a partial text included 1n the first
display 1tem, or a related text of the first display item.

The first display 1item may comprise a menu item, an appli-
cation icon, or a link.

The first text may be surrounded by a circle or box.

The first display item may comprise a result of a search
conducted by a search engine.

The first display 1item may comprise a hyperlink and select-
ing the first display item may comprise displaying a web page
linked to the first display item.

The determining may determine the first text such that the
first text may not overlap (1.e. share common words) with a
second text coupled to the second display 1tem.

The selecting the first display 1tem may comprise display-
ing a screen resulted from performing an operation associated
with the first display item.

Additional aspects and advantages of the exemplary
embodiments will be set forth in the detailed description, will
be obvious from the detailed description, or may be learned
by practicing the exemplary embodiments.

BRIEF DESCRIPTION OF THE DRAWING
FIGURES

The above and/or other aspects will be more apparent by
describing 1n detail exemplary embodiments, with reference
to the accompanying drawings, in which:

FIG. 1 1s a block diagram 1llustrating a display apparatus
according to exemplary embodiments;

FIGS. 2 to 4 are views to explain a graphic user interface
(GUI) to execute a link according to exemplary embodi-
ments;

FIG. 5 1s a flowchart 1llustrating a method for executing a
link according to exemplary embodiments.

FIGS. 6 to 8 are views to explain a GUI to prevent misrec-
ognition by providing a similar text according to exemplary
embodiments;

FI1G. 9 1s a flowchart 1llustrating a method for recognizing
a voice according to exemplary embodiments;

FIGS. 10 to 13 are views to explain a GUI to prevent
misrecognition by coupling a display item to a text according
to exemplary embodiments; and

FI1G. 14 1s a flowchart 1llustrating a method for recognmizing
a voice according to other exemplary embodiments.

(L]

DETAILED DESCRIPTION OF TH
EXEMPLARY EMBODIMENTS

Hereinafter, exemplary embodiments will be described in
greater detail with reference to the accompanying drawings.

In the following description, same reference numerals are
used for the same elements when they are depicted 1n differ-
ent drawings. The matters defined in the description, such as
detailed construction and elements, are provided to assistin a
comprehensive understanding of the exemplary embodi-
ments. Thus, it 1s apparent that the exemplary embodiments
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6

can be carried out without those specifically defined matters.
Also, functions or elements known 1n the related art are not
described 1n detail since they would obscure the exemplary
embodiments with unnecessary detail.

FIG. 1 1s a block diagram 1illustrating a display apparatus
100 according to exemplary embodiments. As shown 1n FIG.
1, the display apparatus 100 comprises an 1image input unit
110, an image processor 120, a display umt 130, a text deter-
mination unit 140, a voice recognition umt 150, a database

160, a graphic user interface (GUI) generation unit 170, and
a controller 180.

The image mput unit 110 comprises one or more input
terminals to receive audio and video signals. For example,
input unit 110 may receive a component video signal, a super
video home system (S-VHS) video signal, and a composite

video signal, an S-Video signal, a Video Graphics Array
(VGA) signal, a Digital Visual Interface (DVI) video signal,

etc. The input unit 110 may receive video signals from an
external device (such as a video player, a digital versatile disk
(DVD) player, a set-top box, or personal computer), through
a network (such as a local area network, a wide area network,
or the Internet), from a broadcast signal (such as a satellite,
cable or terrestrial broadcast), etc. The input unit 110 also
receives audio signals corresponding to the video signals.

The image processor 120 performs signal-processing such
as video decoding, video scaling, and audio decoding with
respect to the video signals and the audio signals input
through the 1image mnput unit 110 and a communication unit
(not shown). Also, the image processor 120 outputs the pro-
cessed video signals to the display unit 130.

The display unit 130 displays an 1mage output from the
image processor 120. Also, the display unit 130 may display
a user nterface loaded through the communication unit (not
shown). Also, the display umit 130 may add a graphical user
interface generated by the GUI generation unit 170 to the
image and display both the image and the GUI.

The text determination unit 140 determines a text corre-
sponding to a display 1tem which 1s being displayed (e.g. 1con,
link, application and the like). For example, the text determi-
nation unit 140 may determine a text by extracting a text
included 1n the display item and by coupling the text to a
pre-stored text.

More specifically, the text determination unit 140 parses
text information included 1n the link, thereby extracting the
text. The text may be determined by an order that words
included 1n the display 1tem are listed and by an analysis of
meanings of the words included in the display item. For
example, the extracted text may be a meaningtul keyword of
the text information included in the display item. The mean-
ingiul keyword may be extracted in various ways such as
comparing 1t with a library dictionary stored in the database
160 or extracting a first word of the extracted text.

The text determined by the text determination unit 140 may
be at least one of a partial text included 1n the display item and
a related text of the display item.

If there 1s no text to be extracted from the display item, the
text determination unit 140 may determine a text by coupling
the pre-stored text (e.g. number, alphabet, etc.) to the display
item. For instance, it may be determined by coupling a first
display 1tem to the text “1”” and by coupling a second display
item to the text “27.

If more than one display 1tem 1s present, the text determi-
nation unit 140 extracts a different text for each of the display
items so a user can utter the text corresponding to the display
item he/she wishes to execute without also selecting another
display item.
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The voice recognition unit 150 recognizes a voice put
spoken by the user and outputs a recognized voice input as
text information. More specifically, the voice recognition unit
150 analyzes the wavetorm formed by the voice characteristic
of the user (that 1s, a voice’s characteristic vector), identifies
a word or a word line corresponding to the voice mput spoken
by the user, and outputs the recognized voice mput as text
information. The user’s voice 1s input through a microphone,
which can be embedded 1n the display apparatus 100 or con-
nected to the display apparatus 100 (by a wired connection, or
wireless connection, through a network, etc.).

Although the voice recognition unit 150 1s shown 1n FIG. 1
as part of the display apparatus 100, this 1s merely an example
and the voice recognition may be performed by an external
device connected to the display apparatus 100 through a
wired connection, through a wireless connection, through a
network, etc.

For example, the voice recognition unit 150 may be real-
ized by an external voice mput apparatus such as a smart
phone, a tablet PC, or a remote controller with a microphone
thereimn. More specifically, the voice recogmition unit 1350
recognizes the voice mput spoken by the user through the
external voice input apparatus, converts the voice to text
information, and transmits the recognized voice mput to the
display apparatus 100. As stated above, the external voice
input apparatus and the display apparatus 100 may exchange
the text information with each other using a network such as
Wi-Fi or Bluetooth.

The database 160 stores the library dictionary to extract
meaningiul keywords. Also, the database 160 matches a rec-
ognized voice input with a stmilar text which 1s similar to the
recognized text 1n pronunciation, and stores the recognized
voice 1nput with the similar text associated with the recog-
nized voice input.

The GUI generation umt 170 generates a GUI to be pro-
vided for the user. The GUI generation unit 170 may generate
a user menu 1n the form of an on-screen display (OSD).

The controller 180 controls overall operations of the dis-
play apparatus 100 according to the user manipulation.

In particular, the controller 180 may control the display
unit 130 to display the text extracted from the link included in
the displayed user interface to be distinguished from the other
texts.

More specifically, 1f the user interface i1s displayed, the
controller 180 controls the text determination unit 140 to
extract the texts of the plurality of links included in the dis-
played user interface. If the texts of the plurality of links are
extracted, the controller 180 controls the display unit 130 to
distinguish the extracted texts from the other texts. The con-
troller 180 may display the extracted texts to be distinguished
from the other texts using at least one of color, font, thickness
and underline of the text.

If the user utters one of the extracted texts, and the voice
recognition unit 150 recognizes the voice input, the controller
180 may match the recognized voice input with the extracted
text and execute the link associated with the matched text.

For example, as shown 1 FIG. 2, the display umt 130
displays a user interface comprising the plurality of links. The
plurality of links comprises “What Samsung Electronics has
concealed for 40 years™ 210, “North Korea’s hidden card to
threat South Korea” 220, and “1Pad 2 will be released” 230.

If the user interface 1s displayed, the controller 180 extracts
texts “Samsung Electronics”, “North Korea™ and “1Pad 27,
which are distinguishable words, from the text information of
the plurality of links 210, 220, and 230 included 1n the dis-
played user interface. If the texts are extracted, as shown in
FIG. 2, the controller 180 may highlight the texts, “Samsung
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Electronics”, “North Korea™, and “1Pad2”, of the texts of the
plurality of links 210,220, and 230 1n bold to be distinguished

from the other texts. Accordingly, 1f the voice recognition unit
150 recognizes one of the texts “Samsung Electronics”,
“North Korea”, and “1Pad 27, the controller 180 may execute
the link comprising the recognized text. For example, 11 the
voice recognition unit 150 recognizes “Samsung Electronics™
from the voice mput spoken by the user, the controller 180
executes the link 210, “What Samsung Flectronics has con-

cealed for 40 years.”

Although the texts extracted by the controller 180 are dis-
tinguished from the other texts 1n thickness m FIG. 2, this 1s
merely an example. The controller 180 may display the
extracted texts to be distinguished from the other texts using
at least one of color, font, underline, etc.

Also, the controller 180 may control the display unit 130 to
display an 1con comprising information indicating that voice
recognition 1s possible on one side of the extracted text.

For example, as shown in FIG. 3, the controller 180 may
control the display unit 130 to display an 1icon 310 comprising
information indicating that voice recognition 1s possible on
the right upper end of each of the extracted texts “Samsung
Electronics™, “North Korea”, and “1Pad 2”. The shape of the
icon 310 shown in FIG. 3 1s merely an example and the
technical 1dea of the present disclosure can be applied to any
visual indication that can indicate that voice recognition 1s
possible.

As shown 1n FIG. 3, the 1con 310 indicating that the voice
recognition 1s possible 1s also displayed so that the user can
more exactly know which word he/she should utter 1n order to
execute a link.

Also, 11 an image link without text information 1s displayed
on the user interface, the controller 180 may display a specific
text on one side of the image link. If the specific text 1s uttered
through the voice recognition unit 150, the controller 180
may execute the image link corresponding to the specific text.

For example, as shown i FIG. 4, the display unit 130
displays the user interface comprising a plurality of image
links. The plurality of image links comprises a first image link
410 displayed on the left, and a second 1image link 420 dis-
played on the right.

If the user interface 1s displayed, as shown in FIG. 4, the
controller 180 adds specific texts “Apple” and “Strawberry”
to the plurality of 1mage links 410 and 420 included 1n the
displayed user iterface and displays the specific texts on the
right lower end of each image link. The specific text 1s an
arbitrary text added to recognize the image link. If one of
“Apple” and “Strawberry” 1s recognized by the voice recog-
nition unit 150, the controller 180 may execute the image link
comprising the recognized specific text. For example, if the
voice recognition unit 150 recognizes “Apple” from a voice
input spoken by the user, the controller 180 executes the first
image link 410.

As shown 1n FIG. 4, the specific text 1s added to the image
link without text information so that the 1image links can also
be executed through voice recognition.

On the other hand, if the recognized voice mput does not
match one of the extracted texts, the controller 180 may
inform the user by displaying the recognized voice input.

Meanwhile, the above-described exemplary embodiments
describe the method for executing a link 1included 1n a user
interface. However, this 1s merely an example, and an appli-
cation of a technical concept of the present disclosure is
possible to execute another display item. For example, the
technical concept of the present disclosure can be applied to
execute an application included in a content list, an icon
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included on a user desktop, or any other visual indicator
capable of being selected by a user.

Hereinafter, a method for executing a link of the display
apparatus 100 according to exemplary embodiments will be
explained with reference to FIG. §.

First, the display apparatus 100 displays a user interface
(S510), for example, a web page downloaded through an
Internet connection.

The display apparatus 100 determines a text of a link
included 1n the user mterface (S520). At this time, the display
apparatus 100 extracts the text of the link included 1n the user
interface and determines the text corresponding to the link. If
a plurality of links 1s included 1n the user interface, the display
apparatus 100 determines texts such that the texts of the
plurality of links do not overlap (i.e. share common words)
with one another.

If the text 1s determined, the display apparatus 100 displays
the determined text in a manner which distinguishes 1t from
the other texts (S530). For example, the display apparatus 100
highlights the determined text in bold type, changes color or
font of the text, underlines the text, etc.

Alternatively, the display apparatus 100 may display an
icon 1ndicating that voice recognition 1s possible on one side
of the determined text.

If the determined text 1s displayed in a manner which
distinguishes 1t the other texts, the display apparatus 100
recognizes a user’s voice through a voice recognition appa-
ratus (S540). The voice recognition apparatus may be a
microphone that 1s embedded 1n the display apparatus 100 or
connected to the display apparatus 100 (through a wired
connection, a wireless connection, a network connection,
etc.). However, this 1s merely an example and the voice mput
spoken by the user may be recognized by an external voice
recognition apparatus such as a smart phone.

The display apparatus 100 determines whether an
extracted text matches a recognized voice mput (S550). If
there an extracted text matches a recognized voice input
(S550-Y), the display apparatus 100 executes the link asso-
ciated with the matched text (S560).

However, 11 there 1s no text matched with the recognized
voice (S550-N), the display apparatus 100 displays the rec-
ognized voice mput (operation 5555) and continues voice
recognition (1.e. repeats operation 5540) in order to repeat-
edly determine whether a recognized voice input matches
with an extracted text. Once there 1s a text matched with the
recognized voice (S550-Y), the display apparatus 100
executes the link including the matched text (5560).

As described above, the extracted text 1s distinguishably
displayed before the user inputs a voice command so that the
display apparatus 100 can provide more exact voice recogni-
tion.

Hereinafter, a method for recognizing a voice in which the
display apparatus 100 provides a similar text in order to
prevent misrecognition will be explained with reference to
FIGS. 6 to 8. Since the display apparatus 100 to be explained
with reference to FIGS. 6 to 8 i1s the same as in FIG. 1, a
detailed explanation 1s omitted.

If a voice mput by the user 1s recognized by the voice
recognition unit 150, the controller 180 searches a text match-
ing the recognized voice input. I text matching the recog-
nized voice input 1s found, the controller 180 may also
retrieve similar text from database 160 and search for the
similar text. Similar text 1s similar 1n pronunciation, and 1s
associated with matched text and stored 1n the database 160.
Similar text may be set at the time that the display apparatus
100 1s manufactured and may be updated by user input.
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If the matched text and the similar text are searched, the
controller 180 controls the display unit 130 to display the
similar text along side the matched text.

For example, 11 the voice recognition unit 150 recognizes
the word “seven” spoken by the user, the controller 180
searches “seven.” The controller 180 also searches similar
texts “eleven” and “‘seventy,” which are similar to “seven” in
pronunciation.

If the matched text and the similar texts are searched, the
controller 180 displays a “channel 7 1con 610 corresponding
to the matched text “seven” on the right upper end of a screen,
as shown 1n FIG. 6. Also, the controller 180 displays “channel
117 and “channel 70" 1cons 620 and 630 corresponding the
similar words “eleven’ and “‘seventy” under the “channel 7”
icon 610.

The controller 180 displays 1dentification texts 625 and
635 on the right side of the similar texts 620 and 630. The
identification texts correspond to the similar texts and are
different from the similar text in pronunciation.

For example, the 1dentification text 625, “KBS”, 15 dis-
played on the right of the “channel 11” 1con 620 and the
identification text 635, “OCN”, 1s displayed on the right of the
“channel 707 1con 630.

The 1dentification texts are displayed to allow the user to
select one of the similar texts rather than the voice input
recognized by the voice recognition unit 150 and matched by
controller 180.

For example, the controller 180 may determine whether
there 1s additionally recognized voice input from the user for
a predetermined time (for example, 2 seconds), and select
either the matched text or one of the similar text.

More specifically, 1f there 1s no additional voice recogni-
tion from the user within the predetermined time, the control-
ler 180 recognizes and selects the matched text. For example,
if there 1s no additional voice recognition from the user within
the predetermined time 1n the example of FIG. 6, the control-
ler 180 recognizes that “channel 77 1s correct and controls the
display unit 130 to tune to channel 7 and display it as shown
in FIG. 7.

However, 1f there 1s additionally recognized voice input
within the predetermined time, the controller 180 determines
whether the additionally recognized voice input by the user 1s
matched with the 1dentification text displayed on one side of
the similar text. For example, 1 there 1s additionally recog-
nized voice mnput within the predetermined time in the
example shown 1 FIG. 6, the controller 180 determines
whether the additionally recognized voice mput 1s “KBS™ or
“OCN”. I the user says “KBS” within the predetermined
time, the controller 180 recognizes “KBS” and selects “chan-
nel 11 as shown 1n FIG. 8.

As explained above 1 FIGS. 6-8, the matched text and the
similar text are provided so that misrecognition of the voice
input can be prevented.

Hereinatter, a method for recognizing a voice mput of the
display apparatus 100 according to exemplary embodiments
will be explained with reference to FIG. 9.

First, the display apparatus 100 recognizes a voice input
spoken by a user through a voice recognition apparatus
(5910). The voice recognition apparatus may be a micro-
phone embedded 1n the display apparatus 100 or connected to
the display apparatus 100 (through a wired connection, a
wireless connection, or a network connection). However, this
1s merely an example and the voice uttered by the user may be
recognized using an external voice recognition apparatus
such as a smart phone.

The display apparatus 100 searches a text matched with the
recognized voice mput (8920). If there 1s a text matched with
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the uttered voice (5930-Y), the display apparatus 100 detects
a text that 1s similar to the matched text (8940). The similar
text 1s a text that 1s similar to the matched text in pronuncia-
tion, and the database 160 pre-stores similar texts associated
with matched text. Similar text may be set at the time that the
display apparatus 100 1s manufactured and may be updated by
user mput.

If the matched text and the similar text are searched, the
display apparatus 100 displays the matched text and the simi-
lar text (S950) altogether. For example, as shown 1n FIG. 6,
the display apparatus 100 displays the text matched with the
voice uttered by the user on the right upper end of the display
screen and displays the similar text under the matched text.

At this time, the display apparatus 100 may display an
identification text, which 1s different from the similar text in
pronunciation, on one side of the similar text in order to
guarantee more exact voice recognition.

If the matched text, the similar text, and the identification
text are displayed, the display apparatus 100 determines
whether there 1s additionally recognized voice input from the
user within a predetermined time (5960). The predetermined
time may be 2 seconds. However, this 1s merely an example
and the predetermined time may be another time and may be
set by the user.

If there 1s no additionally recognized voice mput from the
user with the predetermined time (S960-N), the display appa-
ratus 100 recognizes and selects the matched text (S990).
That 1s, 11 there 1s no additionally recognized voice input from
the user within the predetermined time, the display apparatus
100 determines that the voice mput from the user 1s matched
with the text the user wishes to select the matched text rather
than the similar text.

However, if there 1s additionally recognized voice input
from the user within the predetermined time (S960-Y), the
display apparatus 100 determines whether the additionally
recognized voice mput 1s matched with the identification text
(S970). If the additionally recognized voice input matched
with the identification text, the display apparatus 100 recog-
nizes and selects the similar text corresponding to the identi-
fication text (S980). That 1s, the display apparatus 100 deter-
mines that the voice input first uttered by the user 1s wrongly
recognized and selects and the similar text corresponding to
the additionally recognized identification text.

If the voice mput additionally recogmzed within the pre-
determined time 1s not matched with the i1dentification text
(S970-N), the display apparatus 100 recognizes and selects
the matched text (8990).

However, this 1s merely an example, and, 11 additionally
recognized voice mput of the user 1s not matched with the
identification text within the predetermined time, the display
apparatus 100 may continue to determine whether there 1s
additional voice input.

As described above, the text primarily matched with the
voice uttered by the user and the similar text are displayed
altogether so that misrecognition of voice mput can be pre-
vented.

Also, 1 addition to the exemplary embodiments above, the
technical 1dea of voice recognition method included 1n the
present disclosure can be applied to any voice recognition
method that can recognize a voice uttered by a user.

Hereinafter, referring to FIGS. 10to 13, a voice recognition
method by coupling a text to a display item 1s described
according to exemplary embodiments. A configuration of the
display apparatus 100 illustrated in FIGS. 10 to 13 1s the same
as that illustrated i FIG. 1, and thus detailed description 1s
omitted.
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Specifically, as 1llustrated in F1G. 10, 1n case that there 1s no
text to be extracted from a plurality of menu 1tems 1010 to
1090 1included 1n a menu list (Tor example, 1n case where links
are 1mage-only and include no text), 1f a specific voice com-
mand 1s input by the user and recognized by the voice recog-
nition unit 150, the controller 180 controls the text determi-
nation unit 140 so that the text determination umit 140
determines a plurality of texts (e.g. a number, a letter of the
alphabet, a Roman character, etc.) corresponding respectively
to the plurality of menu 1tems 1010 to 1090.

Menu 1tems may be assigned a number or a letter of the
alphabet 1n the order that the menu 1tems are displayed. The
controller 180 may determine a plurality of texts so that the
plurality of texts 1110 to 1190 coupled to the plurality o
menu 1tems 1010 to 1090 do not overlap (1.e. share common
words) with each other.

The controller 180 displays the plurality of texts 1110 to
1190 coupled to the plurality of menu 1items 1010 to 1090 so
that the plurality of menu 1tems 1010 to 1090 may be distin-
guished from each other. For example, as illustrated 1in FIG.
11, the controller 180 assigns texts “1” through “9” 1n the
order that the menu 1tems are displayed so that the plurality of
menu 1tems 1010 to 1090 may be distinguished from each
other, and displays the texts on one side of the display 1tems.
For example, the numbers “1”” through “9” when displayed as
texts may be surrounded by a circle or box.

I1 the voice recognized by the voice recognition unit 150
corresponds to the first text 1110, the controller 180 may
select the first menu 1tem 1010 corresponding to the first text
1110. Specifically, 11 the voice recognition unit 150 recog-
nizes a voice mput of “1” from the user, the controller 180
selects the first menu 1tem 1010 which 1s a menu 1tem corre-
sponding to the recognized “17°, and thus may execute the first
menu 1tem 1010.

FIGS. 12 and 13 are views to explain an example that a
display 1item 1s a link according to other exemplary embodi-
ments.

The controller 180 determines a plurality of texts 1215,
1225, 1235 corresponding to a plurality of links 1210, 1220,
1230 included 1n a user interface (such as a web page), and as
illustrated 1n FIG. 12, may couple the plurality of links 1210,
1220, and 1230 to the plurality of texts 1215, 1225, and 1235,
respectively, and display the plurality of texts, 1215, 1225,
and 1235 alongside the plurality of links 1210, 1220, and
1230, respectively.

I1 a voice input from a user corresponding to a specific text
1s recognized by the voice recognition unit 150, the controller
180 executes a link corresponding to the recognized text. For
example, i the voice mput “12” 1s recognmized by the voice
recognition unit 150, the controller 180, as illustrated in FIG.
13, executes a third link 1230 corresponding to a third text
1235 which 1s “12”.

Hereinatter, referring to FIG. 14, a voice recognition
method by coupling a display item to a text 1s described.

First, the display apparatus 100 recognizes a voice com-
mand which 1s pre-programmed to couple the display item to
the text through the voice recognition umt 150 (S1410). Any
voice command can be pre-programmed. For instance, the
voice command may be “Activate voice recognition”.

The display apparatus 100 determines a {irst text corre-
sponding to a first display item (S1420). The display item
may be a menu item, an application 1tem a link, etc., and the
text may be a number, a letter of the alphabet, a Roman
character, etc. Display items may be assigned numbers or
letters of the alphabet in the order that the display 1tems are
displayed. The display apparatus 100 may determine a plu-
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rality of texts so that the plurality of texts coupled to a plu-
rality of display items do not overlap (1.e. share common
words) with each other.

The display apparatus 100 couples the first text to the first
display 1tem and displays the first text alongside the first
display 1tem (51430). For example, the first text may be
distinguished from other text, for instance by being sur-
rounded by a circle or box.

The display apparatus 100 recognizes a user voice input

The display apparatus 100 determines whether the recog-
nized voice input matches the first text (S1450).

If the recognized voice mput matches the first text, the
display apparatus 100 executes the first display 1tem corre-
sponding to the first text (S1460).

By the above-described method, a display item may be
executed by voice recognition even when there 1s no textto be
extracted from the display item.

Meanwhile, display apparatus 100 may be any apparatus
which includes user iterface. For example, the display appa-
ratus 100 may be a computer, a television, a portable media
player (PMP), a smart phone, efc.

The foregoing exemplary embodiments and advantages are
merely exemplary and are not to be construed as limiting the
present inventive concept. The exemplary embodiments can
be readily applied to other types of apparatuses. Also, the
description of the exemplary embodiments 1s intended to be
illustrative, and not to limit the scope of the claims, and many

alternatives, modifications, and variations will be apparent to
those skilled 1n the art.

What 1s claimed 1s:

1. A voice recognition method for a display apparatus, the
method comprising:

determining a first text extracted from a first display item:;

displaying the first text so as to distinguish the first text

from other texts:

recognizing a voice mput from a user;

determining if the recognized voice mput corresponds to

the first text; and

selecting the first display 1tem 1n response to a determina-

tion that the recognized voice input corresponds to the
first text,
wherein the voice mput comprises a voice ol the user
speaking at least a word from the first text, and

wherein the determiming a first text corresponding to a first
display 1tem comprises extracting the first text compris-
ing at least one word from the display 1tem such that the
first text does not share common words with a second
text extracted from a second display item.

2. The method of claim 1, wherein the first text comprises
at least one of among a partial text included 1n the first display
item and a related text of the first display 1tem.

3. The method of claim 1, wherein the first display i1tem
comprises a link.

4. The method of claim 1, wherein the first text 1s displayed
to be distinguished from the other texts using at least one of
among color, font, thickness, and underline.

5. The method of claim 1, wherein the first text 1s processed
to be distinguished from the other texts using a visual indica-
tion that voice recognition 1s possible.

6. The method of claim 1, wherein the first display 1tem
comprises a result of a search using a search engine.

7. The method of claim 1, wherein the first display item
comprises a hyperlink and the selecting the first display 1tem
comprises displaying a web page linked to the first display
item.
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8. The method of claim 1, further comprising, displaying
the recognmized voice mput 1n response to a determination that
the recogmized voice mput does not correspond to the first
text.

9. The method of claim 1, wherein the other texts comprise
texts mncluded 1n the first display item except for the first text.

10. The method of claim 1, wherein the first text 1s deter-
mined by an order that words 1ncluded 1n the first display 1tem
are listed.

11. The method of claim 1, wherein the first text 1s deter-
mined by an analysis of meanings of the words included 1n the
first display item.

12. The method of claim 1, wherein the first text 1s pro-
cessed by sound to be distinguished from the other texts.

13. The method of claim 1, wherein the selecting the first
display 1tem comprises displaying a screen resulting from
performing a function associated with the first display item.

14. A display apparatus comprising:

a display unit which displays a first display item:;

a text determination unit which extracts a first text from the

first display 1tem:;

a voice recognition unit which recognizes a voice input

from a user; and

a controller which:

displays the first text so as to distinguish the first text
from other texts,

determines 11 the recognized voice 1nput corresponds to
the first text, and

controls the display unit to select the first display 1tem 1n

response to a determination that the recognized voice
input corresponds to the first text,

wherein the voice mput comprises a voice of the user

speaking at least a word from the first text, and
wherein the text determination unit extracts the first text
comprising at least one word from the display item such
that the first text does not share common words with a
second text extracted from a second display item.

15. The display apparatus of claim 14, wherein the first text
comprises at least one of among a partial text included 1n the
first display 1tem and a related text of the first display item.

16. The display apparatus of claim 14, wherein the display
item comprises a link.

17. The display apparatus of claim 14, wherein the first text
1s distinguished from the other texts using at least one of
among color, font, thickness, and underline.

18. The display apparatus of claim 14, wherein the first text
1s distinguished from the other texts using a visual indication
that voice recognition is possible.

19. The display apparatus of claim 14, wherein the first
display 1tem comprises a result of a search using a search
engine.

20. The display apparatus of claim 14, wherein the first
display item comprises a hyperlink and the selecting the first
display item comprises displaying a web page linked to the
first display item.

21. The display apparatus of claim 14, wherein the control-
ler displays the recognized voice input 1n response to a deter-
mination that the recognized voice input does not match the
first text.

22. The display apparatus of claim 14, wherein the other
texts comprise texts among the texts included in the first
display item except for the first text.

23. The display apparatus of claim 14, wherein the first text
1s determined by an order that words included 1n the first
display item are listed.
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24. The display apparatus of claim 14, wherein the first text
1s determined by an analysis of meanings of the words
included in the display item.

25. The display apparatus of claim 14, wherein the first text
1s processed by sound to be distinguished from the other texts.

26. The display apparatus of claim 14, wherein the select-
ing the first display item comprises displaying a screen result-
ing from performing a function associated with the first dis-
play item.

27. A method for executing a link of a display apparatus,
the method comprising;:

displaying a user interface;

determining a first text included 1n a first link 1included in

the user interface:

displaying the first text so as to distinguish the first text

from other texts:
recognizing a voice mput from a user;

determining 11 the recognized voice iput matches the first

text; and
executing the first link 1n response to a determination that
the recognized voice input matches the first text,
wherein the voice mput comprises a voice of the user
speaking at least a word from the first text, and
wherein the determining a first text comprises extracting a
first text comprising at least one word from the first link
such that the first text does not share common words
with a second text determined 1n a second link.

28. The method of claim 27, wherein the displaying com-
prises displaying the first text 1n a manner distinguished from
the other texts using at least one of among color, font, thick-
ness, and underline.

29. The method of claim 28, wherein the displaying com-
prises displaying a visual indication that voice recognition 1s
possible on one side of the first text.

30. The method of claim 27, further comprising, if a link
displayed as an image 1s included 1n the user interface, deter-
mimng a specific text corresponding to the link displayed as
the 1mage; and

displaying the specific text on one side of the link displayed

as the 1mage,

wherein the executing comprises executing the link dis-

played as the image in response to a determination that
the recognized voice input matches the specific text.

31. The method of claim 27, wherein the recognizing a
voice mput comprises receiving and recognizing voice mnfor-
mation of the user by an external voice recognition apparatus
comprising a microphone.

32. A display apparatus comprising;:

a display unit which displays a user interface;

a text determination unit which determines a first text

included 1n a first link included 1n the user interface:

a voice recognition unit which recognizes a voice input

from a user; and

a controller which:

controls the display unit to display the first text so as to
distinguish the first text from other texts,

determines if the recognized voice input matches the
first text, and

executes the first link 1n response to a determination that

the recognized voice input matches the first text,
wherein the voice mput comprises a voice of the user
speaking at least a word from the first text, and
wherein the text determination unit extracts the first text
comprising at least one word from the first link such that
the first text does not share common words with a second
text determined 1n a second link.
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33. The display apparatus of claim 32, wherein the control-
ler controls the display unit to display the first text 1n a manner
distinguished from the other texts using at least one of among
color, font, thickness, and underline.

34. The display apparatus of claim 33, wherein the control-
ler controls the display unit to display a visual indication that
voice recognition 1s possible on one side of the first text.

35. The display apparatus of claim 32, wherein, 11 a link
displayed as an image 1s included 1n the user interface, the
controller controls the display unit to determine a specific text
corresponding to the link displayed as the image, and to
display the specific text on one side of the link displayed as the
image, and executes the link displayed as the image 1n
response to a determination that the recognized voice input
matches the specific text.

36. The display apparatus of claim 32, wherein the voice
recognition umt comprises an external voice recognition
apparatus comprising a microphone.

377. A voice recognition method for a display apparatus, the
method comprising:

recognizing a voice input from a user;

determining 11 the voice input from the user 1s recognized,

searching a text matched with the recognized voice
input;
displaying the matched text and a similar text of the
matched text on one side of the matched text; and

selecting one of the matched text and the similar text
according to additionally recognized voice input from
the user,

wherein the voice iput comprises a voice of the user

speaking at least a word from the first text.
38. The method of claim 37, wherein the selecting com-
Prises:
determiming 1f there 1s an additionally recognized voice
input from the user within a predetermined time, and

selecting the matched text in response to a determination
that there 1s no additionally recognized voice input from
the user within the predetermined time.

39. The method of claim 37, wherein the displaying com-
prises displaying identification text on one side of the similar
text,

wherein the 1dentification differs from the matched text in

pronunciation.

40. The method of claim 39, wherein the selecting com-
Prises:

determining 1f an additionally recognized voice input from

the user matches the 1dentification text, and

selecting the similar text in response to a determination that

the additionally recognized voice mput matches the
identification text.
41. The method of claim 37, wherein the displaying further
COmMprises:
detecting the similar text from a database in which similar
texts are assoclated with matched text and recorded,
wherein the database 1s updatable.
42. A display apparatus comprising:
a display unait;
a voice recognition unit which recognizes a voice input
from a user; and
a controller which:
determines 11 the voice mnput from the user 1s recognized,
searches a text matched with the recognized voice input,
controls the display unit to display the matched text and
a similar text of the matched text on one side of the
matched text, and
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selects one of among the matched text and the similar text
according to additionally recognized voice input from
the user,
wherein the voice mput comprises a voice of the user
speaking at least a word from the first text.
43. The display apparatus of claim 42, wherein the control-
ler:

determines 1f there 1s additionally recognized voice input

from the user within a predetermined time, and

selects the matched text in response to a determination that

there 1s no additionally recognized voice input from the
user within the predetermined time.

44. The display apparatus of claim 42, wherein the control-
ler controls the display unit to display i1dentification text on
one side of the matched text,

wherein the identification text di

text 1n pronunciation.

45. The display apparatus of claim 44, wherein the control-
ler:

determines 11 additionally recognized voice input from the

user 1s matched the 1dentification text, and

selects the similar text in response to a determination that

the additionally recognized voice input from the user
matches the 1dentification text.

46. The display apparatus of claim 45, further comprising
a database 1n which similar texts are associated with matched
text and recorded,

wherein the database 1s updatable.

47. A voice recognition method for a display apparatus, the
method comprising:

determining a {first text corresponding to a first display

item;

coupling the first text to the first display item;

displaying the first text so as to distinguish the first display

item from a second display 1tem:;

recognizing a voice mput from a user;

determining if the recognized voice mput corresponds to

the first text; and

selecting the first display 1tem 1n response to a determina-

tion that the recognized voice input corresponds to the
first text,
wherein the voice mput comprises a voice ol the user
speaking at least a word from the first text, and

wherein the determining the first text comprises extracting
the first text comprising at least one word from the first
display item such that the first text does not share com-
mon words with a second text coupled to the second
display item.

48. The method of claim 47, wherein the first text com-
prises at least one of among a number, a letter of the alphabet,
a Roman character, a partial text included in the first display
item, and a related text of the first display 1tem.

49. The method of claim 47, wherein the first display 1tem
comprises at least one of among a menu 1tem, an application
icon, and a link.
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50. The method of claim 47, wherein the first text 1s dis-
played surrounded by one of among a circle and a box.

51. The method of claim 47, wherein the first display item
comprises a result of a search using a search engine.

52. The method of claim 47, wherein the first display item
comprises a hyperlink, and the selecting the first display 1tem
comprises displaying a web page linked to the first display
item.

53. The method of claim 47, wherein the selecting the first
display 1tem comprises displaying a screen resulting from
performing a function associated with the first display item.

54. A display apparatus comprising:

a display unit which displays a first display 1tem:;

a text determination unit which determines a first text cor-

responding to the first display 1tem;

a voice recognition unit which recognizes a voice input

from a user; and
a controller which:
couples the first text to the first display 1tem,
displays the first display 1tem so as to distinguish the first
display 1tem from a second display 1tem,
determines 11 the recognized voice input corresponds to
the first text, and
selects the first display item in response to a determina-
tion that the recognized voice input corresponds to the
first text,
wherein the voice mput comprises a voice of the user
speaking at least a word from the first text, and

wherein the determining the first text comprises extracting
the first text comprising at least one word from the first
display 1tem such that the first text does not share com-
mon words with a second text coupled to the second
display item.

55. The display apparatus of claim 54, wherein the first text
comprises at least one of among a number, a letter of the
alphabet, a Roman character, a partial text included in the first
display item, and a related text of the first display item.

56. The display apparatus of claim 354, wherein the first
display 1tem comprises at least one of among a menu item, an
application 1con, and a link.

57. The display apparatus of claim 54, wherein the first text
1s displayed surrounded by one of among a circle and a box.

58. The display apparatus of claim 54, wherein the first
display item comprises a result of a search using a search
engine.

59. The display apparatus of claim 354, wherein the first
display 1tem comprises a link, and the selecting the first
display 1tem comprises displaying a web page linked to the
first display 1tem.

60. The display apparatus of claim 34, wherein the select-
ing the first display item comprises displaying a screen result-
ing from performing an operation associated with the first
display item.
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