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ROBOT SYSTEM AND METHOD FOR
PRODUCING TO-BE-PROCESSED
MATERIAL

CROSS-REFERENCE TO RELAT
APPLICATIONS

s
w

The present application claims priority under 35 U.S.C.
§119 to Japanese Patent Application No. 2013-053291, filed
Mar. 15, 2013. The contents of this application are 1mcorpo-
rated herein by reference 1n their entirety.

BACKGROUND

1. Field of the Invention

The present invention relates to a robot system and a
method for producing a to-be-processed material.

2. Discussion of the Background

Japanese Unexamined Patent Application Publication No.
2010-188459 and Japanese Unexamined Patent Application
Publication No. 2012-011501 each disclose arobot system 1n
which for a robot to hold a to-be-processed matenal (that 1s,
a workpiece), a camera captures an 1mage of the to-be-pro-
cessed material to recognize a position and a posture of the
to-be-processed material.

SUMMARY

According to one aspect of the present disclosure, a robot
system 1ncludes robot, an 1mage capture device, a plurality of
illumination devices, and a control device. The robot i1s con-
figured to perform a predetermined work on a to-be-pro-
cessed material. The 1mage capture device 1s configured to
capture an 1image of the to-be-processed material. The plural-
ity of illumination devices are configured to i1lluminate the
to-be-processed material. The control device 1s configured to
control at least one 1llumination device among the plurality of
illumination devices to keep an amount of light received by
the 1mage capture device within dynamic range of the image
capture device.

According to another aspect of the present disclosure, a
method 1s for producing a to-be-processed material using a
robot system. The robot system includes a robot, an 1mage
capture device, a plurality of illumination devices, and a
control device. The robot 1s configured to perform a prede-
termined work on the to-be-processed material. The 1image
capture device 1s configured to capture an image of the to-be-
processed material and has a dynamic range. The plurality of
illumination devices are configured to illuminate the to-be-
processed material. The control device 1s configured to con-
trol at least one 1llumination device among the plurality of
illumination devices to keep an amount of light received by
the 1mage capture device within the dynamic range of the
image capture device. The method includes transferring the
to-be-processed material to an operation area of the robot.
The robot 1s controlled to perform a predetermined operation
on the to-be-processed material. The to-be-processed mate-
rial done with the predetermined operation by the robot 1s
taken out from the operation area of the robot.

BRIEF DESCRIPTION OF THE DRAWINGS

A more complete appreciation of the invention and many of
the attendant advantages thereof will be readily obtained as
the same becomes better understood by reference to the fol-
lowing detailed descrlptlon when considered 1n connection
with the accompanying drawings, wherein:
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2

FIG. 1 1s a side view of a robot system according to an
embodiment;

FIG. 2 1s a block diagram illustrating the robot system
according to the embodiment;

FIG. 3 15 a side view of another robot system according to
the embodiment; and

FIG. 4 1s a block diagram 1llustrating still another robot
system according to the embodiment.

DESCRIPTION OF THE EMBODIMENTS

The embodiments will now be described with reference to
the accompanying drawings, wherein like reference numerals
designate corresponding or identical elements throughout the
various drawings.

In a robot system 1 according to this embodiment, robots
10A and 10B are respectively accommodated 1n cells 100A
and 100B to perform various kinds of work such as process-
ing and assembly on workpieces W (to-be-worked materials).
Such a robot system 1 1s also referred to as a cell production
system. The workpiece W may be any kind of item subject to
work such as conveyance and assembly 1n the robot system 1.
The to-be-worked material may be the workpiece W 1tsell, or
a product or a semi-processed product made of the workpiece
W. The to-be-worked material may also be a product or a
semi-processed product formed of a combination of a plural-
ity of parts. The cells 100A and 100B, which respectively
accommodate the robots 10A and 10B, are densely arranged
in the robot system 1 of this embodiment. This improves the
productivity of the workpieces W.

As shown 1 FIG. 1, the robot system 1 includes the two
cells 100A and 100B, a programmable logic controller (PLC)
200, and a personal computer (PC) 300. While in this embodi-
ment the robot system 1 includes the two cells 100A and 100B
adjacent to each other, the robot system 1 may include more
than two cells. The cells 100A and 100B have approximately
the same configurations. Thus, the following description will
be regarding the configuration of the cell 100A will be
described, with description of the cell 100B omatted.

The cell 100A includes the robot 10A and a casing 110A.
The robot 10A performs various kinds of work on the work-
piece W. The casing 110A accommodates the robot 10A. The
casing 110A includes a bottom wall 112A, side walls 114 A,
and a top wall 116 A. The bottom wall 112 A has a rectangular
shape and supports the robot 10A. The side walls 114 A are
upright on the respective sides of the bottom wall 112A. The
top wall 116 A 1s disposed on the upper ends of the side walls

114A. Therobot 10A 1s accommodated 1n an accommodation
space defined by the bottom wall 112A, the side walls 114 A,

and the top wall 116A.

On the lower surface of the bottom wall 112A, casters
118A and stoppers 120A are disposed. The casters 118A
make the cell 100A movable, and the stoppers 120A fix the
cell 100A. One side wall 114A among the side walls 114A
that 1s 1n contact with the casing 110B of the cell 100B has a
communication hole HA. The communication hole HA com-
municates with a communication hole HB, which 1s formed
on a side wall 114B. Thus, the accommodation spaces of the
casings 110A and 110B communicate with each other
through the communication holes HA and HB. The commu-
nication holes HA and HB are each provided with a door (not
shown) that 1s openable and closable. When the cells 100A
and 100B are not connected to each other, the doors close the
communication holes HA and HB.

The side wall 114A on the front side of the cell 100A 1s
where the following operation parts, not shown, are collec-
tively disposed: an opening through which the workpiece W
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1s supplied and taken out; a momtor on which to check the
work status of the robot; and various gauges and switches.
This ensures that the operator only needs to be positioned on
the front side of the cell 11 when operating the robot system
1. The side walls 114 A and the top wall 116 A each may have
a window (not shown) on at least a part of side walls 114A and
the top wall 116 A. The window 1s made of a material (such as
polycarbonate) superior 1n transparency and impact resis-
tance, and thus enables the operator to check the work status
of the robot 10A 1n the casing 110A through the window.

The cell 100A incorporates a work table 12A, a tool box
14 A, a robot controller (RC) 16A, a camera 18A, an 1llumi-
nation device 20A, and a sensor 22A. The workpiece W 1s to
be placed on the work table 12A. On the work table 12A, the
robot 10A performs work on the workpiece W.

The tool box 14A 1s disposed on the work table 12A and
accommodates tools (end eflectors) used by the robot 10A to
perform work on the workpiece W. The tools include a hand,
a driver, a rivet, a drill, and a portable camera. The robot
controller 16 A 1s coupled to the robot 10A, the camera 18A,
the 1llumination device 20A, the sensor 22A, and the PLC
200, so as to transmit and receirve information to and from
these elements. In this embodiment, the robot controller 16 A
1s disposed on the lower surface of the work table 12A and 1s
coupled to the robot 10A through a cable harness 24 A. The
robot 10A and the robot controller 16 A may be coupled to
cach other wirelessly, or the robot 10A may incorporate the
robot controller 16 A.

The camera 18A 1s disposed on the top wall 116A, and
mainly captures an 1mage of the work table 12A from above.
The 1llumination device 20A 1s disposed on the top wall
116A. The illumination device 20A may be any of various
types of light sources. Examples include, but are not limited
to, a flash that emaits a flash of light, a light bulb, a fluorescent
light, and an LED that continuously emit a predetermined
amount of light. The sensor 22A 1s disposed adjacent to the
camera 18 A on the top wall 116A. The sensor 22 A detects the
intensity (for example, luminosity, brightness, and lumi-
nance) of the light recerved by the camera 18A.

The robot 10A 1s also referred to as a manipulator. The
robot 10A 1s disposed on the bottom wall 112 A of the casing,
110A with a base 122A interposed between the robot 10A and
the bottom wall 112A, and disposed by a side of the work
table 12A. The robot 10A operates based on an operation
command output from the robot controller 16 A. The opera-
tion command 1s a command as a program to activate the
robot or a combination job of programs to activate the robot.

The robot 10A 1ncludes first to sixth arms 10A, to 10A..
The first arm 10A, 1s coupled to the base 122A. The first to
sixth arms 10A, to 10A, are coupled 1n series 1n this order
from the based end side (the base 122A). A coupling portion
between the base 122 A and the first arm 10A,, and coupling
portions between the adjacent arms 10A, to 10A  function as
joints of the robot 10A.

Therobot 10A includes a plurality of actuators correspond-
ing to the respective joints. The actuators bring the respective
arms 10A, to 10A into swing movement about the respective
jo1nts (see the arrows shown in FIG. 1).

The end effector EA may be a hand removably mounted to
the sixth arm 10A ., which 1s at the distal end of therobot 10A.
The end effector EA 1s driven by the actuator incorporated 1n
the sixth arm 10A .. When the end effector EA 1s a hand as
shown 1n FIG. 1, a pair of holder pieces are driven by the
actuator to move closer to and away from each other.

In this manner, the hand holds the workpiece W, changes
the posture of the workpiece W, and conveys the held work-
piece W,
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The PLC 200 controls the robots 10A and 10B respectively
through the robot controllers 16 A and 16B to perform various
kinds of work such as assembly, joining, and conveying of the
workpiece. The PC 300 processes images captured by the
cameras 18A and 18B to recognize the position and posture of
the workpiece W.

Next, a system configuration of the robot system 1 will be

described by referring to FI1G. 2. The robot system 1 includes
the robot controllers 16 A and 16B, the robots 10A and 10B,

the end eftectors EA and EB, the cameras 18A and 18B, the
sensors 22A and 22B, the illumination devices 20A and 20B,
the PLC 200, and the PC 300.

The robot controller 16 A includes a control device 26A, a
communication device 28A, and a storage device 30A. The
control device 26 A generates an operation command to con-
trol the operation of the robot 10A. Specifically, the control
device 26A 1s coupled to the actuators of the robot 10A
through the cable harness 24 A, and drives the actuators with
the operation command, so as to control the operation of the

obot 10A.

The control device 26 A controls the camera 18 A to capture
an 1mage ol an 1maging object (for example, a workpiece W
on the work table 12A) that 1s included 1n the 1imaging area of
the camera 18A. The control device 26A receives the inten-
sity of light detected by the sensor 22 A 1n the form of a signal.
The control device 26 A controls the 1llumination device 20A
to provide 1llumination while the camera 18A 1s capturing the
image. In order to enable the camera 18 A to receive desired
light, the control device 26 A controls the intensity of light
emitted from the 1llumination device 20A based on the signal
received from the sensor 22A.

Upon recewving a signal from a detection sensor (not
shown) that detects that the cells 100A and 100B are con-
nected to each other, the control device 26 A determines that
the setting has been changed into a connection mode, in
which the plurality of cells 100A and 100B are connected.
Then, the control device 26 A controls the robots 10 A, the end
effector EA, the camera 18 A, and the 1llumination device 20A
to perform operations under connection mode. Examples of
the detection sensor include, but are not limited to, a pressure
sensor capable of detecting that the side walls 114 A and 1148
of the cells have come 1nto contact with each other, a sensor
that detects an electrical change caused by the contact
between the side walls 114A and 114B of the cells, and a
sensor that detects a temperature change caused by the con-
tact between the side walls 114A and 114B of the cells.
Alternatively, the control device 26A may use a plug-and-
play system to change the setting to connection mode in
response to the connection between the cables of the cells
100A and 100B. The control device 26 A and the cell 100B
may be mutually coupled wirelessly.

When the setting 1s changed into connection mode, the
control device 26 A opens the doors that have been respec-
tively closing the communication holes HA and HB. This
provides communication between the accommodation space
of the casing 110A and the accommodation space of the
casing 110B, enabling one robot 1n one casing to use the
inside of the other casing. Thus, the work area of each robot 1s
widened.

The communication device 28 A communicates with the
control device 26 A and the PLC 200 to transmit to the other
robot controller 16B (control device 26B) a signal indicating
that the setting of the control device 26 A has been changed
into connection mode. The communication device 28A com-
municates with the control device 26 A and the PLC 200 to
receive from the other robot controller 16B a signal indicating,
that the setting of the control device 26B of the other robot
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controller 16B has been changed into connection mode. The
communication devices 28A and 28B may communicate with
cach other directly, that 1s, without the intermediation of the
PLC 200, which 1s an upper device of the robot controllers
16A and 16B. The communication between the communica-
tion devices 28 A and 28B may be wired or wireless.

The storage device 30 A stores a command as a program for
operating the robot 10A, the end effector EA, the camera 18 A,
and the i1llumination device 20A, and stores a job as a set of
such programs. When the control device 26 A reads the com-
mand or the job from the storage device 30A, then the robot
10A, the end effector EA, the camera 18 A, or the 1llumination
device 20A operates 1n accordance with the read command or
10b.

Incidentally, the cells 100A and 100B are installed 1n fac-
tories and other 1nstitutions that contain various light sources
including natural light. For example, 1n FIG. 1, fluorescent
lights L. are disposed on the ceiling. In addition to these light
sources, the adjacent cells 100A and 100B respectively
include the 1llumination devices 20A and 20B. If the 1llumi-
nation devices 20A and 20B spark at the same time, the
cameras 18A and 18B each may receive an amount of light
that exceeds the dynamic ranges of the respective cameras
18 A and 18B, resulting 1n an overexposure. The overexposure
causes an area marked out by white to occur on the captured
image. This can inhibit accurate recognition of the workpiece
W. In view of this, the controllers 26 A and 26B respectively
control the illumination devices 20A and 20B 1n the manner
described below.

When the settings of the controllers 26 A and 26B are
changed into connection mode, the controller 26 A and/or the
controller 26B control at least one of the 1llumination devices
20A and 20B to keep the amount of light recerved by the
camera 18A and/or the camera 18B within the dynamic range
of the camera 18A and/or the camera 18B when the cameras
18A and 18B each capture an image. Specifically, the con-
troller 26 A and/or the controller 26 B may adjust the intensity
of light emitted from at least one of the 1llumination devices
20A and 20B, so as to keep the amount of light recerved by the
camera 18A and/or the camera 18B within the dynamic range
of the camera 18A and/or the camera 18B when the cameras
18A and 18B each capture an 1mage. Also, the controllers
26A and 26B may respectively control the illumination
devices 20A and 20B to operate at different timings, so as to
keep the amount of light received by each of the cameras 18A
and 18B within the dynamic ranges of the respective cameras
18A and 18B when the cameras 18A and 18B each capture an
image. Also, the controller 26 A and/or the controller 268
may control the emission direction of light emitted from at
least one of the illumination devices 20A and 20B (for
example, to orient the 1llumination devices 20A and 20B 1n
mutually opposite directions), so as to keep the amount of
light received by each of the cameras 18 A and 18B within the
dynamic ranges of the respective cameras 18 A and 18B when
the cameras 18A and 18B each capture an 1image. The con-
troller 26 A and/or the controller 26 B may control at least one
of the 1llumination devices 20A and 20B to operate 1n the
above-described manner 1n accordance with the intensity of
light detected by the sensor 22A and/or the sensor 22B.

For example, the workpiece W 1s conveyed into the cell
100A. The workpiece W 1s then placed on the work table 12 A.
The camera 18 A captures an image of the workpiece W based
on an nstruction from the control device 26A. After the
camera 18 A has captured an image of the workpiece W, data
of the image 1s transmitted to the PC 300. The PC 300 pro-
cesses the image data to recognize the position and posture of
the workpiece W 1maged by the camera 18A. Then, the PC
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300 transmits the recognized position and posture of the
workpiece W to the robot controller 16 A (communication
device 28A). Based on the data on the position and posture of
the workpiece W, the control device 26 A controls the robot
10A and the end effector EA to perform a predetermined kind
of work on the workpiece W. When the work 1s complete, the
workpiece W 1s taken out of the cell 100 A (for example, to the
cell 100B). Thus, the workpiece W 1s produced.

In the above-described embodiment, the controller 26 A
and/or the controller 26B control at least one of the 1llumina-
tion devices 20A and 20B to keep the amount of light recerved
by the camera 18 A and/or the camera 18B within the dynamic
range of the camera 18A and/or the camera 18B when the
cameras 18A and 18B each capture an image. This minimizes
the possibility of an overexposure occurring on the images
captured by the cameras 18A and 18B. This, as a result,
ensures accurate detection of the position and posture of the
workpiece W. Additionally, 1t 1s not necessary to enclose with
a blackout curtain the areas where the cameras 18A and 18B

capture an 1mage of the workpiece. This ensures a widened
operable range for each of the robots 10A and 10B.

In this embodiment, the controller 26 A and/or the control-
ler 268 control at least one of the 1llumination devices 20A
and 20B 1n accordance with the itensity of light detected by
the sensor 22 A and/or the sensor 22B. This ensures automatic
adjustment of the mtensity of light and the timing at which
cach of the illumination devices 20A and 20B emuts the light
in accordance with the brightness of the environment 1n
which the cells 100A and 100B are disposed.

It 1s noted that the above-described embodiment 1s pro-
vided for exemplary purposes only and 1s not intended 1n a
limiting sense. For example, the controllers 26 A and 26 B may
control the intensity of light and the timing at which light

sources (for example, the fluorescent lights L) disposed out-
side the cells 100A and 100B emat the light. This control may

be additional to the control of the illumination devices 20A
and 20B respectively of the cells 100A and 100B, or replaced
by the control of the illumination devices 20A and 20B
respectively of the cells 100A and 100B.

The controllers 26A and 268 may also control shutter
speeds of the cameras 18A and 18B. This control may be
additional to the control of the illumination devices 20A and
20B respectively of the cells 100A and 100B, or replaced by
the control of the i1llumination devices 20A and 20B respec-
tively of the cells 100A and 100B.

The controllers 26 A and 26B may automatically cover the
image capture area of each of the cameras 18A and 18B with
a blackout curtain when the cameras 18 A and 18B capture an
image, and automatically uncover the blackout curtain after
the cameras 18A and 18B each have captured an image. This
control may be additional to the control of the 1llumination
devices 20A and 20B respectively of the cells 100A and
100B, or replaced by the control of the 1llumination devices
20A and 20B respectively of the cells 100A and 100B.

In the above-described embodiment, the robot system 1 has
been illustrated as a cell production system 1including the cells
100A and 100B. The robot system 1 1s also applicable to any
robot system other than the cell production system. Specifi-
cally, as shown 1n FIGS. 3 and 4, the robot system 2 includes
a conveyor 32, arobot 10A, cameras 18A and 18B, 1llumina-
tion devices 20A and 20B, and sensors 22A and 22B. The
conveyor 32 transiers at least one workpiece W 1n a predeter-
mined direction. The robot 10A 1s disposed by a side of the
conveyor 32.

In the robot system 2, the camera 18A, the illumination
device 20A, and the sensor 22A are used to recognize the
position and posture of the workpiece W while the robot 10A
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1s working on the workpiece W. In the robot system 2, the
camera 18B, the 1llumination device 20B, and the sensor 22B
are disposed on an upstream side of the camera 18A, the
illumination device 20A, the sensor 22 A, and the robot 10A 1n
the direction 1n which the workpiece W 1s transierred by the 5
conveyor 32. The camera 18B, the i1llumination device 20B,
and the sensor 22B are used, for example, to mspect the
external appearance of the workpiece W. The camera 18B, the
i1llumination device 20B, the sensor 22B, and the conveyor 32

are coupled to the computer 300. 10

The computer 300 controls operations of the camera 18B,
the 1llumination device 20B, and the conveyor 32. The com-
puter 300 recerves the intensity of light detected by the sensor
22B i the form of a signal.

Based on an mstruction of the computer 300, the camera 15
18B captures an 1image ol the workpiece W. Then, image data
of the captured image 1s transmitted to the computer 300. The
computer 300 processes the image data to inspect whether the
workpiece W includes a defect (for example, chipping, break-
ing, and cracks). As a result of the appearance mnspection by 20
the computer 300, when the computer 300 determines that the
workpiece W 1s non-defective, the computer 300 transmits
the determination result to the robot controller 16 A. The
control device 26 A receives the determination result through
the communication device 28 A, and then controls the robot 25
10A and/or the end effector EA to perform work on the
workpiece W determined as non-defective when the work-
piece W 1s transferred to the robot 10A by the conveyor 32.

Meanwhile, as the result of the appearance inspection by
the computer 300, when the computer 300 determines that the 30
workpiece W 1s defective, the computer 300 transmits the
determination result to the robot controller 16 A. The control
device 26A recerves the determination result through the
communication device 28 A, and controls the robot 10A and/
or the end effector EA not to perform work on the workpiece 35
W determined as defective, even though the workpiece W 1s
transierred to the robot 10A by the conveyor 32.

The robot system 2 1s also installed 1n factories and other
institutions that contain various light sources including natu-
ral light. For example, in FIG. 3, fluorescent lights L. are 40
disposed on the ceiling. In addition to these light sources, the
illumination devices 20A and 20B are disposed on the
upstream side and the downstream side of the conveyor 32. IT
the 1llumination devices 20A and 20B spark at the same time,
the cameras 18 A and 18B each may receive an amount of light 45
that exceeds the dynamic ranges of the respective cameras
18A and 18B, resulting 1n an overexposure.

In view of this, 1 the robot system 2, the control device
26 A and the computer 300 control at least one of the 1llumi-
nation devices 20A and 20B to keep the amount of light 50
received by the camera 18 A and/or the camera 18B within the
dynamic range of the camera 18A and/or the camera 18B
when the cameras 18 A and 18B each capture an image. This
mimmizes the possibility of an overexposure occurring on the
images captured by the cameras 18A and 18B. This, as a 55
result, ensures accurate detection of the position and posture
of the workpiece W, also 1n the robot system 2.

Obviously, numerous modifications and variations of the
present disclosure are possible 1n light of the above teachings.

It 1s therefore to be understood that within the scope of the 60
appended claims, the present disclosure may be practiced
otherwise than as specifically described herein.

What 1s claiamed as new and desired to be secured by
Letters Patent of the United States 1s:

1. A robot system comprising: 65

a first robot and a second robot each configured to perform

a predetermined work on a to-be-processed material;

8

a first image capture device and a second 1mage capture
device each configured to capture an 1mage of the to-be-
processed material;

a first 1llumination device and a second 1llumination device
cach configured to 1lluminate the to-be-processed mate-
rial;

a control device configured to control the first illumination
device and the second illumination device; and

a first casing accommodating the first robot, the first image
capture device, and first illumination device; and

a second casing accommodating the second robot, the sec-
ond 1mage capture device, and second i1llumination
device,

wherein, when the first casing comes into contact with the
second casing, the control device controls at least one
illumination device of the first illumination device and
the second 1llumination device to keep an amount of
light received by the first image capture device and the
second 1mage capture device within dynamic range of
the first 1image capture device and the second image
capture device.

2. The robot system according to claim 1, wherein the
control device 1s configured to adjust an intensity of light
emitted from the at least one 1llumination device.

3. The robot system according to claim 1, wherein the
control device 1s configured to control the first illumination
device and the second illumination device to operate at dii-
ferent timings.

4. The robot system according to claim 1, wherein the
control device 1s configured to control an emission direction
of light emitted from the at least one 1llumination device.

5. The robot system according to claim 1, further compris-
ing a sensor configured to detect an 1ntensity of light,

wherein the control device 1s configured to control the at
least one 1llumination device 1n accordance with the
intensity of the light detected by the sensor.

6. A method for producing a to-be-processed material

using a robot system, the robot system comprising:

a first robot and a second robot each configured to perform
a predetermined work on the to-be-processed material;

a first image capture device and a second 1mage capture
device each configured to capture an 1mage of the to-be-
processed material and comprising a dynamic range;

a first 1llumination device and a second 1llumination device
cach configured to 1lluminate the to-be-processed mate-
rial;

a control device configured to control the first illumination
device and the second illumination device;

a {irst casing accommodating the first robot, the first image
capture device, and first illumination device; and

a second casing accommodating the second robot, the sec-
ond mmage capture device, and second illumination
device,

wherein, when the first casing comes into contact with the
second casing, the control device controls at least one
illumination device of the first illumination device and
the second illumination device to keep an amount of
light recerved by the first image capture device and the
second 1mage capture device within dynamic range of
the first 1image capture device and the second image
capture device,

the method comprising:

transierring the to-be-processed maternial to an operation
area of a respective robot of the first robot and the second
robot;

controlling the respective robot to perform a predetermined
operation on the to-be-processed material; and
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taking out the to-be-processed material done with the pre-
determined operation by the respective robot from the
operation area of the respective robot.
7. The robot system according to claim 2, further compris-
ing a sensor configured to detect an 1ntensity of light,
wherein the control device 1s configured to control the at
least one 1llumination device 1 accordance with the
intensity of the light detected by the sensor.
8. The robot system according to claim 3, further compris-
ing a sensor configured to detect an 1ntensity of light,
wherein the control device 1s configured to control the at
least one 1llumination device in accordance with the
intensity of the light detected by the sensor.
9. The robot system according to claim 4, further compris-
ing a sensor configured to detect an intensity of light,
wherein the control device 1s configured to control the at
least one illumination device in accordance with the
intensity of the light detected by the sensor.

G e x Gx ex
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