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(57) ABSTRACT

A facility and method for analyzing and classifying calls
without transcription. The facility analyzes individual frames
of an audio to identily speech and measure the amount of time
spent 1n speech for each channel (e.g., caller channel, agent
channel). Additional telephony metrics such as R-factor or
MOS score and other metadata may be factored 1n as audio
analysis inputs. The facility then analyzes the frames together
as a whole and formulates a clustered-frame representation of
a conversation to further identity dialogue patterns and char-
acterize call classification. Based on the data in the clustered-
frame representation, the facility 1s able to make estimations
of call classification. The correlation of dialogue patterns to
call classification may be utilized to develop targeted solu-
tions for call classification 1ssues, target certain advertising,
channels over others, evaluate advertising placements at
scale, score callers, and to 1dentify spammers.

40 Claims, 7 Drawing Sheets
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1

SYSTEM AND METHOD FOR ANALYZING
AND CLASSIFYING CALLS WITHOUT
TRANSCRIPTION

BACKGROUND

Businesses 1n industries such as financial services, insur-
ance, travel and hospitality, retail, cable and satellite televi-
sion rely on voice contact with customers to answer client
inquiries, make sales, and provide technical support. A
greater utilization of smart phones and advanced mobile
devices by customers has resulted 1n an increasing number of
voice calls to such businesses. For such businesses, every
contact with a customer 1s an opportunity to make a lasting
impression, to gather customer data, or to strengthen a cus-
tomer’s loyalty to the business. With regard to customer calls,
it 1s desirable to know whether customers are receiving qual-
ity customer service that includes accurate information,
adherence to professional communication standards, and the
conveyance of a feeling of being valued by the business.

One reporting tool used by businesses to track and analyze
voice transactions 1s call recordation, with or without tran-
scription. By listening to recorded customer calls (in their
entirety or in samples), or reviewing the transcripts of
recorded customer calls, businesses hope to gain insight from
conversations with real customers. However, the recording of
calls incurs several problems and disadvantages, such as
agent and/or caller objections, legal and privacy concerns,
and the need for expensive and specialized equipment.

Another technique which businesses utilize to evaluate
calls and boost advertising performance 1s known as call
mimng or keyword spotting. In call mining, businesses 1den-
tify key words and phrases to be tracked 1n every call (e.g.,
“credit card,” “appointment,” “thank you,” “sale”) so as to
determine which calls were converted into sales or appoint-
ments, and caller intent, needs and pain points. The details of
the calls can be accessed as needed by reading call transcripts
and then listeming to call recordings for granular details on
specific calls.

While the aim of call mining 1s to find successiul outcomes
and conversions, call mining 1s based on the words spoken 1n
the call, acquired 1n either a manual or automated fashion.
Every call must generally be recorded, which can be costly or
prohibited for various reasons. In some cases, a transcript can
be mnaccurate because 1t was transcribed with bad audio qual-
ity. At times, the vocabulary of the conversation can be for-
eign to a transcriber. Even when a set of vocabulary 1s pro-
vided or defined for a transcription broker, the results can still
be unusable. Other schemes to analyze call outcomes such as
live monitoring can also involve additional costs and draw-
backs.

Thus, there 1s a need for an 1improved system and method
that can automate the analysis of call outcomes without
requiring either recording or transcription.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s an example block diagram 1llustrating a represen-
tative environment 1n which a system for analyzing and clas-
sitying calls without transcription may operate.

FIG. 2 1s an example block diagram illustrating the ele-
ments of the system of FIG. 1 in more detail.

FI1G. 3 1s atlow diagram 1llustrating a process implemented
by the system of FIG. 1 in connection with analyzing and
classitying calls without transcription.

FIGS. 4A-4D depict patterns of channel interaction
between a caller channel and an agent channel.
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2

FIG. 5 1s a software interface for a user to momitor the
characteristics and classification of multiple calls simulta-
neously.

FIG. 6 depicts a representative table that enables a user to
monitor aggregated call classification on a per-advertising
channel basis.

DETAILED DESCRIPTION

A method and facility that analyzes audio from a telephone
call, without transcribing the call, and develops a character-
ization of the call 1s disclosed. The facility analyzes indi-
vidual frames of audio to identily speech and measure the
amount of time spent 1n speech for each channel (e.g., caller
channel, agent channel). In addition to analyzing the audio,
the facility evaluates and measures network latency and tele-
phony metrics such as R-factor and MOS score to be factored
in as audio analysis mputs. The facility then stitches the
individual frames together to generate a clustered-irame rep-
resentation of the call. The clustered-iframe representation 1s
used to characterize on a macroscopic level what 1s happening
over the entire conversation and thereby classify the call.

The facility formulates a clustered-frame representation of
the conversation to characterize the exchange and identify
dialogue patterns. The clustered-frame representation may be
numerical or graphical 1n nature. The clustered-frame repre-
sentation 1s pattern-matched with model cases of certain cat-
egories of calls 1n order to identify a category of call that 1s
closest to the analyzed conversation. Once the facility has
classified a call, the classification 1s stored 1n association with
the call. The facility uses stored classification data to generate
aggregate reports of calls segmented by source, geography,
time, business or other factor.

The correlation of dialogue patterns to call classification
may be utilized to develop targeted solutions for parties seek-
ing to quickly, and 1n an automated fashion, assess perfor-
mance across a large corpus of calls without resorting to
transcription of the calls. For example, the call classification
may be used to assess advertising effectiveness, and 1n par-
ticular to evaluate the performance of different channels of
advertisements to help optimize advertising spend by busi-
nesses.

Various embodiments of the invention will now be
described. The following description provides specific details
for a thorough understanding and an enabling description of
these embodiments. One skilled 1n the art will understand,
however, that the invention may be practiced without many of
these details. Additionally, some well-known structures or
functions may not be shown or described 1n detail, so as to
avold unnecessarily obscuring the relevant description of the
various embodiments. The terminology used 1n the descrip-
tion presented below 1s intended to be interpreted 1n its broad-
est reasonable manner, even though 1t 1s being used 1n con-
junction with a detailled description of certain specific
embodiments of the invention.

FIG. 1 depicts a block diagram 1llustrating a representative
environment 100 1n which a facility 140 for analyzing and

determining call classification without transcription may
operate. In FIG. 1, the environment 100 includes a plurality of
clients 110A-110N (e.g., “callers™), network portions 120A
and 120B, a telecommunications system 130, and a plurality
of agents 150A-150M. The clients 110A-110N are coupled
via the network portion 120A to the telecommunications
system 130, which in turn 1s coupled through the network
portion 120B to the plurality of agents 150A-150M. As will




US 9,118,751 B2

3

be described 1n more detail below, the telecommunications
system 130 includes a facility 140 for analyzing and classi-
tying telephone calls.

The plurality of clients 110A-110N may include individual
people, businesses, governmental agencies, or any other enti-
ties capable of mitiating or recerving telephone calls. The
plurality of agents 150A-150M similarly may include 1ndi-
vidual people, businesses, governmental agencies, or any
other entities capable of mitiating or receiving telephone
calls. The telecommunications system 130 may include any
system and/or device, and/or any combination of devices/
systems that connects or routes telephone calls to and from
clients 110A-110N and agents 150A-150M via network por-
tions 120A and 120B. The network portions 120A-120B may
include any public or private network, or any collection of
distinct networks operating wholly or partially 1n conjunction
to provide connectivity between the telecommunications sys-
tem 130 and the clients 110A-110N and agents 150A-150M
and may appear as one or more networks to the serviced
parties, systems, and/or devices.

The network portions 120A-120B may include, but are not
limited to, a Voice over Internet Protocol (VoIP) network, a
cellular telecommunications network, a public-switched tele-
phone network (PSTN), any combination of these networks,
or any other suitable network that can carry telecommunica-
tions. In one embodiment, communications over the network
portions 120A and 120B may be achieved by a secure com-
munications protocol, such as secure sockets layer (SSL), or
transport layer security (TLS). In addition, communications
can be achieved via one or more wireless networks, such as,
but 1s not limited to, one or more of a L.ocal Area Network
(LAN), Wireless Local Area Network (WLAN), a Personal
area network (PAN), a Campus area network (CAN), a Met-
ropolitan area network (IMAN), a Wide area network (WAN),
a Wireless wide area network (W WAN), Global System for
Mobile Communications (GSM), Personal Communications
Service (PCS), Digital Advanced Mobile Phone Service
(D-Amps), Bluetooth, Wi-F1, Fixed Wireless Data, 2G, 2.3G,
3G, 4G networks, enhanced data rates for GSM evolution
(EDGE), General packet radio service (GPRS), enhanced
GPRS, messaging protocols such as, TCP/IP, SMS, MMS,
extensible messaging and presence protocol (XMPP), real
time messaging protocol (RTMP), instant messaging and
presence protocol (IMPP), instant messaging, USSD, IRC, or
any other wireless data networks or messaging protocols.

The telecommunications system 130 1s able to connect or
route telephone calls between clients 110A-110N and agents
150A-150M wvia the network portions 120A and 120B. The
telecommunications system 130 implements a software,
firmware, and/or hardware facility 140 for analyzing and
classiiying telephone calls without the use of transcription.
As described 1n more detail herein, the facility 140 analyzes
individual frames of audio from a telephone call to determine
the presence of speech on each channel and to measure the
amount of time that speech 1s present. The facility 140 stitches
the individual frames together to analyze the conversation as
a whole and then depicts the interaction of the channels as a
clustered-irame representation that 1s used to further charac-
terize the call. In one embodiment, the clustered-frame rep-
resentation 1s presented 1n a graphical picture depicting who
1s speaking (1.e., what channel) and for what period of time, as
a Tunction of time and for the entirety of a telephone call (or
a portion thereof). Based on the data in the clustered-frame
representation, the facility 140 classifies the call.

In some embodiments, the facility 140 strives to identify
calls with less successtul or poor outcomes (1.e., “low-quality
calls). Low-quality calls at times may be easier to identily
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than calls with preferred outcomes (1.e., “high quality calls™).
Some examples of easily identified dialogue patterns that
arise 1n low-quality calls include relatively short client time-
in-speech or only brief utterances, indicating indifference or
aloofness from the client. Another example includes over-
whelmingly long utterances on the agent side, indicating
recitation of customary responses or a reading of terms and
conditions. Poor audio quality (1.e., bad media) can also inter-
tere with the dialogue and translate to low-quality calls. Once
the low-quality calls are 1dentified, they may be analyzed to
discover and remedy problems originating from or caused by
the agent side.

In some embodiments, the facility 140 determines the den-
sity of low-quality calls. In such instances, the facility 140
correlates the density of low-quality calls with parameters
such as time, distribution, advertiser, or circuit. In a further
embodiment, the facility 140 may provide alerts to operators
or other entities regarding the presence of low quality calls.

FIG. 2 depicts an example block diagram 200 1llustrating,
the telecommunications system 130 and facility 140 of FIG.
1 1n more detail. As shown 1n FIG. 2, the telecommunication
system 130 i1ncludes one or more central processing units
(CPU) 205 for executing software 240, a computer-readable

media drive 210 for reading mformation or installing soft-
ware 240 from tangible computer-readable storage media
(e.g., CD-ROM, a DVD, a USB ftlash drive and/or other
tangible computer readable storage media), a network con-
nection device 220 for connecting to a network, an informa-
tion mput device 225 (e.g., mouse, keyboard), an information
output device 230 (e.g., display), and a memory 235.

The memory 235 stores software 240, which incorporates
the facility 140 and data 245 used by the facility 140. The data
245 may be partially or wholly stored within the telecommu-
nications system 130. In some embodiments, the data 2435
may reside externally and may be communicatively coupled
to the facility 140. The facility 140 performs certain methods
or functions described herein, and may include components,
subcomponents, or other logical entities that assist with or
cnable the performance of some or all of these methods or
functions. In the embodiment of FIG. 2, the facility 140 1s
shown to include a monitoring module 2350, a filtering module
235, a speech classifier module 260, an analyzer module 265,
and a correlation module 270, each of which will be described
in more detail below.

The monitoring module 250 may comprise any combina-
tion of software agents and/or hardware components able to
receive and process audio analysis inputs without transcrib-
ing, recording, or saving to disk. The monitoring module 250
streams audio of a telephone call. In some 1nstances, the
streaming audio 1s captured 1n real-time (live) or near real-
time, as the telephone call 1s 1n progress. In other instances,
the monitoring module 250 may recetve pre-recorded audio
files for analysis. Those skilled 1n the art will recognize that
other forms of audio or acoustic data not otherwise detailed
herein may be streamed and/or receirved by the monitoring
module 250. In some embodiments, the monitoring module
250 may utilize or adapt a call processing technology such as
Asterisk™,

The monitoring module 250 may also receive and process
additional audio measurements. Examples include, but are
not limited to, call metadata such as a time and/or length of a
telephone call and 1dentity of an advertiser, distribution, cam-
paign, or circuit information. Other additional audio analysis
inputs include network latency measurements and media
metadata such R-Factor and MOS scores from tools such as
Empirix™., These inputs indicate whether the parties are able
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to hear each other on a line and can also signily a cause of
quality 1ssues (e.g., problems with a circuit).

The filtering module 255 may be any combination of soft-
ware agents and/or hardware components able to apply at
least one electronic filter to the audio of a telephone call so as
to pass desired signals and/or attenuate unwanted signals. In
one embodiment, the filtering module 255 may apply a low-
pass filter that eliminates high-frequency signals such as
“pops”” and “shrieks.” In a further or alternative embodiment,
the filtering module may apply a high-pass filter to eliminate
background noise in the audio signal. Those skilled 1n the art
will appreciate that one or more filters may be applied to
“clean-up” the audio stream so that the audio may be more
elfectively analyzed.

The speech classifier module 260 may be any combination
ol software agents and/or hardware components that deter-
mine the presence and duration of speech or other features of
a call 1n a given audio stream or on a given channel 1n the
stream. In some embodiments, the speech classifier module
260 may utilize or adapt an open-source transcription tech-
nology called Sphinx™.,

In one embodiment, the speech classifier module 260
evaluates individual frames of audio (e.g., approximately
every 3 milliseconds for 11.025 kHz audio stream). For
example, the speech classifier module 260 determines for
cach frame whether a standard of what 1s considered speech s
met or classifies speech on a binary basis (1.e., yes or no). The
speech classifier module also determines when and for how
long there 1s no speech (1.e., pauses, silences) and overlapping
speech (e.g., more than one channel has speech). One chan-
nel’s time-1n-speech therefore includes an account of whether
there 1s speech or no speech, when there 1s speech or no
speech, and for how long there 1s speech or no speech. As an
example scenario of a telephone call consisting of two parties
(1.e., a client channel and an agent channel), the speech clas-
sifier module 260 may determine, as a function of time,
whether, when, and for how long there was speech or no
speech on the client channel and whether, when, and for how
long there was speech or no speech on the agent channel.

In addition, the speech classifier module 260 determines
for each frame whether a standard 1s met corresponding to
various additional features of the call, including without limi-
tation ring tones, silence, dual-tone multi-frequency
(DTMF), music (as opposed to conversational speech),
speaker gender, speaker language (e.g., English, Spanish,
(German, etc.), and stress or emotion 1n the voice pattern of the
speaker. The speech classifier module also determines when
and for how long each feature 1s present and the existence of
overlapping features. One channel’s time-1n-speech therefore
includes an account of whether certain features are present 1n
the call, when each feature is or i1s not present, and for how
long each feature 1s or 1s not present. As an example scenario
ol a telephone call consisting of two parties, the speech clas-
sifier module 260 may determine, as a function of time,
whether, when, and for how long there was music being
played on the agent channel and whether, when, and for how
long there was stress or emotion present in the voice pattern
on the client channel. The speech classifier module 260 also
may group together certain call features by monitoring the
start times and stop times of each respective call feature.

In some embodiments, the telephone call consists of more
than two parties, such as when the client 1s transferred to
another agent or becomes a part of a teleconference with
multiple agents. The speech classifier module 260 would
therefore account for and distinguish between the multiple
channels and chronicles the time-1n-speech of each additional
party. In some embodiments, a party (e.g., client or agent)
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does not engage with a human agent on the other side of the
line. For example, the client may, through key tones or voice
commands, interact with an interactive voice response (IVR)
or 1s put on hold with a pre-recorded message or music. In
such an instance, the speech classifier module 260 may deter-
mine the time-1n-speech of any audio signals emanating from
the agent channel, such as the IVR and pre-recorded message
Or music.

The analyzer module 265 may be any combination of soft-
ware agents and/or hardware components able to depict the
time-n-speech for each channel of the audio as a wvisual
representation and analyze the visual representation as a
whole. The analyzer module 265 characterizes individual
frames ol audio and 1n some 1nstances, stitches them together
to more accurately represent what 1s happening for the entire
telephone conversation or a portion thereof. For example, the
analyzer module 265 may depict each party (1.e., channel) 1n
a two-person conversation for the entirety of the telephone
call as a two-state (e.g., high/low, on/ofl, speech/no speech)
square waveform, with each channel being a different color
and the width of a square wave specitying the duration of the
represented state. The analyzer module 265 can further ascer-
tain various metrics from the audio such as network latency
measurements and media metadata (e.g., R-Factor, MOS
scores) as well as the total time-1n-speech by each party, arate
of interchange, continuous segments of speech (“talkspurt™),
length of pause(s), hold times, response times, and other
measurements.

In some embodiments, the analyzer module 263 processes
the audio as a shiding window with buffering such that con-
tinuous frames of speech are captured. In turn, a cluster of
frames where speech 1s continuously present on one channel
would be joined together and graphically depicted as such.
For example, an entire sentence spoken by one party without
pause can be represented as a single high-state square wave.

Once a clustered-frame representation 1s formulated, the
analyzer module 265 can evaluate the interaction between the
two channels for a given period of time. For example, the
analyzer module 265 may detect a region 1n the clustered-
frame representation where only one channel 1s active for a

period of time and characterize 1t as a “caller monologue.”

Similarly, 1f the graphical waveforms are tlipping quickly
between channels, the analyzer module 2635 may indicate the
portion as a “conversation.” If the graphical wavelorms are
overlapping, this would likely signify that two parties are
talking at once and signifies a “collision.” The analyzer mod-
ule 265 may output a “call silent” should 1t detect both chan-
nels are silent for a given period of time. Those skilled in the
art will recognize that other interactions not otherwise
detailed herein may be ascertained by the analyzer module
265. Recurring instances of certain interactions can indicate a
pattern or profile, whereby the analyzer module can catalog
and intelligently identily common patterns.

The correlation module 270 correlates a certain telephone
call interaction, profile, or pattern to a specific outcome and
uses this correlation to classity the call. The correlation mod-
ule 270 compares the clustered-frame representation of a call
to various call patterns that are associated with certain out-
comes, results or qualities. As an example, a pattern of
repeated instances of lengthy telephone calls having short
client time-1n-speech can indicate that clients searching for a
particular business enter a directory assistance distribution,
but are then connected to an incorrect phone number. As will
be described 1n additional detail herein, the correlation mod-

ule 270 finds matching patterns and classifies each call. The
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call classification may be used by the facility to assess the
performance of certain channels through which the calls were
received.

Those skilled 1n the art will appreciate that the telecommu-
nications system 130 and facility 140 may be implemented on
any computing system or device. Suitable computing systems
or devices include personal computers, server computers,
hand-held or laptop devices, multiprocessor systems, micro-
processor-based systems, programmable client electronics,
network devices, mimicomputers, mainiframe computers, dis-
tributed computing environments that include any of the fore-
going, and the like. Such computing systems or devices may
include one or more processors that execute software to per-
form the functions described herein. Processors include pro-
grammable general-purpose or special-purpose microproces-
sors, programmable controllers, application specific
integrated circuits (ASICs), programmable logic devices
(PLDs), or the like, or a combination of such devices. Soift-
ware may be stored in memory, such as random access
memory (RAM), read-only memory (ROM), flash memory,
or the like, or a combination of such components. Software
may also be stored 1n one or more storage devices, such as
magnetic or optical based disks, flash memory devices, or any
other type of non-volatile storage medium for storing data.
Software may include one or more program modules which
include routines, programs, objects, components, data struc-
tures, and so on that perform particular tasks or implement
particular abstract data types. The functionality of the pro-
gram modules may be combined or distributed across mul-
tiple computing systems or devices as desired in various
embodiments.

It will also be appreciated that the telecommunications
system 130 1ncludes multiple elements coupled to one
another and each element 1s 1llustrated as being individual and
distinct. However, 1n some embodiments, some or all of the
components and functions represented by each of the ele-
ments can be combined 1n any convenient and/or known
manner or divided over multiple components and/or process-
ing units. For example, the elements of the telecommunica-
tions system 130 may be implemented on a single computer,
multiple computers, and/or in a distributed fashion. As
another example, elements 140 and 245, or portions thereot,
may be stored in memory, may reside externally and/or be
transferred between memory 235 and a persistent storage
device 215 (e.g., hard drive) for purposes of memory man-
agement, data itegrity, and/or other purposes. Furthermore,
the functions represented by the components can be 1mple-
mented individually or in any combination thereof, 1n hard-
ware, software, or a combination of hardware and software.
Different and additional hardware modules and/or software
agents may be included in the telecommunications system
130 without deviating from the spirit of the disclosure.

FIG. 3 depicts a tflow diagram illustrating a process 300
implemented by the facility 140 1n connection with analyzing
and classitying calls without transcription. Those skilled 1n
the art will appreciate that the depicted flow diagram may be
altered 1n a vaniety of ways. For example, the order of the steps
may be rearranged, steps may be performed 1n parallel, steps
may be omitted, or other steps may be included.

The process 300 begins at a block 305, where the facility
identifies one or more telephone calls to analyze as well as
any corresponding parameters or metadata of the telephone
call(s). Example parameters and metadata include, but are not
limited to, the telephone number on the client-side 110 and/or
on the agent-side 150, client 1D, agent ID, date and time of
call, call duration, number of parties on the line, etc. Because
the call can originate from either a client or an agent, the
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tacility 140 may use caller identification technology to 1den-
t1ly the telephone numbers of the parties to the telephone call.
The facility 140 may further use, for example, call routing
information to determine an account identifier, a forwarding
telephone number, or other identifier.

At a block 310, the facility receives audio of a telephone
call, without transcribing the call. In some embodiments, the
facility monitors the audio signals of a live call and analyzes
the audio of the call as the call 1s occurring. Alternatively, the
facility may receive pre-recorded audio signals of calls and
analyze the pre-recorded data. The facility, in some 1nstances,
may first determine a mode of operation (e.g., monitor,
retrieving recorded files for audio analysis), call out to a
monitoring service to set-up the audio streaming, point a
modified monitor application to named pipes, and forward the
streamed audio to the monitor service for analysis.

At ablock 310, the facility separates the telephone call into
two channels. A first channel corresponds to the client side
110 of the telephone call and a second channel corresponds to
an agent side 150 of the telephone call. By separating the
telephone call into two channels, the facility 1s able to more
cifectively analyze the call to classity and group call features,
and create a manifest for each channel, as described 1n more
detail below.

At blocks 315a-31355b, the audio signal for each respective
channel (1.e., client channel 3154 and agent channel 3155) 1s
measured and broken into a plurality of data segments. The
channel measurements may include, but are not limited to,
network latency, R-Factor, MOS scores, excessive delay,
echoing, and momentary audio interruptions. The signal 1s
broken 1nto segments to allow CPU 205 to process the audio
data more quickly and efficiently.

At blocks 320a-3205, the facility applies filtering and
transformation techniques to the audio inreal time or near real
time for each respective channel (1.¢., client channel 320q and
agent channel 3205). In one embodiment, the facility 1n real
time or near real time applies a signal filter to eliminate
unwanted signals in the audio signal. Filtering options
include, but are not limited to a high-pass, low-pass, notch, or
band-pass filter. For example, a high-pass filter may be
applied to remove any low frequency rumbles, unwanted
vocal plosives or DC offsets. Those skilled 1n the art will
recognize that high-pass filters may also be applied for other
reasons, such as reducing the influence of background noise
in order to improve speech recognition and the robustness of
a connected-words recognizer. A low-pass {lilter may be
applied 1n an effort to eliminate or mimmize offending treble
shrieks or general ambient background noise. A band-stop
filter may be applied to remove recurring or cyclical noise
such as a hum of 60 Hertz. In addition, the facility may used
advanced signal processing algorithms such as, but not lim-
ited to, the Fast Fourier Transform (FFT), to examine a rep-
resentation of the audio 1n a basis other than the time domain.

At blocks 325a-325b, the facility runs a time-in-speech
classifier on individual frames of audio for each channel (i.e.,
client channel 325aq and agent channel 323556). The facility
determines the presence and duration of speech and other call
features and no speech or other call features 1 a given audio
signal or on a given channel 1n the signal. In one embodiment,
the facility evaluates individual frames of audio (e.g., milli-
seconds of data) on each channel and classifies speech and
other call features on a binary basis (e.g., ves or no). In some
instances, a threshold 1s established to determine whether the
signal meets the standard of what 1s considered speech or a
call feature. As an example, for a two-party (1.e., two-channel )
telephone call that lasts for ten minutes, the facility may
determine there 1s a ring tone for 30 seconds, music on the
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agent channel for ninety seconds, no speech on either channel
tor thirty seconds, speech on the client channel for five min-
utes, speech on both the agent and the client channel for thirty
seconds, speech on the agent channel for ninety seconds,
followed by a thirty-second segment of speech on the client
channel.

Atblocks 330a-3305b, the speech and other call features are
assembled 1nto groups for each channel (1.¢., client channel
330aq and agent channel 3305). The facility may group speech
and other call features by monitoring the start and stop times
for each respective speech or call feature. By grouping the
speech and call features, the facility allows a particular speech
or call feature to more easily be distinguished from another
speech or call feature.

Atblocks 335a-335b, the facility characterizes the audio of
cach channel to form a clustered-frame representation or
manifest for each channel (i.e., client channel 3354 and agent
channel 3355). In some embodiments, the facility visually
depicts the clustered-frame representation 1n a graphical dis-
play that allows a user to visually interpret the features of the
call. The facility may characterize each channel of the tele-
phone call as a saw-tooth or a square wavetform. The facility
may also graphically characterize each channel of the tele-
phone call as a series of blocks of different colors, shapes, or
patterns corresponding to various call features associated
with the telephone call. For example, the clustered-frame
representation creates a picture or snapshot of who (1.e., what
specific channel) 1s speaking and for what period of time. The
clustered-irame representation may represent the entirety of
the telephone call or a portion thereof. In some instances, the
clustered-frame representation captures one or more parties
in a telephone call and/or one or more telephone calls. For
example, a number of telephone calls may be wvisually
mapped to determine a distribution or a pattern. Those skilled
in the art will appreciate that the audio of each channel may be
visually represented in other formats, portions, or in other
quantities not otherwise detailed herein.

At block 340, the clustered-frame representation or mani-
tests for each channel are correlated by the facility 140 such
that the visual representation of the client channel and the
visual representation of the agent channel are presented
together 1n one representation that depicts both channels
simultaneously. The two channels may be correlated by a
variety of different means, including syncing a start time for
the client channel with a start time for the agent channel, by
relying on embedded or captured time stamps at various
points 1n the audio, eftc.

At block 345, the facility 140 resolves collisions between
the two channels, or between contlicting features on a single
channel. A collision may occur when two or more features are
detected at the same time such that the detected features
overlap. A collision resolution module resolves the collision
by determining one or more boundaries of each respective
feature and assigning non-overlapping start and stop times to
the overlapping features in order to eliminate the collision.
For example, the facility 140 may detect a rning feature and a
speech feature, where the end portion of the ring feature
overlaps with the beginning portion of the speech feature. In
such case, a collision exists with respect to the overlapping
portion where both the ring feature and the speech feature are
simultaneously detected (i.e., the end portion of the ring
feature and the beginning portion of the speech feature). The
collision resolution module may resolve the collision by
assigning a stop time to the ring feature and a non-overlap-
ping start time to the speech feature. As a result, both the end
of the ring feature and the beginning of the speech feature are
clearly delimited and the overlap condition 1s resolved. Addi-
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tionally or alternatively, the collision resolution module may
climinate an overlap condition by shifting the timescale of
one or more overlapping features. For example, the collision
resolution module may shift the ring feature by 135-20 mualli-
seconds to an earlier time to resolve a collision with the
speech feature.

At a block 350, the facility analyzes the clustered-frame
representation to detect one or more patterns within the call.
While FIG. 3 depicts the blocks 350-355 1n series, those

skilled 1n the art will appreciate that the steps may be rear-
ranged or performed in parallel. In one embodiment, the
facility can interpret what 1s specifically happening during a
telephone call and in what part of the conversation activity 1s
taking place and use the interpretation to supplement the
clustered-frame representation. That 1s, portions of the clus-
tered-frame representation may be characterized as having a
certain pattern. The facility can identily over the course of the
conversation how the parties are behaving and when they
behave the way they do. In turn, the facility can analyze these
interactions, begin to track certain behaviors, and i1dentity
recurring instances or patterns of dialogue or profiles.

For example, the facility may evaluate the interaction (e.g.,
absence, presence, degree, amount of) between the channels
(1.e., parties) of the telephone call. The facility analyzes the
rate of back-and-forth time-in-speech (i.e., “rate of inter-
change”) between the parties, the extent of overlapping time-
in-speech, continuous segments of speech (1.e. “talkspurt™)
between silent intervals (e.g., only background noise), and
other characteristics/patterns of speech or conversations. As
previously discussed, a segment of caller monologue, colli-
s10n, conversation, call silence etc. may also be noteworthy to
the facility. In addition to the presence of speech, the absence
of speech such as pauses and silences may be observed and
measured. For example, the facility may analyze the length of
a pause 1n one party’s speech between sentences, between
words or syllables, the length of a pause intervening between
two periods of speech by one party, the length of an interval
between the beginning of a pause as heard by the listener and
the beginning of a reply, and the like. Those skilled 1n the art
will appreciate that the pitch, stress, intonation, volume, and
other characteristics of speech may also be accounted for by
the facility.

As another example, the facility may determine 1n what
portion of the entire telephone call the activity or interaction
(or lack thereot) between the channels occurs. For example, a
period of back-and-forth between parties at the beginning of
a call typically retlects a different interaction than a period of
back-and-forth at the end of a call. Similarly, an extended
time-1n-speech on the agent channel at the beginning of a call
typically indicates a different sort of commumnication than at
the end of a call. By classifying when an activity occurs
during the telephone call, the facility 1s better able to analyze
the parties” behavior on the call.

The facility may also i1dentify patterns of dialogue. The
facility 1s able to 1dentily and classify common patterns of
channel interaction based at least in part on the time-1in-
speech of the channels and what part of the call the interaction
occurs. For example, a relatively greater amount of time-1n-
speech on the agent-channel 1n the first third of a call tends to
indicate that the client 1s navigating through an interactive
voice response (IVR). As another example, a relatively
greater amount of time-in-speech on the agent side 1n the
middle of a call tends to indicate the reading of terms and
conditions or a description of products and services. Certain
example channel interaction patterns will be described 1n
more detail below with respect to FIGS. 4A-4D.
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Atblock 355, the facility 140 analyzes the clustered-frame
representations, including characterized portions of the clus-
tered-frame representations, to arrive at a final classification
reflecting the call being analyzed. For example, call classifi-
cation may be analyzed into a series of top-level categories,
including without limitation the following: No Conversation;
Non-English; Non-Product or Service; New Business; or Fol-
low-up. The facility may apply a variety of techniques to the
detected patterns to arrive at a top-level category regarding
call classification.

In some embodiments, the system determines the classifi-
cation of a call by storing a set of model clustered-frame
representations that each corresponds to a known instance of
a top-level category or subcategory call. In other words, the
facility stores a set of model cases that are each representative
of a particular call classification category or subcategory. The
facility uses the model cases to i1dentity a match for the
current call within the model cases. ITthe current call strongly
matches a model case, then the facility assigns the same or
similar category or subcategory associated with the model
case to the current call. However, 11 the current call provides
only a moderate match or a weak match to the model case, the
facility may compare the current call to a number of other
model cases 1n order to find a better match.

In some embodiments, the facility may derive a prediction
model for call classification by evaluating pre-determined
outcomes for a corpus of manually-scored calls (1.e., a train-
ing set) and deriving a corpus-specific predictive model for
one or more call classifications. To perform the analysis of the
training set and generate a predictive model, the facility may
use machine learning algorithms including, but not limited to,
logistic regression, support vector machines, or neural net-
works. Different predictive models may be built by the facil-
ity to handle different groups of calls. For example, a predic-
tive model may be built for a particular industry vertical (e.g.,
isurance, travel), for a particular type of call (e.g., customer
service, procurement), for a particular company, or for any
other arbitrary group of calls.

For example, when analyzing a current call, the facility
may first attempt to determine whether the current call 1s a
“wrong number” call by comparing the clustered-frame rep-
resentation of the current call with the clustered-frame repre-
sentation of the model case (or model cases). The facility
retrieves a known clustered-frame representation for a model
“wrong number” call that strongly indicates a wrong number.
As discussed 1n more detail herein, a clustered-irame repre-
sentation of the model wrong number call may reflect a short
overall duration (e.g., less than 30 seconds) with very brief
interactions between a client and an agent. When determining
whether the current call 1s a wrong number, the facility deter-
mines whether the current call also has a short duration and
whether the current call also has brief interactions between a
caller and an agent. The facility may then assign a score that
represents the strength of the match. For example, it the
current call had a moderately long duration rather than a short
duration, and moderately long interactions between the agent
and the client rather than short interactions, the facility may
assign a wrong number score of 0.6 (where 1.0 represents a
perfect match), thereby indicating that the current call 1s not a
strong match for a wrong number.

The facility may then return a determination that the cur-
rent call 1s a wrong number and stop processing, or the facility
may continue to compare the clustered-frame representation
of the current call to model clustered-frame representations 1n
order to see 1f a better match may be found. A person of
ordinary skill 1n the art will recognize that the facility may
compare the clustered-frame representation of the current call
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being analyzed to a model clustered-frame representation for
all or fewer than all known call classification types. In addi-
tion, a person of ordinary skill will recognize that the facility
may return one or more probabilities 11 the facility cannot
determine a single call type (e.g., the facility may indicate that
the current call has a 54 percent probability of being a call of
Category A and a 46 percent probability of being a call of
Category B).

As another example, the facility may classity the call as
“No Conversation” 11 the facility determines that the call does
not contain two humans that are talking to each other. Speech
on only a single channel or detection of a synthesized voice
may be indicative of a lack of conversation. The facility may
classity the call as “Non-English™ 1f 1t detects that the client
primarily spoke a Non-English language during the call, such
as Portuguese or French. Such determination may be
assessed, for example, rates of speech, intonation, and various
speech patterns without having to rely upon transcription.

In arriving at a final classification reflecting the call being
analyzed, the facility 140 may also determine subcategories
of the top-level categories. For example, the top-level cat-
egory for “No Conversation” may be associated with subcat-
cgories including without limitation the following: faxes;
robocalls; technical errors, voicemail hang-ups; voicemail
messages; misclassified calls; calls having no connection;
and voicemail or phone tree hang-ups. The top-level category
for Non-Product or Service may be associated with subcat-
egories including without limitation the following: wrong
numbers; misclassified calls; calls for which the intent 1s
unclear; miscellaneous calls; and calls that otherwise can
only be classified as strange or weird. The top-level category
for New Business may be associated with subcategories
including without limitation the following: complaints; calls
requiring follow-up; muisclassified calls; calls resulting in
sales; calls regarding services not offered; calls regarding
hours, directions, or inventory; inquiries; and miscellaneous
calls. Stmilarly, the top-level category for Follow-Up may be
associated with subcategories including without limitation
the following: complaints; calls requiring follow-up; misclas-
sified calls; calls resulting 1n sales; calls regarding services
not offered; calls regarding hours, directions, or inventory;
and miscellaneous calls.

The top-level categories and the subcategories, as well as
other information that 1s identified by the facility, 1s used by
the facility to apply an overall classification to each call that
1s analyzed.

In some embodiments, the facility identifies and partitions
the audio 1into time periods for analysis and applies a different
classification to each time period. The {facility, in some
instances, divides the clustered-frame representation into a
beginning, middle, and end. Here, the facility may account for
a variety of factors in determining a beginning, middle and
end. The facility may account for factors such as hold-time,
call transters, call duration, an mteractive voice response
(IVR) tree and the like. In some cases where the entire tele-
phone call 1s too brief or abridged to characterize a beginning,
middle or an end, the facility may classity the entirety of the
telephone call as the beginning.

Additional data (besides the audio 1tsell) may be taken into
account when performing call classification, such as call and
media metadata. Call and media metadata may include, but
are not limited to, distribution, advertiser and circuit identi-
fier; start and end time; media source and destination IP;
media source and destination port; R Factor, worst instanta-
neous R Factor, worst instantaneous MOS; packets and bytes
received, lost or duplicated; jitter average, minimum and
maximum; average burst and gap length and loss rate. In turn,
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certain of these metrics of audio quality which typically indi-
cate quality of service problems such as excessive delay,
echoing, or momentary audio interruptions, may also factor

in or indicate a low-quality call.

FIGS. 4A-4D depict channel interaction patterns between
a caller channel and an agent channel. Based atleast in part on
the time-1n-speech on each channel and 1n what part o the call
it takes place, the facility can correlate a clustered-frame
representation to a type of conversation so as to estimate what
has happened and characterize the call. Each of the FIGS.
4A-4D 1llustrates a clustered-frame representation that
depicts, as a function of time, a conversation between two
parties (1.e., channels) at different stages of a telephone call,
wherein each party 1s i1dentified by a different level (.e.,
height) and registers a different logical state when speech 1s
detected. Each of the clustered-frame representations does
not capture the entire telephone call, but focuses only on the
interaction that occurs at a portion (e.g., beginning, middle, or
end) of a call.

FIG. 4A depicts a clustered-frame representation of an
example channel interaction pattern 400A known as a
“thrash.” In certain implementations, this type of “thrash”
pattern 400A typically occurs at the end of a call. The pattern
400A retlects a significant amount of back-and-forth conver-
sation between the agent-channel and the client-channel.

As shown 1n FIG. 4A, a waveform 410A represents the
time-1n-speech on the agent channel and a waveform 420A
represents the time-in-speech on the client channel. The agent
channel waveform 410A shows a longer time-in-speech,
which tends to indicate to the facility that the agent 1s asking
questions of the client such as, “Have I answered all of your
questions?” or “Were you happy with the service that you
received?”, “Are you sure?”, etc. In contrast, the client chan-
nel wavetorm 420A shows a shorter time-1n-speech, as illus-
trated by the numerous and narrow peaks that are sometimes
in rapid succession. The shorter time-1n-speech tends to indi-
cate to the facility that there are only short utterances by a
client hoping to conclude the call, such as “Yes,” “No” or
“Can I call you back?”

FIG. 4B depicts a clustered-frame representation of an
example channel interaction pattern 400B known as an
“exchange of personal data.” A measure of time 430B (e.g., 1n
milliseconds, seconds, minutes, etc.) 1s represented along the
x-ax1s. The “exchange of personal data” represented by the
pattern 400B typically occurs at the beginning of a call and
reflects a lot of back- and forth 1n time-of-speech between the
agent-channel and the client-channel.

In FIG. 4B, a wavelorm 410B represents the time-in-
speech on the agent channel and a wavelorm 420B represents
the time-1n-speech on the client channel. The waveform 4108
shows a longer time-1n-speech, which tends to indicate to the
tacility that the agent 1s asking preliminary information iden-
tifying the client such as, “With whom am I speaking to,”
“Can you spell that?”, and/or “May I have your order num-
ber?” Moreover, the short pauses between the agent’s and
caller’s time-in-speech tend to indicate to the facility that
either the client 1s searching for mnformation and/or that the
agent 1s pulling up, looking for or reviewing information
and/or putting the client on hold. The wavetform 420B shows
a shorter time-in-speech, which tends to indicate to the facil-
ity that the client 1s responding to the agents’ preliminary
questions.

FIG. 4C depicts a clustered-frame representation of an
example channel interaction pattern 400C known as a “wrong
number.”” A measure of time 430C (e.g., 1n milliseconds,
seconds, minutes, etc.) 1s represented along the x-axis. In
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certain implementations, this type of “wrong number” pattern
400C typically occurs for the entirety of the call or just at the
beginning.

As shown 1n FIG. 4C, a wavetorm 410C may reflect the
time-1n-speech on either the client channel or the agent chan-
nel 1 that either the client or the agent may originate the call
to a wrong number. Regardless of who iitiated the call, the
pattern 400C does not reflect a substantial amount of speech
and only indicates relatively shorts burst on the caller (client
or agent) side. After several short bursts indicated by the
wavetorm 410C (e.g., “Hello?”), a question may be solicited
such as “Is this XXX-XXX-XXXX?” with, typically, a sin-

gular response from the other party indicated on the wave-
tform 420C, such as “No, you have the wrong number.”

The facility may also ascertain other observations depend-
ing on whether the originator of the wrong number was an
agent or a caller. For example, 1f the wavetorm 410C depicts
the client time-in-speech and the wavelform 420C depicts the
agent time-1n-speech, as noted above this may indicate that
the client dialed, or was otherwise connected to, a wrong
number. Such a wrong number connection may further indi-
cate that the client was routed to a wrong number, or a busi-
ness directory has an imcorrect listing, or that a business may
have advertised a wrong number, etc. In contrast, 1f the wave-
torm 410C depicts the agent channel and the waveform 420C
depicts the client channel, this may indicate problems on the
agent side, such as incorrect or outdated client information,
distracted or poor performance on the part of the agent, a
faulty routing or directory facility on the agent side, etc.

FIG. 4D depicts a clustered-irame representation of an
example channel interaction pattern 400D known as “no call
activity.” The pattern 400D retlects activity that can occur for
the entirety ol the call or at any point in time. As shown in FIG.
4D, a wavetorm 410D may retlect the time-in-speech on the
client or the agent channel. Regardless of who 1nitiated the
call, a wavetform 420D reflects an absence of interaction due
to no time-in-speech. If the wavetorm 410D reflects speech/
activity on the agent-channel, this may indicate a situation
such as a defective interactive voice response (IVR) technol-
ogy 1n which no key tones, voice tones or speech from the
client are registering with the facility. If waveform 410D
reflects speech/activity only on the client-channel, this may
indicate a situation in which, for example, the client 1s a
robo-caller giving a pre-recorded message.

FIG. 5 15 a representative software interface, generated by
the facility 140, that 1s used to display the characteristics and
classification of multiple calls simultaneously. For example,
rows 5035-550 each pertain to a separate call and contains
entries 1 various columns pertaining to the call. The interface
includes a “Call ID” column that uniquely 1dentifies each call.
The Call ID may be any alphanumeric value that 1s assigned
by the facility 140 that 1s suificient to distinguish each call
from other calls being analyzed. The interface includes a
“Call Type” column that displays the top-level classification
category (e.g., New Business), subcategory (e.g., Voicemail),
or other indicator of call classification. In addition, the inter-
face 1includes a “Duration” column displaying the length of
the phone call (in minutes, seconds, hours, or any other suit-
able timescale), a “Rings” column displaying the number of
rings before the call was answered, a “Caller Speech” column
displaying the amount of time that the caller was engaged 1n
speech during the call (in minutes, seconds, hours, or any
other suitable timescale), and an “Agent Speech” column
displaying the amount of time that the agent was engaged 1n
speech during the call (in minutes, seconds, hours, or any
other suitable timescale).
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The interface also includes a “Call DNA” column that
graphically depicts various features or patterns of the call in a
timescale format. The Call DNA column includes a block for
cach detected call feature as a function of time. The various
call features are assigned blocks that vary in appearance (such 5
as color, shading, or pattern) according to the particular call
teature being represented. As a result, the interface of FIG. 5
can be more readily interpreted by a human who views the
interface to gather information about the depicted calls. For
example, by providing a visual representation of the call, a 10
user of the facility can quickly scan the call to 1gnore an 1nitial
connection portion (e.g., rings, 1initial back-and-forth
between caller and agent) and 1instead focus on portions of the
call that are of interest (e.g., a long stretch of the call where the
caller 1s speaking). 15

For example, call 520 depicts a call that 1s classified as a
“Wrong Number.” The Rings column indicates that call 520
rang five times before 1t was answered. The Caller Speech and
Agent Speech columns indicate that, during the call, the caller
spoke for 7.6 seconds and the agent spoke for 15.0 seconds. 20
The Call DNA column for call 520 indicates that the agent
spoke during approximately the first 20 seconds of the call,
that neither the agent nor the caller spoke from approximately
20 seconds 1nto the call to 65 seconds 1nto the call, and that the
agent and the caller had short interactions from approxi- 25
mately 65 seconds into the call through the end of the call. A
short interaction between caller and agent 1s a pattern indica-
tive of a wrong number, thereby allowing the facility to auto-
matically analyze and classify the claim based on the detected
pattern. 30

In addition to classifying individual calls, the facility may
display indications of call classification that are aggregated
on a per-advertising channel basis. Such a display allows a
user to more easily gauge how well or how poorly a particular
advertising channel 1s performing relative to other advertising 35
channels, as well as providing more 1insight to the user regard-
ing reasons why a particular advertising channel 1s or 1s not
performing at an optimal level. For example, FIG. 6 depicts a
table 600 that enables a user to momtor aggregated call clas-
sification on a per-advertising channel basis. Table 600 may 40
be generated by the facility and presented to a user as part of
a software interface for monitoring call classification. Table
600 includes an “Advertising Channel” column 603 that dis-
plays imnformation suilicient to distinguish each advertising
channel from other advertising channels in the table. For 45
example, Channel A may correspond to an online advertising
campaign, Channel B to a billboard, Channel C to a certain
online keyword-advertising campaign, Channel D to televi-
s1on and radio advertising. Channels may be 1dentified by the
use of tracking phone numbers that are used 1n each of the 50
channels. A person of ordinary skill 1n the art will appreciate
that Advertising Channel column 603 may display a variety of
additional advertising channel 1dentifiers, including a loca-
tion, product, service, or advertising firm associated with the
advertising channel. 55

In addition, table 600 includes one or more columns cor-
responding to various call classifications (as explained in
more detail above), including “No Conversation™ column
610, “Non-English” column 615, “Non-Product or Service”
column 620, “New Business” column 6235, and “Follow-Up™ 60
column 630. In each of the call classification columns 610-
630, the table 600 1includes the percentage of aggregate calls
for the corresponding advertising channel that falls into the
respective call classification category. For example, advertis-
ing channel 650 corresponds to calls recerved on Channel A. 65
Over a defined time period (such as a period of one week,
three months, 90 minutes, etc.), 13 percent of incoming calls
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resulting from Channel A contained no conversation (column
610), 6 percent of incoming calls contained no conversation
in English (column 615), 14% of incoming calls did not relate
to products or services oilered by the advertiser (column
620), 30% of incoming calls related to new business (column
625), and 37% of incoming calls required follow-up (column
630). Similarly, table 600 depicts similar information for
incoming calls to Channel B (in row 652), Channel C (in row
654), and Channel D (in row 656).

Accordingly, table 600 allows the facility or user to per-
form a quick comparison of multiple advertising channels to
identify problems or trends, and to assist 1n optimizing adver-
tising spend. For example, a user viewing table 600 may
identify a problem regarding a relatively large number of calls
having no conversation being received via Channel C as com-
pared to other phone numbers. Similarly, the user may 1den-
tify a particularly successtul advertising channel, such as
Channel A, which generates a relatively high rate of business
generation as compared to other phone numbers. The facility
may use the channel performance data to make offline or
real-time recommendations or determinations of optimal
placements of advertisements. That 1s, the facility may refo-
cus ads to channels that perform the best according to the
publication channel scores.

In addition to using aggregate data of call classification to
analyze publication channel, the facility may also segment
aggregate classification data 1n a variety of other ways. For
example, the facility may further segment the classification
data by caller number. By doing so, the facility i1s able to
detect telephone calls originating from certain callers that
reflect an undesirable pattern of behavior (e.g., frequent hang-
ups, belligerent behavior). To mitigate such a problem, the
call originator may be blacklisted for a certain time period.
The blacklisting may result in the caller’s call being blocked,
deprioritized (e.g., kept on hold for longer periods), or other-
wise treated differently than other calls. As another example,
the facility may be able to detect those calls that are being
initiated by an automatic telephone dialer, a “robodialer,” or
other call originator that initiates a large number of automatic
telephone calls to call recipients. In a similar fashion, the
facility may implement one or more techniques to depriori-
tize or block such large call volumes from being recerved. As
yet another example, the facility may also detect certain calls
that should be prioritized for handling. For example, a past
caller may have had their calls routed to voicemail several
times. In such a case, 1f a new call 1s detected from the caller,
the facility may electto increase the priority of that call so that
the caller recerves a human operator.

From the foregoing, it will be appreciated that specific
embodiments of the invention have been described herein for
purposes of 1llustration, but that various modifications may be
made without deviating from the spirit and scope of the inven-
tion. For example, the facility can be implemented 1n distrib-
uted computing environments, where tasks or modules are
performed by remote processing devices, which are linked
through a communications network, such as a Local Area
Network (“LAN”), Wide Area Network (“WAN™) or the
Internet. In a distributed computing environment, program
modules or sub-routines may be located 1 both local and
remote memory storage devices, and portions of the invention
may reside on a server computer while other portions reside
on a client computer. Aspects of the system described herein
may be stored or distributed as instructions on computer-
readable media, including magnetic- and optically-readable
and removable computer discs, stored as firmware 1n chips
(e.g., EEPROM chips), or other storage media, and suitable
for execution on one or more processors. Those skilled 1n the
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art will appreciate that the actual implementation of the data
storage arca may take a variety of forms, and the phrase “data
storage area” 1s used herein in the generic sense to refer to any
area that allows data to be stored 1n a structured and accessible
fashion using such applications or constructs as databases,
tables, linked lists, arrays, and so on. Those skilled 1n the art
will further appreciate that the depicted flow charts may be
altered 1n a variety of ways. For example, the order of the steps
may be rearranged, steps may be performed 1n parallel, steps
may be omitted, or other steps may be included.

We claim:

1. A computing system for analyzing a telephone call with-
out transcription, the computing system comprising:

a memory for storing programmed 1nstructions;

a processor configured to execute the programmed 1nstruc-

tions to perform operations including;:

receiving an audio signal of a telephone call to analyze,
wherein the system does not transcribe the audio sig-
nal of the telephone call and wherein a first channel
and a second channel are carried by the audio signal of
the telephone call;

monitoring a first channel time-1n-activity by tracking a
presence of activity on the first channel;

monitoring a second channel time-in-activity by track-
ing a presence of activity on the second channel; and

characterizing a portion of the telephone call based at
least 1n part on the first channel time-in-activity and
the second channel time-1n-activity during the portion
ol the telephone call, wherein the activity comprises
at least one of speech activity and non-speech activity.

2. The computing system of claim 1 wherein the operations
turther include:

depicting each of the first and second channels as a graphi-
cal wavetorm or clustered-frame sequence, wherein the
graphical wavelorms or clustered-frame sequences
chart the first channel time-in-activity and the second
channel time-in-activity as a function of time for the
length of the telephone call.

3. The computing system of claim 2 wherein the operations

turther include:

identifying a pattern in the graphical wavetorms or clus-
tered-frame sequences, wherein identifying a pattern
includes:

identifying a beginning, a middle, and an end of the tele-
phone call;

evaluating an interaction between the first channel and the
second channel, wherein evaluating includes consider-
ing a rate ol interchange between the first channel time-
in-activity and the second channel time-in-activity; and

identifying whether the interaction occurs at the beginning,
middle, or end of the telephone call.

4. The computing system of claim 3 wherein the operations
turther include correlating the pattern 1n the graphical wave-
forms or clustered-frame sequences to a specific outcome of
the telephone call to determine a call classification of the
telephone call.

5. The computing system of claim 4 wherein the operations
turther include factoring in R-factor and MOS score metrics
to determine a call classification of the telephone call.

6. The computing system of claim 1 wherein the portion of
the telephone call 1s categorized according to a plurality of
categorization options, the categorization options compris-
ng:

a first channel monologue when there 1s predetermined
amount of first channel time-1n-activity that corresponds
to speech and a relatively insubstantial second channel
time-1n-activity that corresponds to speech;
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a conversation when there 1s a predetermined rate of inter-
change between the first channel time-in-activity that
corresponds to speech and the second channel time-1n-
activity that corresponds to speech; and

a collision when there 1s coinciding first channel time-1n-
activity and the second channel time-in-activity.

7. The computing system of claim 1 wherein the portion of
the telephone call 1s categorized according to a plurality of
categorization options, the categorization options compris-
ing: an Interactive Voice Response, a wrong number, or an
exchange of information.

8. The computing system of claim 1 wherein the audio
signal of the telephone call 1s a live telephone call.

9. The computing system of claim 1 wherein the audio
signal of the telephone call 1s a pre-recorded file.

10. The computing system of claim 1 wherein the opera-
tions further include applying:

at least one filter to the audio signal, wherein each of the at
least one filter attenuates signals with frequencies above
or below a predetermined cutoil frequency.

11. The computing system of claim 1 wherein the first and
second channels comprise a client channel and an agent chan-
nel.

12. The computing system of claim 1 wherein the length of
the telephone call comprises a plurality of frames, and the
monitoring of the first channel time-in-activity and the second
channel time-in-activity are each done 1n each frame of the
plurality of frames.

13. The computing system of claim 1 wherein the non-
speech activity 1s a ring tone, a dual-tone multi-frequency
tone (DTMLF), or music.

14. A method 1n a computing system for analyzing a tele-
phone call without transcribing or saving to disk, the method
comprising;

identifying, by a computing system, a telephone call to
monitor;

receving, by the computing system, an audio signal of the
telephone call, wherein the audio signal of the telephone
call that 1s rece1ved 1s not transcribed, and wherein the a
first channel and a second channel are carried by the
audio signal;

monitoring, by the computing system, a first channel time-
in-activity by tracking on the first channel when there 1s
activity;

monitoring, by the computing system, a second channel
time-1n-activity by tracking on the second channel when
there 1s activity; and

characterizing, by the computing system, a portion of the
telephone call based at least 1n part on the first channel
time-1n-activity and the second channel time-1n-activity
during the portion of the telephone call, wherein the
activity comprises at least one of speech activity and
non-speech activity.

15. The method of claim 14 wherein the portion of the
telephone call 1s categorized according to a plurality of cat-
egorization options, the categorization options comprising:

a first channel monologue when there 1s a predetermined
amount of first channel time-in-activity corresponding
to speech and a relatively insubstantial amount of second
channel time-in-activity corresponding to speech;

a conversation when there 1s a predetermined rate of inter-
change between the first channel time-1n-activity corre-
sponding to speech and the second channel time-1in-
activity corresponding to speech; and

a collision when there 1s coinciding first channel time-1n-
activity and second channel time-in-activity.
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16. The method of claim 14 wherein the portion of the
telephone call 1s categorized according to a plurality of cat-
egorization options, the categorization options comprising:
an Interactive Voice Response when a predetermined
amount of second channel time-1n-activity correspond-
ing to speech and a relatively msubstantial first channel
time-1n-activity corresponding to speech at the begin-
ning of the telephone call are 1dentified;
a wrong number when a predetermined amount of first
channel time-in-activity and a relatively insubstantial
second channel time-1n-activity at the beginning of the
telephone call are 1dentified;
an exchange of first channel information when predeter-
mined rate of interchange between the first channel
time-1n-activity corresponding to speech and the second
channel time-1n-activity corresponding to speech at the
beginning of the telephone call are 1dentified;
a reading of terms and conditions or a description of prod-
ucts or services when a predetermined amount of second
channel time-1n-activity corresponding to speech 1n the
middle of the telephone call 1s identified; and
an end-of-call thrash when a predetermined rate of inter-
change between the first channel time-in-activity corre-
sponding to speech and the second channel time-1in-
activity corresponding to speech at the end of the
telephone call 1s 1dentified.
17. The method of claim 14 further comprising:
depicting each of the first and second channels as a graphi-
cal wavetorm or clustered-frame sequence, wherein the
graphical wavelorms or clustered-frame sequences
chart the first channel time-in-activity and the second
channel time-in-activity as a function of time for the
length of the telephone call.
18. The method of claim 17 further comprising:
identifying a pattern in the graphical waveforms or clus-
tered-frame sequences,
wherein 1dentifying a pattern includes:
identifying a beginning, a middle, and an end of the
telephone call;

evaluating an interaction between the first channel and
the second channel, wherein evaluating includes con-
sidering a rate of interchange between the first chan-
nel time-in-activity and the second channel time-1in-
activity; and

identifying whether the interaction occurs at the begin-
ning, middle, or end of the telephone call.

19. The method of claim 14 further comprising correlating
the pattern in the graphical wavetforms or clustered-frame
sequences to a specific outcome of the telephone call to deter-
mine a call classification of the telephone call.

20. The method of claim 19 further comprising factoring in
R-factor and MOS score metrics to determine the call classi-
fication of the telephone call.

21. The method of claim 14 wherein the audio signal of the
telephone call 1s a live, unrecorded telephone call.

22. The method of claim 14 wherein the audio signal of the
telephone call 1s a pre-recorded file.

23. The method of claim 14 wherein the first channel 1s a
client channel and the second channel 1s an agent channel.

24. The method of claim 14 wherein the length of the
telephone call comprises a plurality of frames, and the moni-
toring of the first channel time-n-activity and the second
channel time-in-activity are each done 1n each frame of the
plurality of frames.

25. The computing system of claim 14 wherein the non-
speech activity 1s a ring tone, a dual-tone multi-frequency

tone (DTMF), or music.
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26. A non-transitory computer readable storage medium
with 1nstructions stored thereon that, when executed by a
computing system, cause the computing system to perform a
method for analyzing a telephone call without transcription,
the method comprising;:

receving, by the computing system, audio signal of the
telephone call, wherein the audio signal of the telephone
call that 1s received 1n real time 1s not transcribed, and
wherein a first channel and a second channel are carried
by the audio signal;

monitoring, by the computing system, a {irst channel time-
in-activity by tracking on the first channel when there 1s
activity;

monitoring, by the computing system, a second channel
time-1n-activity by tracking on the second channel when
there 1s activity; and

characterizing, by the computing system, a portion of the
telephone call based at least 1n part on the first channel
time-1n-activity and the second channel time-1n-activity
during the portion of the telephone call, wherein the
activity comprises at least one of speech activity and
non-speech activity.

277. The non-transitory computer readable storage medium
of claim 26 wherein the portion of the telephone call 1s cat-
egorized according to a plurality of categorization options,
the categorization options comprising:

a first channel monologue when there 1s predetermined
amount of first channel time-in-activity corresponding,
to speech and a relatively msubstantial second channel
time-1n-activity corresponding to speech;

a conversation when there 1s a predetermined rate of inter-
change between the first channel time-1n-activity corre-
sponding to speech and the second channel time-in-
activity corresponding to speech; and

a collision when there 1s coinciding first channel time-1n-
activity and the second channel time-n-activity.

28. The non-transitory computer readable storage medium
of claim 26, wherein the portion of the telephone call 1s
categorized according to a plurality of categorization options,
the categorization options comprising:

an Interactive Voice Response when a predetermined
amount of second channel time-1n-activity correspond-
ing to speech and a relatively imsubstantial first channel
time-1n-activity corresponding to speech at the begin-
ning of the telephone call are 1dentified;

a wrong number when a predetermined amount of first
channel time-in-activity and a relatively insubstantial
second channel time-1n-activity at the beginning of the
telephone call are 1dentified;

an exchange of first channel information when predeter-
mined rate of interchange between the first channel
time-1n-activity corresponding to speech and the second
channel time-1n-activity corresponding to speech at the
beginning of the telephone call are 1dentified;

a reading of terms and conditions or a description of prod-
ucts or services when a predetermined amount of second
channel time-1n-activity corresponding to speech in the
middle of the telephone call 1s 1dentified; and

an end-of-call thrash when a predetermined rate of inter-
change between the first channel time-1n-activity corre-
sponding to speech and the second channel time-in-
activity corresponding to speech at the end of the
telephone call 1s 1dentified.

29. The non-transitory computer readable storage medium

of claim 26 further comprising:

depicting each of the first and second channels as a graphi-
cal wavetorm or clustered-frame sequence, wherein the



US 9,118,751 B2

21

graphical wavelorms or clustered-frame sequences
chart first channel time-in-activity and the second chan-
nel time-1n-activity as a function of time for the length of
the telephone call.

30. The non-transitory computer readable storage medium
of claim 29 further comprising;

identifying a pattern in the graphical wavetorms or clus-

tered-frame sequences,

wherein 1dentifying a pattern includes:

identifying a beginning, a middle, and an end of the
telephone call;

evaluating an interaction between the first channel and
the second channel, wherein evaluating includes con-
sidering a rate of interchange between the first chan-
nel time-1n-activity and the second channel time-1n-
activity; and

identifying whether the interaction occurs at the begin-
ning, middle, or end of the telephone call.

31. The non-transitory computer readable storage medium
of claim 26 further comprising correlating the pattern in the
graphical waveforms or clustered-frame sequences to a spe-
cific outcome of the telephone call to determine a call classi-
fication of the telephone call.

32. The non-transitory computing system of claim 26
wherein the non-speech activity i1s a ring tone, a dual-tone
multi-frequency tone (D'TMF), or music.

33. A method 1n a computing system for analyzing a tele-
phone call without transcription, the method comprising:

receiving audio signal of the telephone call, wherein a first

channel and a second channel are carried by the audio
signal;

illustrating the first channel as a first clustered-frame rep-

resentation by chronicling a first time-in-activity of the
telephone call, wherein chronicling the first time-1in-
activity includes 1dentifying the presence and duration
of activity on the first channel as a function of time, the
activity comprising at least one of speech activity and
non-speech activity;

illustrating the second channel as a second clustered-frame

representation by chronicling a second time-1n-activity
of the telephone call, wherein chronicling the second
time-1n-activity includes i1dentifying the presence and
duration of activity on the second channel as a function
of time, the activity comprising at least one of speech
activity and non-speech activity; and

identifying an interaction between the first channel and the

second channel by analyzing a rate of interchange
between the first clustered-frame representation and the
second clustered-frame representation.

34. The method claim 33 wherein identifying the interac-
tion 1s further achieved by:
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determiming whether the interaction occurs 1n a beginning,
middle, or end of the telephone call.

35. The method of claim 33 wherein analyzing the rate of

interchange comprises:

detecting a monologue when there 1s a predetermined
amount of time-in-activity corresponding to speech on
only one channel of the at least two channels;

detecting a conversation when there 1s a predetermined rate
of interchange between the first time-in-activity corre-
sponding to speech and the second time-1n-activity cor-
responding to speech;

detecting a call silence when there 1s no first time-in-activ-
ity and no second time-in-activity; and

detecting a collision when there 1s comnciding first time-1n-
activity and the second time-1n-activity.

36. The method of claim 33, wherein the identification of

the 1nteraction 1ndicates:

an Interactive Voice Response when there 1s a predeter-
mined amount of {irst time-1n-activity corresponding to
speech and a relatively insubstantial second time-1in-
activity corresponding to speech at the beginning of the
telephone call;

a wrong number when there 1s a predetermined amount of
first time-1n-activity and a relatively insubstantial sec-
ond time-in-activity at the beginning of the telephone
call;

an exchange of client information when there 1s a prede-
termined rate of interchange between the first time-in-
activity corresponding to speech and the second time-
in-activity corresponding to speech at the beginning of
the telephone call;

a reading of terms and conditions or a description of prod-
ucts or services when there 1s a predetermined amount of
second time-1n-activity corresponding to speech in the
middle of the telephone call; and

an end-of-call thrash when there 1s a predetermined rate of
interchange between the first time-in-activity corre-
sponding to speech and the second time-1n-activity cor-
responding to speech at the end of the telephone call.

377. The method of claim 33 further comprising correlating

the interaction in the clustered-frame representations to a
specific outcome of the telephone call to determine a call
classification of the telephone call.

38. The method of claim 33 wherein the audio signal of the

telephone call 1s a pre-recorded {ile.

39. The method of claim 33 wherein the audio signal of the

telephone call 1s a live, unrecorded telephone call.

40. The computing system of claim 33 wherein the non-

speech activity 1s a ring tone, a dual-tone multi-frequency
tone (DTMF), or music.
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