US009088907B2
a2 United States Patent a10) Patent No.:  US 9,088,907 B2
Mathews et al. 45) Date of Patent: Jul. 21, 2015
(54) NODE FAULT IDENTIFICATION IN 4,726,050 A 2/1988 Menich et al.
WIRELESS LAN ACCESS POINTS 5,389,941 A 2/1995 Yu
5,952,983 A 9/1999 Dearnley et al.
(75) Inventors: Kirk Mathews, Calabasas, CA (US); g’igg’gﬁ i iggggg geh;ston et al
Dirk Gates, Westlake Village, CA (US); 6,326,926 Bl  12/2001 Shoobridge et al.
Michael Rydalch, Saint Anthony, ID 6,329,954 B1  12/2001 Fuchs et al.
(US) 6,374,078 Bl 4/2002 Williams et al.
6,452,565 Bl 9/2002 Kingsley et al.
: _ 6,539,204 Bl 3/2003 Marsh et al.
(73)  Assignee: XIRRUS, INC., Thousand Oaks, CA 6,544,173 B2*  4/2003 Westetal. ................. 600/300
(US) 6,606,059 Bl  8/2003 Barabash
6,646,611 B2 11/2003 Plet et al.
( *) Notice: Subject to any disclaimer, the term of this 6,888,504 B2 5/2005 Chiang et al.
patent 1s extended or adjusted under 35 gagggaggg E% g/{ 3882 [T)llllrh;ml;t al.
. ’ cOoDO
U.S.C. 1534(b) by 618 days. 6963305 B2  11/2005 Knapp
7,057,566 B2 6/2006 Theobold
(21) Appl. No.: 12/141,479 7,103,386 B2 9/2006 Hoffman et al.
7,119,744 B2 * 10/2006 Theobold etal. ...... 343/700 MS
(22) Filed: Jun. 18, 2008 7,136,655 B2* 11/2006 Skafidasetal. ............... 455/450
7,193,562 B2 3/2007 Shtrom et al.
: P 7,202,824 Bl 4/2007 Sanell1 et al.
(65) Prior Publication lata 7.253.783 B2 82007 Chiang et al.
US 2009/0059875 Al Mar. 5, 2009 7,257,107 B2*  8/2007 Swieretal. ... 370/338
7,274,944 B2 9/2007 Lastinger et al.
T 7,280,506 B2 * 10/2007 Linetal. ....................... 370/331
Related U.S. Application Data 7.292,198 B2 11/2007 Shtrom et al.
(60) Provisional application No. 60/944,640, filed on Jun. (Continued)
18, 2007.
(51) Int.Cl Primary Examiner — Guang L1
H0‘-4W. 400 (2009.01) (74) Attorney,  Agent, or  Firm —Francisco  A.
CO6F 11/00 (2006.025) Rubio-Campos; Apogee Law Group P.C.
HO4W 24/06 (2009.01)
(52) U.S. CL (37) ABSTRACT
CPC e HO4W 24/06 (2013.01) ‘ _ _ _
(58) Field of Classification Search A wireless access point array having a plurality of access
USPC 170/33% point radios, a monitor radio and an array controller. The
Qee 7 hcatlonﬁleforcomletesearchhlsto array controller includes processes, methods and functions
PP P 24 for verifying the operation of the access point radios. The
(56) References Cited access point radios may be verified by attempting to establish

U.S. PATENT DOCUMENTS

4,042,935 A
4,649,391 A

8/1977 Ajioka et al.
3/1987 Tsuda et al.

a data connection between the monitor radio and each of the

access point radios.

MNe

l ,LEEH

Inidain Requast for
Fhyslcal
plairtenants or
Replacemini

11 Claims, 11 Drawing Sheets



US 9,088,907 B2

Page 2
(56) References Cited 2005/0003827 Al* 1/2005 Whelan .........ccocceoueenne. 455/454
2005/0020299 Al 1/2005 Malone et al.
U.S. PATENT DOCUMENTS 2005/0025254 Al 2/2005 Awad et al.
2005/0027410 Al1* 2/2005 Kanneretal. ................ 701/19

7358912 Bl  4/2008 Kish et al. 2005/0035919 Al 2/2005 Yang et al.

7362280 B2 4/2008 Kish et al. 2005/0047369 Al* 3/2005 Pecenetal. ... 370/331

7,496,070 B2*  2/2009 Vesuna ................. 370/33 1 2005/0058097 Al 3/2005 Kang et al.

7498996 B2  3/2009 Kish et al. 2005/0058111 A1 3/2005 Hung et al.

7.498.999 B2 3/2009 Shtrom 2005/0073979 Al* 4/2005 Barberetal. ............... 370/338

: 1 am winget etal. ........

7.505.447 B2 3/2009 Kish et al. 2005/0141498 Al* 6/2005 Cam Wing 1 370/389

7,511,680 B2 3/2009 Kish et al. 2005/0213579 A1* 9/2005 Iyeretal. ....ccooovnnenn. 370/395.2

7.525.486 B2 4/2009 Shtrom et al. 2005/0237258 Al 10/2005 Abramov et al.

7567213 B2 7/2009 Liu 2005/0254470 A1  11/2005 Yashar

7646343 B2 1/2010 Shtrom et al. 2005/0255892 Al 11/2005 Wong et al.

7.652.632 B2 1/2010 Shtrom 2006/0038738 Al 2/2006 Shtrom

7.675.474 B2 3/2010 Shtrom et al. 2006/0098616 Al 5/2006 Kish et al.

7,696,946 B2 4/2010 Shtrom 2006/0109799 Al 5/2006 Tseng et al.

7787436 B2  8/2010 Kish et al. 2006/0233280 Al  10/2006 Tynderfeldt et al.

7,864,119 B2 1/2011 Shtrom et al. 2007/0066234 Al 3/2007 Lastinger et al.

8,078,194 B2* 12/2011 Walleyetal. .............. 455/456.1 2007/0178927 Al* &/2007 Fernandez-Corbaton
2001/0033600 Al* 10/2001 Yangetal. ... 375/130 et al. oo, 455/522
2002/0039082 Al 4/2002 Fox et al. 2007/0210974 Al 9/2007 Chiang
2002/0163933 Al 11/2002 Benveniste 2007/0293178 Al  12/2007 Milton et al.

2002/0186678 A 12/2002 Averbuch et al. 2008/0136715 Al 6/2008 Shtrom et al.
20050040319 AL~ 2/2005 - Hansen et al. 2008/0137681 Al 6/2008 Kish et al.
2003/0043073 Al*  3/2003 Grayetal. .......cooeeee 342/465 2008/0221918 Al*  9/2008 Petersen et al. ................... 705/2
2003/0210195 Al 11/2005  Rossman et al. 2008/0225814 Al 9/2008 Thermond et al.
2004/0001429 AL 1/2004 Ma et al 2008/0267151 Al  10/2008 Hartenstein
2004/0005227 Al 1/2004 Cremer et al. - .
_ 2008/0268778 Al* 10/2008 De La Garrigue etal. .. 455/41.2
2004/0000326 AL 472004 Knapp 2008/0274748 Al 11/2008 Lasti t al
2004/0102222 A1*  5/2004 Skafidasetal. ........... 455/562.1 ; 5 HSEL L d
5004/0105412 Al 6/2004 He ot al 2008/0291098 Al  11/2008 Kish et al.
2004/0143681 Al  7/2004 Benveniste 2009/0028095 Al 1/2009 Kish et al.
2004/0157551 Al 8/2004 Gainey et al. 2009§0075606 Al 3/{2009 Shtrom eti
2004/0196813 Al  10/2004 Ofek et al. 2010/0053010 A1 3/2010 Shtrom et al.
2004/0203347 Al  10/2004 Nguyen 2010/0053023 A1 3/2010 Shtrom et al.
2004/0224637 Al 11/2004 Silva et al. 2010/0103065 A1 4/2010 Shtrom et al.
2004/0240424 A1  12/2004 Fong et al. 2010/0103066 A1 4/2010 Shtrom et al.
2004/0242274 Al 12/2004 Corbett et al. 2010/0119002 A1 5/2010 Hartenstein
2004/0259558 Al  12/2004 Shafidas et al. | |
2004/0259563 Al* 12/2004 Morton et al. ............. 455/452.2 * cited by examiner



U.S. Patent Jul. 21, 2015 Sheet 1 of 11 US 9,088,907 B2

112 : 112 Fig. 1

m) .
112

Laptop computer . . )
% O X
112
+°1, (O\ .-
o,é'? a 112
112 .

O a
o Controller L
102 100
. Il 112
112 a /L,*CL
% A
.- % h'""'-.
() N/W IF
2 112

Wireless
ACCesSs
Device

130

Internet
160

—a| Wired Network —H—
120

I

Network Management Systems
140

Wireless
Access
Device

130




U.S. Patent Jul. 21, 2015 Sheet 2 of 11 US 9,088,907 B2

220 222 112

¢ A J
|

Amp Amp Amp Amp
230 230 230 230

Baseband Baseband Baseband Baseband

Processor Processor Processor Processor




U.S. Patent Jul. 21, 2015

Sheet 3 0f 11

Processor
310

Packet
and
Queue
Control

320

Media

Access
Controller
330

Network
Interface

Date

350

Fig. 3

US 9,088,907 B2

Radio
Interface
340




U.S. Patent Jul. 21, 2015 Sheet 4 of 11 US 9,088,907 B2

112

16-Port
Array
Controller

410

410




US 9,088,907 B2

Sheet Sof 11

Jul. 21, 2015

980

U.S. Patent

FIG. S5A



U.S. Patent Jul. 21, 2015 Sheet 6 of 11 US 9,088,907 B2

220

550




US 9,088,907 B2

Sheet 7o0f 11

Jul. 21, 2015

U.S. Patent

575

2 oo onxoo

7,
-/?

7
b4
YN
h

L
&7
[E

i/

¢
q i)
4’7//
||

/

N DN
B 1L

D
=

d)e
RN
9

\J

f},

»
A

ﬁl\

:

A /

00 ooC

—u@

530



U.S. Patent Jul. 21, 2015 Sheet 8 of 11 US 9,088,907 B2

//"7 /R2\ ﬁ\-;\\\ e / \ \\\
‘ R1 ‘ ,’ \| ' R3 - ’ l R1 ,I \| R3 |
S W T T R \ | /
\ \ | ) / / \ | , /
N\ || /! 7/ \ L /
\ O\ /] / \ | /
\\ \ | I / / \\ //
\\\ l/// \ \ | pe
\\ /7, \ '/
AT TN s P
2 S



U.S. Patent Jul. 21, 2015 Sheet 9 of 11 US 9,088,907 B2

..--.(""—
" \

613

610



U.S. Patent Jul. 21, 2015 Sheet 10 of 11 US 9,088,907 B2

780

720h Gigabit Gigabit
g Ethernet RX 450Mbps Port
% _
3
8

ﬂ Connect to A9 Q

720I 720d



U.S. Patent Jul. 21, 2015 Sheet 11 of 11 US 9,088,907 B2

Monitor Radlo 'M“
Not Assoclated
802

804

List of Active

Tune Manitor to Access Point

Next Active Radlos and
Accass Point Thelr
Radio's Channel Respective
Number Channel

803

Numbers

Attempt to
Authenticate and
Associate Monitor
Radlio to Access
Point Radio

806

FIGURE 8

808

Yes 810

No

Attempt to Pass a
Few Packets of

Test Dala

812

Data Correct?

First Attempt

Yes

816 820

Initiate Request for
Physical
Maintenance or
Replacement

Reset Manitor Issue Software
Radio Reset




US 9,088,907 B2

1

NODE FAULT IDENTIFICATION IN
WIRELESS LAN ACCESS POINTS

CROSS REFERENCE TO RELATED
APPLICATIONS

This application claims priority to the provisional patent
applications, Ser. No. 60/944,640, titled “NODE FAULT
IDENTIFICATION IN WIRELESS LAN ACCESS
POINTS,” by Kirk Matthews, Dirk 1. Gates, Michael B.
Rydalch, filed on Jun. 18, 2007, and incorporated herein by
reference.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The mvention relates to wireless data communication sys-
tems and more particularly to systems and methods for
detecting node faults in access points 1n wireless local area
networks.

2. Description of the Related Art

The use of wireless communication devices for data net-
working 1s growing at a rapid pace. Data networks that use
“WikF1” (“Wireless Fidelity”) are relatively easy to 1nstall,
convenient to use, and supported by the IEEE 802.11 stan-
dard. WiF1 data networks also provide performance that
makes WiF1 a suitable alternative to a wired data network for
many business and home users.

WiF1 networks operate by employing wireless access
points to provide users having wireless (or ‘client’) devices in
proximity to the access point with access to data networks.
The wireless access points contain a radio that operates
according to one of three standards specified in different
section of the IEEE 802.11 specification. Radios 1n access
points communicate using omni-directional antennas 1n order
to commumnicate signals with wireless devices from any direc-
tion. The access points are then connected (by hardwired
connections) to a data network system that completes the
users’ access to the Internet.

The three standards that define the radio configurations are:

1. IEEE 802.11a, which operates on the 5 GHz band with

data rates of up to 54 Mbps;

2. IEEE 802.11b, which operates on the 2.4 GHz band with

data rates of up to 11 Mbps; and

3.1IEEE 802.11g, which operates on the 2.4 GHz band with

data rates of up to 54 Mbps.

The 802.11b and 802.11g standards provide for some
degree of 1nteroperability. Devices that conform to 802.11b
may communicate with 802.11g access points. This mterop-
erability comes at a cost as access points will incur additional
protocol overhead if any 802.11b devices are connected.
Devices that conform to 802.11a may not communicate with
either 802.11b or g access points. In addition, while the
802.11a standard provides for higher overall performance,
802.11a access points have a more limited range due to their
operation 1n a higher frequency band.

Each standard defines ‘channels’ that wireless devices, or
clients, use when communicating with an access point. The
802. 1 lb and 802.11g standards each allow for 14 channels. In
IEEE Std. 802.11a-1999, 200 channels are defined; each
channel centered every S MHz from 5000 MHz to 6000 MHz.
The 802.11a standard currently allows for 12 channels 1n the
US. The 14 channels provided by 802.11b and g include only
3 channels that are not overlapping. The 12 channels provided

by 802.11a are non-overlapping channels. The FCC 1s

expected to allocate 11 additional channels 1 the 5.47 to

5.725 GHz band.
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Some WiFi1or IEEE 802.11 wireless network access points
often contain multiple independently operating bi-directional
radio communications nodes. Wireless access point nodes
can and do fail for a variety of reasons as diverse as random
1onizing radiation disrupting an electronic component, timing
or race conditions 1n the tens of thousands of lines of software
and programmable hardware code, and actual component
failure due to ageing, thermal cycling, or manufacturing tol-
erance or error. One advantage of multi-radio access points 1s
that they provide fault tolerant communication between the
access point and 1ts associated clients. When one or more
radios fail, the remaiming radios can continue to provide com-
munications service to the clients associated with the access
point.

In order to reduce system degradation, there 1s a need to
reliably 1dentity failed nodes and reactivate or replace them.
Present methods of determining failure rely on monitoring
data communications between the access points and their
clients and reporting the presence or absence of transferred
data. However, access point clients typically operate n a
relatively autonomous manner when choosing a particular
access point node with which to associate. For this reason a
lack of associated clients may not, by itself, be a reliable
method of failure identification.

There 1s aneed for systems and methods that more reliably
identify failed nodes, and to reactivate or replace them.

BRIEF DESCRIPTION OF THE FIGURES

The components in the figures are not necessarily to scale,
emphasis instead being placed upon illustrating the principles
of the mvention. In the figures, like reference numerals des-
ignate corresponding parts throughout the different views.

FIG. 1 1s a block diagram of a network that uses a wireless
access device.

FIG. 2 1s a block diagram of a transcerver module 1n the
wireless access device 1n FIG. 1.

FIG. 3 1s a block diagram of a controller in the wireless
access device shown 1n FIG. 1.

FIG. 4 1s a diagram 1llustrating the formation of sectors by
the wireless access device of FIG. 1.

FIGS. 5A-E are diagrams illustrating examples of cover-
age patterns formed by an example of the wireless access
device of FIG. 1.

FIG. 6 A 1s a diagram of a wireless access device of FIG. 1
labeled by radio type and number.

FIG. 6B shows coverage patterns formed by the different
radio types on the wireless access device.

FIG. 7 1llustrates operation of a wireless access device.

FIG. 8 1s a flowchart illustrating operation of an example
method for identifying node faults.

DETAILED DESCRIPTION

FIG. 11sablock diagram of network 10 that uses a wireless
access device 100 to provide client devices (or “‘stations”™),
such as a laptop computer 20, access to data network services
available on the Internet 160. The wireless access device 100
1s connected to a wired network 120, which may provide a
connection to the Internet 160 or other network. Depending
on the number of stations and the size of the area of coverage,
the network 10 may include additional wireless access
devices 130. A network management system 120 may be used
to configure and manage the wireless access devices 100, 130.

The wireless access device 100 1n FI1G. 1 has a substantially
circular structure 108 and includes a array controller 102, a
plurality of transcerver modules 110, and a network interface
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114. The transcerver modules 110 contain one or more trans-
ceivers, radios, for example, and each transceiver 1s con-
nected to an antenna 112. The transcerver modules 110 are
also connected to the array controller 102, which operates to
configure the transceiver modules 110 and manage any com-
munications connections involving the transceivers.

The wireless access device 100 shown 1n FIG. 1 has sixteen
antennas 112. One of ordinary skill 1n the art will appreciate
that any number of antennas may be used. The antennas 112
that correspond to the transcervers in the transceiver modules
110 are disposed near the perimeter of the substantially cir-
cular structure 108 of the wireless access device 100. The
antennas 112 are preferably directional antennas configured
to transmit and receive signals communicated in a radial
direction from the center of the wireless access device 108.
Each antenna 112 covers a portion of the substantially circu-
lar area surrounding the wireless access device 100 called a
“sector” S1. The total area covered by all of the sectors defines
a 360° area of coverage of the wireless access device 100.
This means that a station 20 located 1n a sector of the area of
coverage would be able to communicate wirelessly with the
antenna 112 corresponding with that sector. Multi-sector cov-
erage 1s discussed in more detail below with reference to
FIGS. 5A-SE.

The network 10 1n FIG. 1 implements well-known stan-
dards and protocols used to communicate over the Internet
160. The transceivers 1n the wireless access device 100 1n
FIG. 1 communicate with stations 20 1n accordance with the
IEEE 802.11 standard (802.11a, 802.11b, 802.11¢g), which is
incorporated herein by reference. The remainder of this speci-
fication describes operation of examples of the wireless
access device 100 1n the context of systems that implement
IEEE 802.11a, b, or g. However, the present invention 1s not
limited to systems that implement any particular standard.
The wireless access device 100 may operate according to any
current or future standard, such as for example, the forthcom-
ing IEEE 802.11n.

The wireless access device 100 1n FIG. 1 has four trans-
ceiver modules 110. Each transcerver module 110 contains
four transceivers, each of which 1s programmable. In a pre-
terred configuration, three of the four transceivers (shown 1n
FIG. 1 with antennas labeled ‘a”) 1n each transceiver module
110 are designated to operate as 802.11a radios. The remain-
ing transcerver (shown in FIG. 1 with antenna labeled ‘abg’)
may be programmed to operate according to any of 802.11a,
b, or g. Each transceiver i1s configured to operate on an
assigned channel. The channel may be one of the twelve
channels available using the 802.11a standard or one of the
fourteen channels available using the 802.11b/g standard.

The wireless access device 100 communicates with sta-
tions 20 wirelessly. The stations 20 may be any device
enabled to communicate wirelessly with the wireless access
device 100 such as, without limitation, laptop computers,
mobile telephones (1or voice-over-LAN, or VOWLAN appli-
cations), personal digital assistants, handheld computers, etc.
In examples described here, the stations are enabled to oper-
ate 1 accordance with one or more of the 802.11 standards.
When the station 20 enters the coverage area of the wireless
access device 100, 1t may send a request to connect to the
access point 160. The wireless access device 100 may per-
form an authentication process 1 a login session. Once
authenticated, the user of the station 20 may be connected to
the Internet 160.

FI1G. 2 1s a block diagram of a transceiver module 210 that
may be implemented 1n the wireless access device 100 shown
in FIG. 1. The transceiver module 210 includes four radios,
one of which 1s an ‘abg’ radio 220 and three of which are ‘a’
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radios 222. All four radios 220, 222 include an amplifier 230,
a radio signal processor 240, and a baseband processor 250.
The four radios 220, 222 communicate with a transceiver
module interface 260, which allows the transceiver module
210 to communicate with the rest of the wireless access
device. One of ordinary skill 1n the art will appreciate that four
radios 220, 222 are shown as an example. The transceiver
module 210 may also have one, two, or any number of radios.

Hach radio 220, 222 connects to an antenna 212, which
transmits and receives radio signals received from the ampli-
fier 230. As described with reference to FIG. 1, the antennas
212 are directional antennas, which concentrate signal power
in one direction. Directional antennas can therefore cover
greater distances than omni-directional antennas used 1n typi-
cal wireless access devices. The multiple radios with radially
disposed directional antennas advantageously provides a
360° coverage pattern that 1s larger than that of radios with
omni-directional antennas used 1n current access points.

The baseband processor 250 processes the digital data that
1s e1ther being received or transmitted by the radio 220, 222.
The baseband processor 250 implements protocols required
for such functions as assembling/disassembling payloads.
The baseband processor 250 performs the digital functions
required to implement the 802.11 standard. Preferably, the
baseband processor 250 1s programmable and may be config-
ured for any of the three standards (802.11a, 802.11b,
802.11g). One example of a baseband processor 250 that may
be implemented 1s the Agere WL.64040.

The radio signal processor 240 modulates signals to be
transmitted and demodulates signals that have been recerved.
Theradio signal processor 240 1s preferably programmable to
implement either the modulation schemes specified by
802.11b/g or 802.11a. One example of a radio signal proces-
sor 240 that may be implemented 1s the Agere WL54040.

The amplifier 230 generates the radio signal to be trans-
mitted by the transcerver 220, 222 and amplifies signals being
received by the antenna 212. One example of an amplifier that
may be implemented 1n the transcerver module 210 1s the
S1Ge Semiconductor SE2535L for the 5 GHz or 802.11a
radios, and the S1Ge Semiconductor SE2525L for the 2.4
GHz or 802.11b/g radios.

In the transcerver module 1n FIG. 2, the amplifier 230, radio
signal processor 240, and/or baseband processor 250 may be
programmable so that the array controller 102 (1in FIG. 1) may
control the transcerver module 200 1n a manner that provides
certain features. For example, the array controller 102 (in
FIG. 1) may control the amplifiers 230 1n a manner that makes
the coverage pattern of the wireless access device 102 larger
or smaller depending on the needs of the implementation. In
addition, the baseband processor 250 may communicate
information (such as signal strength) about the radio connec-
tion between the wireless access device 100 and the stations
20.

It 1s noted that the following description refers to transcerv-
ers as radios. Those of ordinary skill in the art will appreciate
that the term “radi1o” 1s not intended as limiting the transceiver
to any particular type.

FIG. 3 1s a block diagram of an array controller 300 that
may be implemented 1n the wireless access device 100 shown
in FIG. 1. The array controller 300 includes a processor 310,
a packet and queue controller 320, a medium access control-
ler 330, a radio interface 340, and a data network interface
350.

The processor 310 provides computing resources to the
wireless access device. The processor 310 may be any suit-
able custom or commercial microprocessor, microcontroller,
computing chip or other type of processor. The array control-
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ler 300 also includes supporting circuitry for the processor
310 such as clock circuitry, I/O ports, memory (including
Read Only Memory, or ROM, Random Access Memory, or
RAM, Flash memory, Programmable Rom or PROM, eftc.),
direct memory access, etc. The processor 310 may also man-
age a bus system for communicating with 1ts support circuitry
and with the packet and queue controller 320, data network
interface 350 and medium access controller 330. In one
example, the processor 310 1s a Motorola 8540 800 MHz
CPU supported by 64 MB expandable system FLASH
memory, 128 MB DDR 333 expandable system RAM, and a
serial interface (RS232-RJ45 connector). An optional secu-
rity co-processor may also be mcluded.

The data network 1ntertace 350 includes input/output cir-
cuitry for communicating over a data network. The array
controller 300 implements standards and protocols that allow
for communication over the Internet. The data network inter-
tace 350 preferably allows for the highest possible speed
connection. In one example, the data network interface 350
includes primary and secondary Gigabit Ethernet interfaces,
a Fast Ethernet interface, and failover support between the
Gigabit

Ethernet interfaces.

The packet and queue controller 320 handles receiver and
transmitter queues, performs DMA functions, resolves frag-
mentation, and performs packet translation. The medium
access controller 330 provides all IEEE 802.11 MAC services
for transceivers. For the wireless access device 100 1n FIG. 1,
the medium access controller 330 provides 802.11 MAC
services for as many as sixteen transcervers. Both the packet
and queue controller 320 and the medium access controller
330 are preferably implemented as application specific inte-
grated circuits (ASIC).

The array controller 300 performs the programmed func-
tions that control the wireless access device 100 as an access
point. Functions and features of the operations that the array
controller 300 performs include:

1. General implementation IEEE

functionality.

2. Non-blocking packet processing from/to any radio inter-
face. In typical wireless access devices that employ a
single, omni-directional radio, a packet that 1s being
transmitted may block other packets from access to the
medium. This may occur 1n either direction. Stations
typically transmit packets to an access point when the
medium 1s not busy. If the medium 1s busy with packets
from other stations, for example, the packet 1s blocked.
Similarly, the access point may be attempting to send a
packet to a station. If other packets are being sent to
another station, the original packet 1s blocked from
access to the medium. In the wireless access device 100,
when a station 1s blocked from communicating a packet
to one radio, it may switch to another radio that 1s not
blocked. If the wireless access device 100 1s blocked
from sending a packet via one radio, it may switch to
another radio.

3. Dynamic automatic channel assignment. The array con-
troller 300 1implements algorithms and/or other schemes
for assigning channels of the 802.11 standards to the
multiple radios. Channels are allocated to radios in a
manner that reduces adjacent channel interference
(ACI).

4. Directional awareness of where a wireless station 1s in
geographic relationship to the wireless access device
100. The array controller 300 recetves information such
as signal strength, and for each station, may keep track of
how the signal strength changes over time. In addition,
even 1f one radio i1s locked 1n and *“connected” to a

802.11 Access Point
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station, another radio may receive signals and thus, “lis-
ten” to the station. The signal strength 1n relation to the
specific radios gathering signal information provide the
array controller with suificient information to create a
directional awareness of the location of the wireless
station.

5. Station mobility services whereby a station can instantly
roam from one sector to another without requiring re-
authentication of the station. As a wireless station moves
in the coverage area space of the wireless access device,
the signal strength sensed by the array controller
changes. As the signal strength of the station becomes
weaker, the radio associated with the adjacent sector
locks 1n and “connects” with the station without requir-
ing re-authentication.

6. Wireless quality of service.
7. Enhanced load balancing of wireless stations.

8. Constant RF monitoring of channel conditions and secu-

rity threats

9. Wireless Security processing

10. Internal Authentication Server. Typically, authentica-
tion takes place at a server or router that 1s wired to the
access points. In the wireless access device 100, authen-
tication may be done by the array controller 300.

11. Wired Networking protocol support.

12. System failover handling and error handling. Because
sectors overlap, when a radio fails, the adjacent radios
may lock in with stations being handled by the failed
radio. In some examples of the wireless access device
100, the array controller 300 may increase power to
adjacent sectors to ensure coverage in any area covered
by the failed sector. In addition, when multiple access
devices are deployed, one wireless access device may
increase power and expand a sector to cover area left
without service when a radio fails in an adjacent wireless
access device.

13. System management functions.

As discussed above, examples of wireless access devices
and systems that employ wireless access devices described 1n
this specification (without limitation) operate 1n the wireless
L AN environment established by the IEEE 802.11 standard-
ization body. The IEEE 802.11 standards including (without
limitation):

IEEE 802.11 1999 Edition (ISO/IEC 8802-11:1999) IEEE
Standards for Information Technology—Telecommuni-
cations and Information Exchange between Systems—
Local and Metropolitan Area Network—Specific
Requirements—Part 11: Wireless LAN Medium Access
Control (MAC) and Physical Layer (PHY) Specifica-
tions

IEEE 802.11a-1999 (8802-11:1999/Amd 1:2000(E)),

IEEE Standard for Information technology—Telecom-
munications and information exchange between sys-
tems—Local and metropolitan area networks—Specific
requirements—Part 11: Wireless LAN Medium Access
Control (MAC) and Physical Layer (PHY) specifica-
tions—Amendment 1: High-speed Physical Layer in the
5> GHz band

IEEE 802.11b-1999 Supplement to 802.11-1999, Wireless
LAN MAC and PHY speciﬁcations Higher speed
Physical Layer (PHY ) extension in the 2.4 GHz band

802.11b-1999/Cor1-2001 IEEE Standard for Information
technology—Telecommunications and 1nformation
exchange between systems—I.ocal and metropolitan
area networks—Specific requirements—Part 11: Wire-

less LAN Medium Access Control (MAC) and Physical
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Layer (PHY) specifications—Amendment 2: Higher-
speed Physical Layer (PHY) extension in the 2.4 GHz
band-Corrigendum]1

IEEE 802.11d-2001 Amendment to IEEE 802.11-1999,
(ISO/IEC 8802-11) Information technology—Telecom-
munications and information exchange between sys-
tems—I ocal and metropolitan area networks—Specific
requirements—Part 11: Wireless LAN Medium Access
Control (MAC) and Physical Layer (PHY) Specifica-
tions: Specification for Operation in Additional Regula-
tory Domains

IEEE 802.1° F.-2003 IEEE Recommended Practice for
Multi-Vendor Access Point Interoperability via an Inter-
Access Point Protocol Across Distribution Systems Sup-
porting IEEE 802.11 Operation

IEEE 802.11g-2003 IEEE Standard for Information tech-
nology—Telecommunications and information
exchange between systems—I.ocal and metropolitan
area networks—Specific requirements—Part 11: Wire-
less LAN Medium Access Control (MAC) and Physical
Layer (PHY) specifications—Amendment 4: Further
Higher-Speed Physical Layer Extension 1n the 2.4 GHz
Band

IEEE 802.11h-2003 IEEE Standard for Information tech-
nology—Telecommunications and Information

Exchange Between Systems—LAN/MAN Specific

Requirements—Part 11: Wireless LAN Medium Access

Control (MAC) and Physical Layer (PHY) Specifica-

tions: Spectrum and Transmit Power Management

Extensions in the 5 GHz band 1n Europe

IEEE 802.111-2004 Amendment to IEEE Std 802.11, 1999
Edition (Reaff 2003). IEEE Standard for Infonnatlon
technology—Telecommunications and information
exchange between system—Local and metropolitan
area networks Specific requirements—Part 11: Wireless

LAN Medium Access Control (MAC) and Physical

Layer (PHY) specifications—Amendment 6: Medium
Access Control (MAC) Security Enhancements

IEEE 802.117-2004 IEEE Standard for Information tech-
nology—Telecommunications and information
exchange between systems—I.ocal and metropolitan
area networks—Specific requirements—Part 11: Wire-

less LAN Medium Access Control (MAC) and Physical
Layer (PHY ) specifications—Amendment 7: 4.9 GHz-5
GHz Operation 1n Japan
All of the above-listed standards are incorporated herein by
reference.

Radios operating under 802.11 may operate in one of two
frequency bands: the 2.4 GHz band and the 5 GHz band. The
IEEE specifies multiple channels within each band (see Table
1). Channels are defined as allocations of frequency spectrum
with specified center frequencies and spacing. For example,
in the 2.4 GHz band there are 14 defined channels starting at
a center frequency of 2.412 GHz and incrementing up to
2.484 GHz at 5 MHz intervals. Channels are considered over-
lapping 11 their bands overlap above a certain power thresh-
old. For instance, in the 2.4 GHzregion each channel operates
with a frequency band of 12 MHz on either side of the center
frequency. So with 14 channels defined with center frequen-
cies 5 MHz apart, several of them are overlapping. In fact,
there are only three channels (channels 1, 6, and 11) that do

not overlap 1 the 2.4 GHz band. Their center frequencies are
2.412 GHz, 2.437 GHz and 2.462 GHz.).

Inthe 5 GHz band, the IEEE Std. 802.11a-1999 defines 200
channels; each channel centered every 5 MHz from 5000
MHz to 6000 MHz. The 802.11a standard currently allows for
12 channels 1n the US. The 12 channels provided by 802.11a
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are non-overlapping channels. The FCC 1s expected to allo-
cate 11 additional channels 1n the 5.47 to 5.725 GHz band.

Those of ordinary skill 1in the art will appreciate that the
channels described herein are for purposes of illustrating an
example and not intended as any limitation on the scope of the
invention. Embodiments of the present invention that are
designed to implement any part of the 802.11 standard may
use any set of channels specified by any part of the IEEE
802.11 standard whether such channels are available now or
in the future.

TABL.

(L]

1

IEEE 802.11 U.S. Radio Channel Assignments

IEEE ROZ2.11 A SEE 802.11 B/G

(5.0 GHz Band) (2.4 GHz Band)
Channel Frequency Channel Frequency
Number (MHz) Number (MHz)

36 5180 1 2412
40 5200 2 2417
44 5220 3 2422
48 5240 4 2427
52 5260 5 2432
56 5280 6 2437
60 5300 7 2442
64 5320 8 2447
149 5745 9 2452
153 5765 10 2457
157 5785 11 2462
161 5805 12 2467

13 2472

14 2484

The wireless access device 100 1in FIG. 1 assigns channels
to the sixteen radios 1n a manner that enhances performance,
throughput, coverage area and capacity. Typical access points
use one radio with a coverage area defined by an omni-
directional antenna and assigned to a single channel. There-
fore, all of the users 1n the coverage area tune 1n to the same
channel 1n order to commumnicate with the access point. In the
wireless access device 100 in FIG. 1, each radio forms a
different sector defining a portion of a substantially circu-
larly-defined coverage pattern. In addition, each radio 1is
assigned a unique channel so that no two radios 1n one device
communicate over the same channel.

FIG. 4 1s a diagram 1llustrating the formation of sectors by
the wireless access device of FIG. 1. The wireless access
device 100 has 16 radios 412 divided into groups of four
radios 412 mounted on each of four transcerver modules 410.
An array controller 402 1s located roughly 1n the center of the
wireless access device 100 where 1t connects with each of the
four transcerver modules 410 at inter-module connections
408. The inter-module connections 408 contain communica-
tion paths (via a bus or set of signal paths on a connector) that
implement the iterface between the array controller 402 and
the radios 412. One of ordinary skill in the art will appreciate
that the wireless access device 100 may have more or fewer
than 16 radios. For example, 1n other embodiments, the wire-
less access device 100 has 4 radios (e.g. three ‘abg’ uni-
directional radios and one ‘abg’ ommi-directional) or 8 radios
(e.g. Tour ‘a’ umidirectional radios, three ‘abg’ unidirectional
radios, one ‘abg’ omni-directional radio) or even 24 radios
(anywhere from 16-24 “a’ radios and 0-8 ‘abg’ radios). The
number of radios 1s not important so long as multiple radios
may be configured to provide a 360° coverage area.

As discussed, each radio 412 contains a directional antenna
configured to establish a coverage area 1n a sector 450 that
radiates out from the wireless access device 100. The radios
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412 may be individually controlled such that when they are all
operating they may form a coverage pattern that surrounds the
wireless access device 100. The coverage pattern created by
the wireless access device 100 may be similar to coverage
patterns created by existing access points that use one radio
radiating out of an omni-directional antenna. However, the
wireless access device 100 1n FIG. 4 uses sixteen radios 412
radiating out of more powerful directional antennas to create
a coverage pattern area that 1s significantly greater than that of
a typical access point. In addition, the sectors 450 created by
the radios 412 1n the wireless access device 100 advanta-
geously overlap to provide features not currently available 1n
typical access points. The radios 412 are also programmable
such that they may be controlled to operate at power levels
that allow for coverage patterns that are suited to the layout of
the implementation. Examples are discussed below with ref-
erence to FIGS. SA-LE.

InFI1G. 5A, awireless access device 100 1s implemented in
an 1mplementation I with all of the radios in the wireless
access device 100 configured to communicate with stations
within a coverage area 502. The radios 1n the wireless access
device 100 form sectors. A first sector 330 1s shown with an
adjacent sector 540 along with an area of overlap 350 formed
by the overlap of the first and second sectors 330, 540. FIG.
5A illustrates one of many advantages that the wireless access
device 100 has over typical access points. The wireless access
device 100 includes programmable and configurable control
over the operation of the radios on the wireless access device
100. When deployed, the wireless access devices 100 may be
configured to create a coverage pattern that 1s suitable for by
the exact implementation I. For example, in FIG. SA, the
coverage pattern 502 has been configured to conform to the
implementation I. The wireless access device 100 may be
configured such that the radios that create a set of coverage
patterns 522, 524, 526, 528, 530 that project towards a side
580 communicate signals at a lower power limiting the extent
of the coverage area created by each radio. This 1s 1llustrated
by a set of middle sectors 524,526,528 covering less distance
than outer sectors 522, 530, which cover the corners or the
implementation I along the side 580. This implementation I
advantageously substantially limaits the ability for a station to
connect from beyond the wall along the side 580 of imple-
mentation 1.

FIG. 5B illustrates how the wireless access device 100 may
be configured to provide special features 1n a specific imple-
mentation. In FIG. 5B, the wireless access device 100 1s
implemented 1n a space 370 1n which the resident desires to
have wireless Internet access. The space 570 1s located with
one side 5390, which faces an open and public area from which
hackers or otherwise unauthorized users may attempt to gain
access to the Internet via the wireless access device 100. The
wireless access device 100 may be used to provide users in the
space 570 with access to the Internet while limiting access by
those on the other side of 590. One way as 1llustrated 1n FIG.
5B 1s to place the wireless access device 100 along the side
590 and turn off radios that would create sectors on the other
side of 590, and turn on the radios that create sectors in the
space 570. Such an implementation would yield a coverage
pattern similar to the one shown 1n FIG. 5B.

FI1G. 5C shows how the wireless access device 100 may be
configured to limit the affects of obstacles that may cause
reflections 1n the radio signals. Reflections 1n typical access
points may cause multi-path interference. When radio signals
reflect oif of obstacles, the reflections may reach the station as
different signals coming from different directions, or multiple
paths. The wireless access device 100 may be configured to
avold multi-path interference by configuring the radios to

10

15

20

25

30

35

40

45

50

55

60

65

10

avold generating sectors that could reach the obstacle. In FIG.
5C, the wireless access device 100 1s shown generating sec-
tors 520, 540, but not generating any sectors in the direction
of obstacle 575.

FIG. 5D llustrates how overlapping sectors may be used to
provide radio frequency failover so that stations do not lose
connectivity when aradio fails, or 1s otherwise unavailable. In

FIG. 5D, wireless access device 100 has three radios creating
a sector each (R1, R2, R3). In FIG. 5E, the wireless access

device 100 has lost the radio associated with sector R2. How-
ever, sectors R1, R2, R3 advantageously overlap. The wire-
less access device 100 may switch stations 1n sector R2 that
were connected via the radio that generated sector R2 to the
radios that created either of sectors R1 or R3.

FIG. 6A 1s a diagram of a wireless access device 100 of
FIG. 1 labeled by radio type and number. Radios that com-
municate, or are configured to communicate, as 802.11a
radios only are labeled ‘a.” Radios that may be programmed or
configured to commumnicate using 802.11a, b, or g radios are
labeled ‘abg.’” The twelve ‘a’radios 610 (al-al2) are assigned
a unique one of the twenty-three channels available under the
802.1a standard. Three of the four ‘abg’ radios are assigned
the three non-overlapping channels available under the
802.11b/g standards. The fourth ‘abg’ radio 1s implemented
as an omni-directional radio 1n listen mode exclusively.

FIG. 6B shows coverage patterns formed by the different
radio types on the wireless access device. The twelve ‘a’
radios 610 each have a coverage area emanating in a sector
that spreads out more than 30°. The sectors of the twelve ‘a’
radios 610 may combine to form a substantially circular
802.11a coverage pattern 620. Preferably, the sectors are
larger than 30° in order to create overlap between the sectors,
such as for example, the overlap 650 between sectors 630 and

640. F1G. 6B also shows the three ‘abg’ radios 611 with the
coverage arca of more than 120°. The sectors combine to
provide a 360° coverage pattern. However, each sector 1s
more than 120° to create overlap between the sectors. The
fourth ‘abg’ radio 613 1s configured as an omni-directional
radio able to communicate 1n all directions. The fourth ‘abg’
radio 613 1s used as a monitor or a snitfer radio in a listen-only
mode. This radio listens to each channel 1n sequence to build
a table of all stations and access devices. This table may be
compared to an administrator controlled list of allowed sta-
tions and access devices. Stations and access devices not in
the administrator controlled list are termed rogues. One func-
tion performed by the fourth ‘abg’ radio 613 1s to detect
unauthorized stations 1n the coverage area.

In an example implementation, the fourth ‘abg’ radio (or
‘M’ radio) 613 may be used in the following node fault iden-
tifying functions:

1. Connecting the ‘M’ radio 613 1n the access point array
sequentially to each of the other radios 1n the access
point array in order to verily proper operation of each
radio within the access point.

11. Connecting the ‘M’ radio 613 1n the multi-radio multi-
band access point array sequentially to each of the other
radios in the access point 1n order to verily proper opera-
tion of each radio within the access point on each of 1ts
bands.

111. Connecting the ‘M’ radio 613 1n the multi-radio multi-
band access point array sequentially to each of the other

radios 1n the access point in order to verily proper opera-
tion of each radio within the access point on each of its

bands and to software reset any radio not found to be

properly operational.
1v. Connecting the ‘M’ radio 613 in the multi-radio multi-

band access point array sequentially to each of the other
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radios 1n the access point 1n order to verily proper opera-
tion of each radio within the access point on each of its
bands and to software reset any radio not found to be

properly operational. If 1t 1s further found that a software
reset does not resolve the problem, an alarm may be sent
to the system administrator so that the radio may be
repaired or replaced.

FIG. 7 1s a diagram of a wireless access device 700 con-
nected wirelessly to a plurality of stations 720a-0 via chan-
nels allocated to the plurality of radios al-al2, afgl-aigd on
the wireless access device 700. The radios are labeled accord-
ing to their type and radio numbers. Inside the circles repre-
senting the radios are numbers identifying the channels
assigned to the radio. As shown, radios al-al2 and afgl-aig4
are assigned channels as shown in Table 2 below:

TABLE 2

Radio

No. Channel Frequency (MHz)
A9 36 5180

Al2 40 5200

A3 44 5220

Ab 48 5240

Al0 52 5260

Al 56 5280

A4 60 5300

A7 64 5320

All 149 5745

A2 153 5765

AS 157 5785

AR 161 5805

M — Monitor radio that

can listen and
transmit on any abg
channel

abgl 1 2412

abg3 6 2437

abg4 11 2462

The radios 1n the wireless access device 700 are advanta-
geously assigned different channels. The radios in FIG. 7 and
the array controller (described above with reference to FIG. 3)
are housed within a single enclosure tightly coupled by digital
bus. The housing provides a central control point for the
sixteen radios that 1s not tethered by any cabled bus.

The stations 720a-0 1n FIG. 7 represents stations attempt-
ing to establish data connections with the wireless access
device 700. The arrows indicate the stations’ ability to con-
nect to a particular radio as well as the ability of the station to
communicate using the appropnate protocol (1.e. 802.11a, b,
or g). To 1llustrate, station 720q 1s a target wireless client
attaching to the wireless access device 700 using protocols
specified by 802.11a. Radios a3, a6, and a7 generate sectors
that preferably overlap such that station 720a may connect to
either one of the three radios. Each radio 1s assigned a unique
channel that does not overlap with any other channel.

Station 720aq may attempt to establish a data connection
with one of the radios a5, a6, or a7. If the radio to which
station 720a connects fails, or 1s otherwise unable to provide
service to station 720a, the array controller 1s able to switch
the connection with station 720a over to one of the adjacent
radios. The IEEE 802.11a, b, and g protocols permit radios to
“listen” to signals being communicated with stations that are
connected to another radio. The array controller may obtain
data such as signal strength and directional awareness and
other factors that allow 1t to determine which radio 1s best
suited to continue communicating with the station 720a.

In an example implementation, a monitor station (““M’
station””) 720b may be configured as a client to actively con-
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nect to each of the other radios 1in the array 1n a sequential
manner. For example, the ‘M’ station 7205 connects to radio
Al (station 72021 FIG. 7) to send and receive a set of packets
of data. The ‘M’ station 7205 then connects to radio A2
(station 720¢) to send and receive another set of packets. The
process continues until the operation of each of the 15 active
radios has been verified. If any of the radios are found to be
inoperable, the radios may first be 1ssued a software reset
command and, 1f the radios remain 1noperable, the radios may
be scheduled for physical maintenance or replacement.

The wireless access device 700 1s connected to a Gigabit
Ethernet port 780, which provides a direct connection to the
user’s network.

FIG. 8 1s a flowchart illustrating operation of an example
method for 1dentifying node faults. At step 802 1n FIG. 8, a
monitor radio, such as the ‘M’ radio 7205 described above
with reference to FIG. 7, 1s configured to be un-associated
with any clients. At step 803, the monitor radio 1s tuned to
either a first, or a next, active access point radio’s channel
number. If the example method in FIG. 8 1s starting, the first
active access point radio’s channel number 1s used. A list of
active access point radios and respective channel numbers
may be retrieved from memory as shown at 804 in FIG. 8.
Such a list may be based on an example list in Table 2 above.

At step 806, an attempt 15 made to authenticate and asso-
ciate the monitor radio as a client of the access point radio
selected from the list 804 1n FIG. 8. Decision block 808
determines whether the monitor radio was successtully asso-
ciated or not. If the monitor radio 1s successtully associated,
the monitor radio attempts to communicate packets of test
data. Decision block 812 checks the data recerved at the
selected access point radio to determine 11 1t was accurately
transmitted. If the data packets were accurately transmitted,
the monitor radio 1s reset at step 816.

IT at decision block 808, the selected access point radio was
not associated successiully, or, if at step 812, the data trans-
mitted by the monitor radio i1s determined to be incorrect,
decision block 814 determines whether this 1s the first attempt
to test the selected access point radio. If 1t 1s the first attempt,
a soltware reset command 1s communicated to the selected
access point radio at step 818. Step 806 may then be repeated.
If decision block 814 determines that 1t was not the first
attempt, a request for physical maintenance or for replace-
ment of the selected access point radio found to be inoperable,
or Taulty, as shown at step 820.

In the described or other example implementations, other
forms of feedback or ways of addressing faulty nodes may be
used. For example, messages may be commumnicated over the
network, logs may be updated, and status reports may be
created or updated. In addition, another access point radio
may be selected to associate with the clients of the access
point radio deemed to be faulty.

Although the controller 300 depicted in FIG. 3 uses
memory, one skilled in the art will appreciate that a substan-
tial part of systems and methods consistent with the present
invention may be stored on or read from other machine-
readable media, for example, secondary storage devices such
as hard disks, floppy disks, and CD-ROMs; a signal recerved
from a network; or other forms of ROM or RAM either
currently known or later developed. Further, although specific
components of wireless access device 100 are described, one
skilled 1n the art will appreciate that a network access device
suitable for use with methods, systems, and articles of manu-
facture consistent with the present mvention may contain
additional or different components.

The foregoing description of an implementation has been
presented for purposes of illustration and description. It 1s not




US 9,088,907 B2

13

exhaustive and does not limit the claimed inventions to the
precise form disclosed. Modifications and variations are pos-
sible 1n light of the above description or may be acquired from
practicing the invention. For example, the described imple-
mentation includes software but the invention may be imple-
mented as a combination of hardware and software or in
hardware alone. Note also that the implementation may vary
between systems. The claims and their equivalents define the
scope of the invention.

What 1s claimed 1s:
1. A method for veritying operation of a plurality of access
point radios 1n a wireless access point array comprising:
establishing a wireless data connection between a monitor
radio and each of the access point radios 1n the wireless
access point array by tuning the monitor radio to each
one of the access point radios;
attempting to authenticate and associate the monitor radio
with each access point radio;
transmitting data packets from the momitor radio to each
one of the access point radios that are successiully asso-
ciated with the monitor radio;
determining 1f the data packets were accurately transmit-
ted:
identifying each of the access point radios with which the
data packets were not accurately transmitted as being
faulty nodes;
for each access point radio 1dentified as being a faulty node:
1ssuing a radio reset of the faulty node;
transmitting data packets from the monitor radio to the
faulty node;
determining 11 the data packets were accurately trans-
mitted; and
if the data packets were not accurately transmitted, 1ni-
tiating a request for maintenance of the faulty node.
2. The method of claim 1 further comprising the step of
identifying each access point radio that failed to associate
with the monitor radio as being a faulty node.
3. The method of claim 2 where the step of identifying each
access point radio further comprises:
for each access point radio 1identified as a faulty node:
1ssuing a radio reset of the faulty node;
attempting to associate the faulty node with the monitor
radio; and
if the faulty node 1s not successtully associated with the
monitor radio, mitiating a request for maintenance of
the faulty node.
4. The method of claim 1 further comprising:
betore the step of establishing a connection with access
point radios, retrieving a list of active access point radios
from a memory storage device; and
performing the steps of establishing the data connection,
transmitting packets to the access point radios, checking
the accuracy of the transmission, and identifying the
faulty nodes for each of the active access point radios 1n
the list.
5. A wireless access point array comprising:
a plurality of access point radios for establishing wireless
data connections with a plurality of stations;
a monitor radio configured to communicate wirelessly with
cach of the plurality of access point radios; and
an array controller connected to the access point radios and
the monitor radio, the array controller configured to:
verily operation of the access point radios by configur-
ing the monitor radio to attempt to establish wireless
data connections with each access point radio;
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identily the access point radios that were unable to com-
municate wirelessly with the monitor radio as faulty
nodes; and

for each access point radio i1dentified as being a faulty
node:
1ssuing a radio reset of the faulty node;
attempting to establish a wireless data connection

with each faulty node; and

for each faulty node unable to communicate wire-

lessly with the monitor radio, mitiating a request
for maintenance.

6. The wireless access point array of claim 5 where the
array controller 1s further configured to transmit data packets
to the access point radios with which the monitor radio was
able to establish connections, to verily the accuracy of the
transmitted data packets, and to identily the access point
radios for which the transmission of the data packets was not
accurate as faulty nodes.

7. The wireless access point array of claim S turther com-
prising;:

a data storage device containing a list of access point radios

in the wireless access point array.
8. A non-transitory computer readable medium having
software for verifying operation of a plurality of access point
radios 1n a wireless access point array comprising:
logic configured for establishing a wireless data connec-
tion between a monitor radio and each of the access point
radios 1n the wireless access point array by tuning the
monitor radio to each one of the access point radios;

logic configured for transmitting data packets to each one
of the access point radios that are successtully associ-
ated with the monitor radio;

logic configured for checking if the data packets were

accurately transmuitted;

logic configured for 1dentifying each of the access point

radios with which the data packets were not accurately
transmitted as being faulty nodes; and
logic configured for:
1ssuing a radio reset of each faulty node with which data
packets were not accurately transmitted;
transmitting data packets from the monitor radio to each
of the faulty nodes;
determining 1f the data packets were accurately trans-
mitted; and
initiating a request for maintenance of each faulty node
with which data packets were not accurately transmiut-
ted.
9. The non-transitory computer readable medium of claim
8 where the logic configured for establishing the data connec-
tion further comprises:
logic configured for attempting to authenticate and associ-
ate the monitor radio with each access point radio; and,

logic configured for 1dentifying access point radios that
failed to associate with the monitor radio as being faulty
nodes.

10. The non-transitory computer readable medium of claim
9 where the logic configured for identifying access point
radios that failed to associate with the monitor radio as being
faulty nodes further comprises:

logic configured for 1ssuing a radio reset of each of the

faulty nodes;

logic configured for attempting to associate each of the

faulty nodes with the monitor radio; and

logic configured for initiating a request for maintenance for

any faulty node not successiully associated with the
monitor radio.
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11. The non-transitory computer readable medium of claim
8 further comprising;:

logic configured for performing before establishing a wire-
less data connection with the access point radios, retriev-
ing a list of active access point radios from a memory 5
storage device; and

logic configured for performing the steps of establishing
the wireless data connection, transmitting packets to the
access point radios, checking the accuracy of the trans-
mission, and 1identitying the faulty nodes for each of the 10
active access point radios 1n the list.
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