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AUTOMATICALLY SELECTING
APPROPRIATE PLATFORM TO RUN
APPLICATION IN CLOUD COMPUTING
ENVIRONMENT

TECHNICAL FIELD

The present invention relates to cloud computing, and more
particularly to automatically selecting an appropriate plat-
form (e.g., 32-bit platform, 64-bit platiorm) to run an appli-
cation deployed 1n the cloud computing environment.

BACKGROUND

In a cloud computing environment, computing 1s delivered
as a service rather than a product, whereby shared resources,
soltware and information are provided to computers and other
devices as a metered service over a network, such as the
Internet. In such an environment, computation, software, data
access and storage services are provided to users that do not
require knowledge of the physical location and configuration
of the system that delivers the services.

Currently, application developers are required to decide
which platform (e.g., 32-bit platform, 64-bit platiorm) to run
their software deployed to the cloud computing environment.
Such a decision has implications on both runtime perfor-
mance as well as eflicient use of memory. For example, in
some circumstances, an application may run faster on a 64-bit
platiorm rather than on a 32-bit platform at a cost of a larger
memory footprint (program using or referencing a greater
amount ol memory while running) Conversely, some appli-
cations run slower 1 a 64-bit environment though they have
access to a greater amount of memory. Most application
developers are not performance and memory experts, and
hence they will have a difficult time 1n selecting the appro-
priate platform to optimize runtime performance and memory
utilization.

BRIEF SUMMARY

In one embodiment of the present invention, a method for
selecting an appropriate platform to run an application
deployed in a cloud computing environment comprises
receiving application binaries. The method further comprises
receiving qualities of service and application requirements. In
addition, the method comprises analyzing the received appli-
cation binaries. Additionally, the method comprises analyz-
ing the recerved qualities of service and application require-
ments. Furthermore, the method comprises selecting, by a
processor, a first platform to run the application to be
deployed 1n the cloud computing environment based on the
analyzing of the recerved application binaries and the analyz-
ing of the received qualities of service and application
requirements.

Other forms of the embodiment of the method described
above are 1n a system and 1n a computer program product.

The foregoing has outlined rather generally the features
and technical advantages of one or more embodiments of the
present invention 1n order that the detailed description of the
present mvention that follows may be better understood.
Additional features and advantages of the present invention
will be described hereimnaiter which may form the subject of

the claims of the present invention.

BRIEF DESCRIPTION OF THE SEVERAL
VIEWS OF THE DRAWINGS

A better understanding of the present invention can be
obtained when the following detailed description 1s consid-
ered 1n conjunction with the following drawings, 1n which:
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FIG. 1 illustrates a network system configured in accor-
dance with an embodiment of the present invention;

FIG. 2 1llustrates a cloud computing environment in accor-
dance with an embodiment of the present invention.

FIG. 3 1llustrates a schematic of an exemplary cloud com-
puting node 1n accordance with an embodiment of the present
invention;

FIG. 4 1s a flowchart of a method for determining the
appropriate platform to run the application prior to the
deployment of the application onto the cloud computing envi-
ronment in accordance with an embodiment of the present
imnvention; and

FIG. 515 a flowchart of a method for validating the decision
ol the platform selected 1n the first phase aiter the application
has been deployed onto the cloud computing environment in
accordance with an embodiment of the present invention.

DETAILED DESCRIPTION

The present invention comprises a method, system and
computer program product for selecting an appropriate plat-
form to run an application deployed 1n a cloud computing
environment. In one embodiment of the present invention, the
appropriate platform (i.e., the ideal runtime environment for
the application to be deployed onto the cloud computing
environment) 1s selected by employing a two phase process,
where the first phase occurs prior to the deployment of the
application onto the cloud computing environment and the
second phase occurs after the application has been deployed
onto the cloud computing environment. In the first phase, the
cloud computing node selects the platiform (e.g., 32-bit plat-
form) that optimizes runtime performance and memory uti-
lization using various factors, such as application binaries,
application metadata and artifacts, and qualities of service
and application requirements. In the second phase, the cloud
computing node determines whether an alternative platform
needs to be implemented for subsequent deployments of the
application to optimize runtime performance and memory
utilization using various factors, such as application runtime
metrics and garbage collection metrics. In this manner, the
cloud computing node automatically selects an appropriate
platiorm (e.g., 32-bit platform, 64-bit platiorm) to optimize
runtime performance and memory utilization thereby remov-
ing the requirement for the user to indicate the type of plat-
form (e.g., memory address bus width) for the target environ-
ment.

While the following discusses the present immvention in
connection with selecting either the 32-bit platform or the
64-bit platiorm, the principles of the present invention may be
applied to selecting any memory address bus width that opti-
mizes runtime performance and memory utilization. A person
of ordinary skall in the art would be capable of applying the
principles of the present invention to such implementations.
Further, embodiments applying the principles of the present
invention to such implementations would fall within the
scope of the present invention.

In the following description, numerous specific details are
set forth to provide a thorough understanding of the present
invention. However, 1t will be apparent to those skilled 1n the
art that the present invention may be practiced without such
specific details. In other instances, well-known circuits have
been shown 1n block diagram form 1n order not to obscure the
present invention in unnecessary detail. For the most part,
details considering timing considerations and the like have
been omitted 1nasmuch as such details are not necessary to
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obtain a complete understanding of the present invention and
are within the skills of persons of ordinary skill in the relevant
art.

It 1s understood 1n advance that although this disclosure
includes a detailed description on cloud computing, imple-
mentation of the teachings recited herein are not limited to a
cloud computing environment. Rather, the embodiments of
the present invention are capable of being implemented in
conjunction with any type of clustered computing environ-
ment now known or later developed.

In any event, the following definitions have been derived
from the ““The NIST Definition of Cloud Computing” by
Peter Mell and Timothy Grance, dated September 2011,
which 1s cited on an Information Disclosure Statement filed
herewith, and a copy of which 1s provided to the U.S. Patent
and Trademark Office.

Cloud computing 1s a model for enabling ubiquitous, con-
venient, on-demand network access to a shared pool of con-
figurable computing resources (e.g., networks, servers, stor-
age, applications, and services) that can be rapidly
provisioned and released with minimal management effort or
service provider interaction. This cloud model 1s composed of
five essential characteristics, three service models, and four
deployment models.

Characteristics are as Follows:

On-Demand Seli-Service: A consumer can unilaterally
provision computing capabilities, such as server time and
network storage, as needed, automatically without requiring
human 1nteraction with each service’s provider.

Broad Network Access: Capabilities are available over a
network and accessed through standard mechanisms that pro-
mote use by heterogeneous thin or thick client platforms (e.g.,
mobile phones, tablets, laptops and workstations).

Resource Pooling: The provider’s computing resources are
pooled to serve multiple consumers using a multi-tenant
model, with different physical and virtual resources dynami-
cally assigned and reassigned according to consumer
demand. There 1s a sense of location independence in that the
consumer generally has no control or knowledge over the
exact location of the provided resources but may be able to
specily location at a higher level of abstraction (e.g., country,
state or data center). Examples of resources include storage,
processing, memory and network bandwidth.

Rapid Elasticity: Capabilities can be elastically provi-
sioned and released, 1n some cases automatically, to scale
rapidly outward and inward commensurate with demand. To
the consumer, the capabilities available for provisioning often
appear to be unlimited and can be purchased in any quantity
at any time.

Measured Service: Cloud systems automatically control
and optimize resource use by leveraging a metering capability
at some level of abstraction appropriate to the type of service
(c.g., storage, processing, bandwidth and active user
accounts). Resource usage can be momitored, controlled and
reported providing transparency for both the provider and
consumer of the utilized service.

Service Models are as Follows:

Software as a Service (SaaS): The capability provided to
the consumer 1s to use the provider’s applications running on
a cloud infrastructure. The applications are accessible from
various client devices through either a thin client interface,
such as a web browser (e.g., web-based e-mail) or a program
interface. The consumer does not manage or control the
underlying cloud infrastructure including network, servers,
operating systems, storage, or even individual application
capabilities, with the possible exception of limited user-spe-
cific application configuration settings.
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Platform as a Service (PaaS): The capability provided to
the consumer 1s to deploy onto the cloud infrastructure con-
sumer-created or acquired applications created using pro-
gramming languages, libraries, services and tools supported
by the provider. The consumer does not manage or control the
underlying cloud infrastructure including networks, servers,
operating systems or storage, but has control over the
deployed applications and possibly configuration settings for
the application-hosting environment.

Infrastructure as a Service (laaS): The capability provided
to the consumer 1s to provision processing, storage, networks
and other fundamental computing resources where the con-
sumer 1s able to deploy and run arbitrary software, which can
include operating systems and applications. The consumer
does not manage or control the underlying cloud infrastruc-
ture but has control over operating systems, storage and
deployed applications; and possibly limited control of select
networking components (e.g., host firewalls).

Deployment Models are as Follows:

Private Cloud: The cloud infrastructure is provisioned for
exclusive use by a single organization comprising multiple
consumers (€.g., business units). It may be owned, managed
and operated by the organization, a third party or some com-
bination of them, and 1t may exist on or oif premises.

Community Cloud: The cloud infrastructure is provisioned
for exclusive use by a specific community of consumers from
organizations that have shared concerns (e.g., mission, secu-
rity requirements, policy and compliance considerations). It
may be owned, managed and operated by one or more of the
organizations in the communaity, a third party, or some com-
bination of them, and 1t may exist on or oif premises.

Public Cloud: The cloud infrastructure 1s provisioned for
open use by the general public. It may be owned, managed
and operated by a business, academic or government organi-
zation, or some combination of them. It exists on the premises
of the cloud provider.

Hybrid Cloud: The cloud infrastructure 1s a composition of
two or more distinct cloud infrastructures (private, commu-
nity or public) that remain unique entities, but are bound
together by standardized or proprietary technology that
enables data and application portability (e.g., cloud bursting
for load balancing between clouds).

Referring now to the Figures 1n detail, FIG. 1 1llustrates a
network system 100 configured in accordance with an
embodiment of the present mvention. Network system 100
includes a client device 101 connected to a cloud computing
environment 102 via anetwork 103. Client device 101 may be
any type of computing device (e.g., portable computing unit,
personal digital assistant (PDA), smartphone, laptop com-
puter, mobile phone, navigation device, game console, desk-
top computer system, workstation, Internet appliance and the
like) configured with the capability of connecting to cloud
computing environment 102 via network 103.

Network 103 may be, for example, a local area network, a
wide area network, a wireless wide area network, a circuit-
switched telephone network, a Global System for Mobile
Communications (GSM) network, Wireless Application Pro-
tocol (WAP) network, a WiF1 network, an IEEE 802.11 stan-
dards network, various combinations thereof, etc. Other net-
works, whose descriptions are omitted here for brevity, may
also be used 1n conjunction with system 100 of FI1G. 1 without
departing from the scope of the present invention.

Cloud computing environment 102 1s used to deliver com-
puting as a service to client device 101 implementing the
model discussed above. An embodiment of cloud computing
environment 102 1s discussed below in connection with

FIG. 2.
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FIG. 2 illustrates cloud computing environment 102 in
accordance with an embodiment of the present invention. As
shown, cloud computing environment 102 includes one or
more cloud computing nodes 201 with which local comput-
ing devices used by cloud consumers, such as, for example,
personal digital assistant (PDA) or cellular telephone 202,
desktop computer 203, laptop computer 204, and/or automo-
bile computer system 203 may communicate. Nodes 201 may
communicate with one another. They may be grouped (not
shown) physically or virtually, in one or more networks, such
as Private, Community, Public, or Hybrid clouds as described
hereinabove, or a combination thereof. This allows cloud
computing environment 102 to offer infrastructure, platiorms
and/or software as services for which a cloud consumer does
not need to maintain resources on a local computing device. A
description of a schematic of an exemplary cloud computing
node 201 1s provided below 1n connection with FIG. 3. It 1s
understood that the types of computing devices 202, 203, 204,
205 shown 1n FIG. 2, which may represent client device 101
of FIG. 1, are intended to be 1llustrative and that cloud com-
puting nodes 201 and cloud computing environment 102 can
communicate with any type of computerized device over any
type of network and/or network addressable connection (e.g.,
using a web browser). Program code located on one of nodes
201 may be stored on a computer recordable storage medium
in one of nodes 201 and downloaded to computing devices
202,203, 204, 205 over a network for use 1in these computing
devices. For example, a server computer in computing nodes
201 may store program code on a computer readable storage
medium on the server computer. The server computer may
download the program code to computing device 202, 203,
204, 2035 for use on the computing device.

Referring now to FIG. 3, FIG. 3 illustrates a schematic of
an exemplary cloud computing node 201 (FIG. 2) in accor-
dance with an embodiment of the present invention. Cloud
computing node 201 1s only one example of a suitable cloud
computing node and 1s not intended to suggest any limitation
as to the scope of use or functionality of embodiments of the
present 1nvention described herein. Regardless, cloud com-
puting node 201 i1s capable of being implemented and/or
performing any of the functionality set forth herein.

In cloud computing node 201, there 1s a computer system/
server 301, which 1s operational with numerous other general
purpose or special purpose computing system environments
or configurations. Examples of well-known computing sys-
tems, environments, and/or configurations that may be suit-
able for use with computer system/server 301 include, but are
not limited to, personal computer systems, server computer
systems, thin clients, thick clients, hand-held or laptop
devices, multiprocessor systems, microprocessor-based sys-
tems, set top boxes, programmable consumer electronics,
network PCs, minicomputer systems, mainframe computer
systems, and distributed cloud computing environments that
include any of the above systems or devices, and the like.

Computer system/server 301 may be described in the gen-
cral context of computer system-executable instructions,
such as program modules, being performed by a computer
system. Generally, program modules may include routines,
programs, objects, components, logic, data structures, and so
on that perform particular tasks or implement particular
abstract data types. Computer system/server 301 may be
practiced in distributed cloud computing environments where
tasks are performed by remote processing devices that are
linked through a communications network. In a distributed
cloud computing environment, program modules may be
located 1n both local and remote computer system storage
media including memory storage devices.
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As shown 1n FIG. 3, computer system/server 301 1n cloud
computing node 201 1s shown 1n the form of a general-pur-
pose computing device. The components of computer sys-
tem/server 301 may include, but are not limited to, one or
more processors or processor unit 302, a system memory 303
and a bus 304 that couples various system components
including system memory 303 to processor unit 302.

Processor unit 302 executes 1nstructions for software that
may be loaded 1nto system memory 303. Processor unit 302
may be a number of processors, a multi-processor core or
some other type of processor, depending on the particular
implementation. A number, as used herein with reference to
an item, means one or more 1tems. Further, processor unit 302
may be implemented using a number of heterogeneous pro-
cessor systems 1n which a main processor 1s present with
secondary processors on a single chip. As another illustrative
example, processor unmit 302 may be a symmetric multi-pro-
cessor system containing multiple processors of the same
type.

Bus 304 represents one or more of any of several types of
bus structures, including a memory bus or memory controller,
a peripheral bus, an accelerated graphics port, and a processor
or local bus using any of a variety of bus architectures. By way
of example, and not limitation, such architectures include
Industry Standard Architecture (ISA) bus, Micro Channel
Architecture (MCA) bus, Enhanced ISA (EISA) bus, Video
Electronics Standards Association (VESA) local bus, and
Peripheral Component Interconnects (PCI) bus.

Computer system/server 301 typically includes a variety of
computer system readable media. Such media may be any
available media that 1s accessible by computer system/server
301, and 1t includes both volatile and non-volatile media,
removable and non-removable media.

System memory 303 can include computer system read-
able media 1n the form of volatile memory, such as random
access memory (RAM) 305 and/or cache memory 306. Com-
puter system/server 301 may further include other removable/
non-removable, volatile/non-volatile computer system stor-
age media. By way of example only, storage system 307 can
be provided for reading from and writing to a non-removable,
non-volatile magnetic media (not shown and typically called
a “hard drive”). Although not shown, a magnetic disk drive for
reading from and writing to a removable, non-volatile mag-
netic disk (e.g., a “floppy disk™), and an optical disk drive for
reading from or writing to a removable, non-volatile optical
disk such as a CD-ROM, DVD-ROM or other optical media
can be provided. In such instances, each can be connected to
bus 304 by one or more data media interfaces. As will be
further depicted and described below, memory 303 may
include at least one program product having a set (e.g., at least
one) of program modules that are configured to carry out the
functions of embodiments of the present invention.

Program/utility 308, having a set (at least one) of program
modules 309, may be stored in memory 303 by way of
example, and not limitation, as well as an operating system,
one or more application programs, other program modules,
and program data. Fach of the operating system, one or more
application programs, other program modules, and program
data or some combination thereof, may include an implemen-
tation of a networking environment. Program modules 309
generally carry out the functions and/or methodologies of
embodiments of the present invention as described herein.

Computer system/server 301 may also communicate with
one or more external devices 310 such as a keyboard, a
pointing device, a display 311, etc.; one or more devices that
enable a user to interact with computer system/server 301;
and/or any devices (e.g., network card, modem, etc.) that
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enable computer system/server 301 to communicate with one
or more other computing devices. Such communication can
occur via I/O mterfaces 312. Still yet, computer system/server
301 can commumnicate with one or more networks such as a
local area network (LAN), a general wide area network
(WAN), and/or a public network (e.g., the Internet) via net-
work adapter 313. As depicted, network adapter 313 commu-
nicates with the other components of computer system/server
301 via bus 304. It should be understood that although not
shown, other hardware and/or software components could be
used 1 conjunction with computer system/server 301.
Examples, include, but are not limited to: microcode, device
drivers, redundant processing units, external disk drive
arrays, RAID systems, tape drives, data archival storage sys-
tems, eilc.

As will be appreciated by one skilled 1n the art, aspects of
the present invention may be embodied as a system, method
or computer program product. Accordingly, aspects of the
present invention may take the form of an entirely hardware
embodiment, an entirely software embodiment (including
firmware, resident software, micro-code, etc.) or an embodi-
ment combining software and hardware aspects that may all
generally be referred to herein as a “circuit,” “module™ or
“system.” Furthermore, aspects of the present invention may
take the form of a computer program product embodied in one
or more computer readable medium(s) having computer read-
able program code embodied thereon.

Any combination of one or more computer readable medi-
um(s) may be utilized. The computer readable medium may
be a computer readable signal medium or a computer read-
able storage medium. A computer readable storage medium
may be, for example, but not limited to, an electronic, mag-
netic, optical, electromagnetic, infrared, or semiconductor
system, apparatus, or device, or any suitable combination of
the foregoing. More specific examples (a non-exhaustive list)
of the computer readable storage medium would include the
tollowing: an electrical connection having one or more wires,
a portable computer diskette, a hard disk, a random access
memory (RAM), a read-only memory (ROM), an erasable
programmable read-only memory (EPROM or flash
memory), a portable compact disc read-only memory (CD-
ROM), an optical storage device, a magnetic storage device,
or any suitable combination of the foregoing. In the context of
this document, a computer readable storage medium may be
any tangible medium that can contain, or store a program for
use by or 1n connection with an instruction execution system,
apparatus, or device.

A computer readable signal medium may include a propa-
gated data signal with computer readable program code
embodied therein, for example, in baseband or as part of a
carrier wave. Such a propagated signal may take any of a
variety of forms, including, but not limited to, electro-mag-
netic, optical, or any suitable combination thereof. A com-
puter readable signal medium may be any computer readable
medium that 1s not a computer readable storage medium and
that can communicate, propagate, or transport a program for
use by or 1n connection with an mnstruction execution system,
apparatus or device.

Program code embodied on a computer readable medium
may be transmitted using any appropriate medium, including
but not limited to wireless, wireline, optical fiber cable, RF,
etc., or any suitable combination of the foregoing.

Computer program code for carrying out operations for
aspects of the present invention may be written 1n any com-
bination of one or more programming languages, including,
an object oriented programming language such as Java,
Smalltalk, C++ or the like and conventional procedural pro-
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gramming languages, such as the C programming language or
similar programming languages. The program code may
execute entirely on the user’s computer, partly on the user’s
computer, as a stand-alone soiftware package, partly on the
user’s computer and partly on a remote computer or entirely
on the remote computer or server. In the latter scenario, the
remote computer may be connected to the user’s computer
through any type of network, including a local area network
(LAN) or a wide area network (WAN), or the connection may
be made to an external computer (for example, through the
Internet using an Internet Service Provider).

Aspects of the present invention are described below with
reference to flowchart illustrations and/or block diagrams of
methods, apparatus (systems) and computer program prod-
ucts according to embodiments of the present invention. It
will be understood that each block of the flowchart illustra-
tions and/or block diagrams, and combinations of blocks in
the tlowchart illustrations and/or block diagrams, can be
implemented by computer program instructions. These com-
puter program instructions may be provided to a processor of
a general purpose computer, special purpose computer, or
other programmable data processing apparatus to produce a
machine, such that the instructions, which execute via the
processor of the computer or other programmable data pro-
cessing apparatus, create means for implementing the func-
tion/acts specified in the flowchart and/or block diagram
block or blocks.

These computer program instructions may also be stored 1n
a computer readable medium that can direct a computer, other
programmable data processing apparatus, or other devices to
function 1n a particular manner, such that the instructions
stored 1n the computer readable medium produce an article of
manufacture including instructions which implement the
function/act specified 1n the flowchart and/or block diagram
block or blocks.

The computer program instructions may also be loaded
onto a computer, other programmable data processing appa-
ratus, or other devices to cause a series of operational steps to
be performed on the computer, other programmable appara-
tus or other devices to produce a computer implemented
process such that the instructions which execute on the com-
puter or other programmable apparatus provide processes for
implementing the function/acts specified 1n the flowchart
and/or block diagram block or blocks.

As stated 1n the Background section, application develop-
ers are currently required to decide which platform (e.g.,
32-bit platform, 64-bit platform) to run their software
deployed to the cloud computing environment. Such a deci-
s1on has implications on both runtime performance as well as
eificient use of memory. For example, 1n some circumstances,
an application may run faster on a 64-bit platform rather than
on a 32-bit platform at a cost of a larger memory footprint
(program using or referencing a greater amount ol memory
while running) Conversely, some applications run slower in a
64-bit environment though they have access to a greater
amount ol memory. Most application developers are not per-
formance and memory experts, and hence they will have a
difficult time 1n selecting the appropriate platform to optimize
runtime performance and memory utilization.

The principles of the present invention provide a means for
a cloud computing node 201 (FIGS. 2 and 3) to automatically
select an appropnate platform (e.g., 32-bit platiorm, 64-bit
platform) to optimize runtime performance and memory uti-
lization thereby removing the requirement for the user to
indicate the type of platform (e.g., memory address bus
width) of their target environment as discussed below in
connection with FIGS. 4-5. In one embodiment, the appro-
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priate platform (i.e., the 1deal runtime environment for the
application to be deployed onto cloud computing environ-
ment 102 of FIGS. 1 and 2) 1s selected by employing a two
phase process, where the first phase (discussed 1n connection
with FI1G. 4) occurs prior to the deployment of the application
onto cloud computing environment 102 and the second phase
(discussed 1n connection with FIG. 5) occurs after the appli-
cation has been deployed onto cloud computing environment
102. FIG. 4 1s a flowchart of a method for determining the
appropriate platform to run the application prior to the
deployment of the application onto cloud computing environ-
ment 102. FIG. 5 1s a tlowchart of a method for validating the
decision of the platform selected 1n the first phase after the
application has been deployed onto cloud computing envi-
ronment 102.

FIG. 4 1s a flowchart of a method 400 for determining the
appropriate platform to run the application prior to the
deployment of the application onto cloud computing environ-
ment 102 in accordance with an embodiment of the present
invention.

Referring to FI1G. 4, 1n conjunction with FIGS. 1-3, 1n step
401, cloud computing node 201 receives application binaries
(c.g., Java® class files, binaries written 1n non-interpreted
programming languages) from the user.

In step 402, cloud computing node 201 receives applica-
tion metadata and artifacts. Metadata refers to data providing,
information about one or more aspects of the data, such as the
purpose of the data, time and date of creation, standards used,
etc. Artifacts refer to the tangible by-products (e.g., use cases,
class diagrams, UML models, design documents) produced
during the development of software.

In step 403, cloud computing node 201 recerves qualities of
service and application requirements. For example, qualities
of service and application requirements guarantee a certain
level of performance. For example, a required bit rate, delay,
ntter, packet dropping probability and/or bit error rate may be
guaranteed.

In step 404, cloud computing node 201 analyzes the
received application binaries in connection with determining,
which platform 1s to be selected to run the application to be
deployed 1n cloud computing environment 102 as discussed
turther below. For example, the analysis may involve deter-
miming whether the application significantly utilizes Bigln-
teger operations that can be optimized 1n a 64-bit platiorm. In
another example, the analysis may involve determining
whether the application utilizes 32-bit native libraries that
may negate the consideration of using a 64-bit platiorm.

In step 405, cloud computing node 201 analyzes the
received application metadata and artifacts 1 connection
with determining which platform 1s to be selected to run the
application to be deployed in cloud computing environment
102 as discussed further below. For example, the analysis may
involve detecting if the application serves as a cache for other
applications. By serving as a cache for other applications, a
larger memory size for the heap may be required thereby
necessitating a platform with a greater memory address bus
width (e.g., 64-bit platform versus a 32-bit platform). In
another example, the analysis may involve determining 1f the
service leverages an internal cache of a target application
server. By leveraging an internal cache of a target application
server, a smaller memory address bus width may be required.

In step 406, cloud computing node 201 analyzes the
received qualities of service and application requirements in
connection with determining which platform 1s to be selected
to run the application to be deployed in cloud computing,
environment 102 as discussed further below. For example, the
analysis may mvolve determining whether the user has speci-
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fied an explicit minimum/maximum memory requirement.
For instance, 11 the minimum and maximum memory require-
ments may be satisfied with a 32-bit platform, then a 32-bit
platform may be selected. However, 11 the minimum memory
requirement requires a 64-bit platform, then a 64-bit platform
may be selected. In another example, the analysis may
involve determining whether there 1s a quality of service that
could not be guaranteed due to the garbage collection pauses
associated with large heaps. Garbage collection may have a
nondeterministic 1mpact on execution time by potentially
introducing pauses nto the execution of a program which are
not correlated with the algorithm being processed. If the
pauses cause the quality of service (e.g., latency) for a given
platiorm (e.g., 32-bit platform) to not be guaranteed, then an
alternative platform (e.g., 64-bit platform) may be selected.

In step 407, cloud computing node 201 selects the platform
(e.g., 32-bit platform) to run the application to be deployed 1n
cloud computing environment 102 based on the analysis dis-
cussed above 1n steps 404-406. In such analysis, an 1nitial
decision 1s made as to select a particular platform (e.g., 32-bit
platform, 64-bit platform) that optimizes runtime perfor-
mance and memory utilization using the factors (e.g., appli-
cation binaries, application metadata and artifacts, and quali-
ties of service and application requirements) discussed above.

In some 1implementations, method 400 may include other
and/or additional steps that, for clarity, are not depicted. Fur-
ther, 1n some 1mplementations, method 400 may be executed
in a different order presented and that the order presented 1n
the discussion of FI1G. 4 1s illustrative. Additionally, 1n some
implementations, certain steps 1 method 400 may be
executed 1n a substantially simultaneous manner or may be
omitted.

After the mnitial deployment of the application onto cloud
computing environment 102, the application runtime metrics
are used to validate the platiform selected by cloud computing
node 201 1n step 407 of method 400. Such validation occurs in
a second phase as discussed below in connection with FI1G. 5.
It the application runtime metrics indicate that the current
environment (1.e., the selected platform) provides optimum
performance, the selected platform will continue to be used
for subsequent deployments of this application. However, 1f
the application runtime metrics indicate that another platform
would enable better performance, then such a plattorm will be
used for subsequent deployments of the application.

FIG. 5 1s a flowchart of a method 500 for validating the
decision of the platform selected 1n the first phase after the
application has been deployed onto cloud computing envi-
ronment 102 1n accordance with an embodiment of the
present 1nvention.

Referring to FIG. 5, 1n conjunction with FIGS. 1-3, 1n step
501, cloud computing node 201 recerves an indication that the
application has been deployed onto cloud computing envi-
ronment 102.

In step 502, cloud computing node 201 receives applica-
tion runtime metrics and garbage collection metrics to vali-
date the platform selected by cloud computing node 201 1n
step 407 of method 400. Application runtime metrics include
native memory utilization logs which provide information
regarding native memory utilization, where native memory
refers to the memory managed by the operating system. Gar-
bage collection metrics include garbage collection logs that
provide information regarding the process (e.g., rate of col-
lection) in reclaiming garbage or memory occupied by
objects that are no longer 1n use by the program. Garbage
collection, as used herein, refers to any type of automatic
memory management. Garbage collection 1s not to be limited
in scope to the use of garbage collection 1n Java®.
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In step 503, cloud computing node 201 analyzes the gar-
bage collection metrics in connection with validating the
platform selected by cloud computing node 201 1n step 407 of
method 400 as discussed further below. For example, the
analysis may involve determining whether the rate of garbage
collection 1s too fast or slow. I1 1t 1s too slow, then a platform
with a greater memory address bus width may be desired.
Conversely, 11 1t 1s too fast, then a platform with a smaller
memory address bus width may be desired. In another
example, the analysis may involve determining whether the
pause time during the garbage collection 1s acceptable for the
indicated qualities of service. If not, then an alternative plat-
form may be desired.

In step 504, cloud computing node 201 analyzes the native
memory utilization 1n connection with validating the plat-
form selected by cloud computing node 201 in step 407 of
method 400 as discussed further below. For example, the
analysis may involve utilizing native memory utilization logs
which provide information regarding utilization patterns. For
instance, if memory 1s not being utilized greatly, then a plat-
form with a smaller memory address bus width may be
desired.

In step 305, cloud computing node 201 analyzes the quality
of service results by correlating the memory usage with the
received application runtime metrics in connection with vali-
dating the platform selected by cloud computing node 201 1n
step 407 of method 400 as discussed further below. For
example, the analysis may involve determining whether the
qualities of service are being met 1n worst case situations
where garbage collection pauses occur. If such qualities of
services are not being met, then an alternative platform may
be desired.

In step 506, a determination 1s made by cloud computing
node 201 as to whether to select an alternative the platform to
support subsequent deployments of the application based on
the analysis discussed above 1n steps 503-505. In such analy-
s1s, a decision 1s made as to whether an alternative platform to
the one 1itially selected 1n step 407 of method 400 needs to
be implemented for subsequent deployments of the applica-
tion to optimize runtime performance and memory utilization
using the factors (e.g., application runtime metrics, garbage
collection metrics) discussed above.

If an alternative platform 1s to be used to optimize runtime
performance and memory utilization for subsequent deploy-
ments of the application, then, 1n step 507, cloud computing
node 201 selects an alternative platform to be used for sub-
sequent deployments of the application.

If, however, an alternative platform 1s not to be used to
optimize runtime performance and memory utilization for
subsequent deployments of the application, then, 1n step 308,
the mitially selected platform 1s continued to be used for
subsequent deployments of the application.

In this manner, the 1nitial selection of the platform to run
the application deployed on cloud computing environment
102 1s validated using actual user load.

In some implementations, method 500 may include other
and/or additional steps that, for clarity, are not depicted. Fur-
ther, 1n some 1mplementations, method 500 may be executed
in a different order presented and that the order presented 1n
the discussion of FIG. 3 1s illustrative. Additionally, 1n some
implementations, certain steps 1 method 500 may be
executed 1n a substantially simultaneous manner or may be
omitted.

The descriptions of the various embodiments of the present
invention have been presented for purposes of 1llustration, but
are not intended to be exhaustive or limited to the embodi-
ments disclosed. Many modifications and variations will be
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apparent to those of ordinary skill in the art without departing
from the scope and spirit of the described embodiments. The
terminology used herein was chosen to best explain the prin-
ciples of the embodiments, the practical application or tech-
nical improvement over technologies found in the market-
place, or to enable others of ordinary skill i the art to
understand the embodiments disclosed herein.

The invention claimed 1s:

1. A computer program product embodied 1n a non-transi-
tory computer readable storage medium for selecting an
appropriate platform to run an application deployed 1n a cloud
computing environment, the computer program product com-
prising the programming instructions for:

recerving application binaries;

recerving qualities of service and application require-

ments;

analyzing said received application binaries;

analyzing said received qualities of service and application

requirements; and

selecting a first platform to run said application to be

deployed 1n said cloud computing environment based on
said analyzing of said received application binaries and
said analyzing of said received qualities of service and
application requirements;

wherein application runtime metrics are used to validate

said first platform selected to run said application,
wherein a second platiorm 1s selected to run said appli-
cation 1n response to said application runtime metrics
indicating that said second platifor would enable better
performance.

2. The computer program product as recited in claim 1
further comprising the programming instructions for:

recerving application metadata and artifacts; and

analyzing said recerved application metadata and artifacts.

3. The computer program product as recited in claim 2
turther comprising the programming instructions for:

selecting said first platform to run said application to be

deployed 1n said cloud computing environment based on
said analyzing of said recerved application binaries, said
analyzing of said recerved qualities of service and appli-
cation requirements and said analyzing of said received
application metadata and artifacts.

4. The computer program product as recited 1n claim 1
further comprising the programming instructions for:

receving said application runtime metrics and garbage

collection metrics to validate said selection of said first
platform.

5. The computer program product as recited in claim 4
turther comprising the programming instructions for:

analyzing said garbage collection metrics;

analyzing native memory utilization; and

analyzing said qualities of service by correlating memory

usage with said received application runtime metrics.

6. The computer program product as recited 1n claim 3
further comprising the programming instructions for:

selecting said second platform based on said analyzing of

said garbage collection metrics, said analyzing of said
native memory utilization and said analyzing of said
qualities of service by correlating said memory usage
with said recerved application runtime metrics.

7. The computer program product as recited 1n claim 1,
wherein said first platform 1s one of a 32-bit platform and a
64-bit platiorm.

8. A system, comprising:

a memory unit for storing a computer program for selecting,

an appropriate platform to run an application deployed
in a cloud computing environment; and
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a processor coupled to said memory unit, wherein said
processor, responsive to said computer program, com-
Prises:
circuitry for receiving application binaries;
circuitry for receiving qualities of service and applica-
tion requirements;

circuitry for analyzing said recerved application bina-
ries;

circuitry for analyzing said recerved qualities of service
and application requirements; and

circuitry for selecting a first platform to run said applica-
tion to be deployed in said cloud computing environ-
ment based on said analyzing of said received applica-
tion binaries and said analyzing of said received
qualities of service and application requirements;

wherein application runtime metrics are used to validate
said first platform selected to run application, wherein a
second platform 1s selected to run said application 1n

response to said application runtime metics indicating
that said second platform would enable better perfor-
mance.
9. The system as recited 1n claim 8, wherein said processor
turther comprises:
circuitry for recerving application metadata and artifacts;
and circuitry for analyzing said receirved application
metadata and artifacts.
10. The system as recited in claim 9, wherein said proces-
sor further comprises:
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circuitry for selecting said first platform to run said appli-
cation to be deployed 1n said cloud computing environ-
ment based on said analyzing of said received applica-
tion binaries, said analyzing of said recerved qualities of
service and application requirements and said analyzing,
of said received application metadata and artifacts.

11. The system as recited 1n claim 8, wherein said proces-

sor further comprises:

circuitry for receiving said application runtime metrics and
garbage collection metrics to validate said selection of
said first platform.
12. The system as recited in claim 11, wherein said pro-
cessor further comprises:
circuitry for analyzing said garbage collection metrics;
circuitry for analyzing native memory utilization; and
circuitry for analyzing said qualities of service by corre-
lating memory usage with said received application
runtime metrics.
13. The system as recited in claim 12, wherein said pro-
cessor further comprises:
circuitry for selecting said second platiorm based on said
analyzing of said garbage collection metrics, said ana-
lyzing of said native memory utilization and said ana-
lyzing of said qualities of service by correlating said
memory usage with said received application runtime
metrics.
14. The system as recited in claim 8, wherein said first
platform 1s one of a 32-bit platform and a 64-bit platform.
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