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(57) ABSTRACT

A distributed storage system 1s provided. The distributed
storage system includes multiple front-end servers and zones
for managing data for clients. Data within the distributed
storage system 1s associated with a plurality of accounts and
divided imto a plurality of groups, each group including a
plurality of splits, each split being associated with a respec-
tive account, and each group having multiple tablets and each
tablet managed by a respective tablet server of the distributed
storage system. Data associated with different accounts may
be replicated within the distributed storage system using dif-
terent data replication policies. There 1s no limit to the amount
of data for an account by adding new splits to the distributed
storage system. In response to a client request for a particular
account’s data, a front-end server communicates such request
to a particular zone that has the client-requested data and
returns the client-requested data to the requesting client.
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Variabie Padial Data Replication

L]
-
-

iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii

FProvide a distriputed storage system, wherein data within the distributed |
storage system is associated with a plurality of accounts and divided into a|
olurality of groups, each group including a plurality of splits and each spilit |
being associated with a respective account :

253

Livide data associated with a first account and data associaled with a
second account into a Tirst set of splits and a second set of spiits, 5
respeciively, wherein the first account and second account have different
data replication policies :

iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii

iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii

Add each of the first sef of splits and the second set of spliis to a
respeciive group of spiits, wherein there 1S no group inciuding a member o
the first set of splits and a member of (he second set of splils :

257

Create a predefined number of replicas for each group of splits that |
ncludes a member of the first set of splits and allocate the replicas within |
the distributed storage system in accordance with a data replication policy |

associated with the first account f

7~ £

Creatle a predefined numuper of rephicas for eacn group of splils that
includes a member of the second set of splits and ailocate the replicas |
within the distributed storage system in accordance with a data replication |
policy associated with the second account 5

-
iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii

Figure 22
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Addition of Splifs to An Account
351
Provide a distribuied storage system, wherein dala within the disiribuled |
siorage system is associated with a plurality of accounts and divided into a |
plurality of groups, each group including a plurality of splits and each split |
being associated with a respective account

- 353

igentity a first split associaied with an accouni, wherein the first split is a
member of a first group of sphits and the first split has a data range
parameter indicating hat more data can pe added (o the first split and &
spiif size ndicating an actual amount of dala in the Tirst spitt

L]
iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii

~ 300

_—Determine whethef™<{.___ NO
<7 the split size of the first spiithas
R @S hed a predefined limd— .

Yes
~anT

Update the data range parameler in the first split so that no data can be
addead to the first spif

iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii

< I}
iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii

Create a second split for the account, wherein the second split includes a |
data range parameter indicating that more data can be added to (he ‘
second split

- 301

Add the second spiif 1o a second group of spiils

- 303

Replicate the second group of splits within the distributed sforage system
in accordance with a data replicalion policy associated with the account |

-
iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii

Figure 38
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External Dala ACcess Servics 451
Frovide a distribuied storage system, wherein data within the disiributed
sforage system 18 associated with a plurality of sccounts and dgivided into a
| ’ ' ity Of spiils, sach spi
ceing associated with a respective account, and each group having
muitipie {ablels and sach tablet managed by a respective tablet server of
the distributed siorage sysiem

iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii

Recelve a data access reqguest from a client, wherein the data access
r@quesi NCIUdes a ic}gmai identifier of data associated with an account

- identity one or more spiill identifiers associaled with the logical ideniifier in |

accordance with the data access reguest, wherein each spiit identifier
eniifies a spii associated with the account

For each of the entified one or more spiit identifiers:
~457-7

Ednify 2 r'u éentiﬁer! wherein the gmu dentifier
corresponds (0 a group of spliis

RESTEN

. Select one of the multiple tabiets assacaated with the
sdentn‘aed group based on nformation about the tablel servers
* managing the muitap!a tablels

~457-5

Communicate with the tablet server that manages the
seiected tablet for the spiit csrrespmdmg o the spiit identifier

iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii

887 -7

Receive the split from the tablet server

iiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiiii

Forward the splits from the respective tablet servers {0 the reguesting
chient

Figure 453
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1

ORGANIZING DATA IN A DISTRIBUTED
STORAGE SYSTEM

RELATED APPLICATIONS

This application claims priority to U.S. Provisional Appli-
cation Ser. No. 61/649,806, filed May 21, 2012, entitled
“Organizing Data 1n a Distributed Storage System,” which 1s
incorporated by reference herein 1n 1ts entirety.

TECHNICAL FIELD

The disclosed implementations relate generally to the man-
agement of a distributed storage system, and 1n particular, to
system and method for organizing a large volume of datain a
distributed storage system.

BACKGROUND

Internet has become a popular venue for people across the
globe to store and exchange information. As the amount of
data managed by the Internet rapidly increases, both individu-
ally and collectively, and the service associated with the data
gets more complicated, it 1s becoming a constant challenge
for an Internet-based service provider to mange such a large
volume of data and render the associated service efliciently in
response to different data access requests by users from any-
where 1n the world.

SUMMARY

In accordance with some embodiments described below, a
method for adding data to a distributed storage system that
includes a plurality of computer servers, each computer
server including one or more processors and memory, 1S pro-
vided. The data within the distributed storage system 1s asso-
ciated with a plurality of accounts and divided 1nto a plurality
of groups, each group including a plurality of splits and each
split being associated with a respective account. The method
includes: 1dentifying a first split associated with an account,
wherein the first split 1s a member of a first group of splits and
the first split has a data range parameter indicating that more
data can be added to the first split and a split size indicating an
actual amount of data 1n the first split; in response to deter-
mimng that the split size of the first split reaches a predefined
limit: updating the data range parameter in the first split so
that no data can be added to the first split; creating a second
split for the account, wherein the second split includes a data
range parameter indicating that more data can be added to the
second split; adding the second split to a second group of
splits; and replicating the second group of splits within the
distributed storage system 1n accordance with a data replica-
tion policy associated with the account.

In accordance with some embodiments described below, a
distributed storage system includes a plurality of zones, each
zone mcluding a plurality of computer servers and each com-
puter server including one or more processors and memory, a
plurality of network links that connects two respective zones,
wherein data within the distributed storage system 1s associ-
ated with a plurality of accounts and divided into a plurality of
groups, each group including a plurality of splits and each
split being associated with a respective account, and a plural-
ity of program, modules, wherein the plurality of program
modules are stored in the memory of a respective computer
server and to be executed by the one or more processors of the
respective computer server. The plurality of program modules
include instructions for: identifying a first split associated
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with an account, wherein the first, split 1s a member of a first
group of splits and the first split has a data range parameter
indicating that more data can be added to the first split and a
split size indicating an actual amount of data in the first split;
in response to determining that the split size of the first split
reaches a predefined limit: updating the data range parameter
in the first split so that no data can be added to the first split;
creating a second split for the account, wherein the second
split includes a datarange parameter indicating that more data
can be added to the second split; adding the second split to a
second group of splits; and replicating the second group of
splits within the distributed storage system in accordance
with a data replication policy associated with the account.

In accordance with some embodiments described below, a
non-transitory computer readable storage medium stores one
or more program modules configured for execution by a
computer server that includes one or more processors and
memory and 1s part of a distributed storage system, wherein
the distributed storage system 1s configured for dividing data
associated with a plurality of accounts mto a plurality of
groups, each group including a plurality of splits and each
split being associated with a respective account. The one or
more programs include instructions for: identifying a first
split associated with an account, wherein the first split 1s a
member of a first group of splits and the first split has a data
range parameter indicating that more data can be added to the
first split and a split size indicating an actual amount of data
in the first split; 1n response to determining that the split size
of the first split reaches a predefined limit: updating the data
range parameter 1n the first split so that no data can be added
to the first split; creating a second split for the account,
wherein the second split includes a data range parameter
indicating that more data can be added to the second split;
adding the second split to a second group of splits; and rep-
licating the second group of splits within the distributed stor-
age system 1n accordance with a data replication policy asso-
ciated with the account.

In accordance with some embodiments described below, a
method for replicating data within a distributed storage sys-
tem that includes a plurality of computer servers, each com-
puter server including one or more processors and memory, 18
provided. The data within the distributed storage system 1s
associated with a plurality of accounts and divided into a
plurality of groups, each group including a plurality of splits
and each split being associated with a respective account. The
method includes: dividing data associated with a first account
and data associated with a second account 1nto a first set of
splits and a second set of splits, respectively, wherein the first
account and the second account have different data replica-
tion policies; adding each of the first set of splits and the
second set of splits to a respective group of splits, wherein
there 1s no group including a member of the first set of splits
and a member of the second set of splits; creating a predefined
number of replicas for each group of splits that includes a
member of the first set of splits and allocating the replicas
within the distributed storage system 1n accordance with a
data replication policy associated with the first account; and
creating a predefined number of replicas for each group of
splits that includes a member of the second set of splits and
allocating the replicas within the distributed storage system 1n
accordance with a data replication policy associated with the
second account.

In accordance with some embodiments described below, a
distributed storage system includes a plurality of zones, each
zone including a plurality of computer servers and each com-
puter server including one or more processors and memory, a
plurality of network links that connects two respective zones,
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wherein data within the distributed storage system 1s associ-
ated with a plurality of accounts and divided into a plurality of
groups, each group including a plurality of splits and each
split being associated with a respective account, and a plural-
ity of program modules, wherein the plurality of program
modules are stored in the memory of a respective computer
server and to be executed by the one or more processors of the
respective computer server. The plurality of program modules
include instructions for: dividing data associated with a first
account and data associated with a second account into a first
set of splits and a second set of splits, respectively, wherein
the first account and the second account have different data
replication policies; adding each of the first set of splits and
the second set of splits to arespective group of splits, wherein
there 1s no group including a member of the first set of splits
and a member of the second set of splits; creating a predefined
number of replicas for each group of splits that includes a
member of the first set of splits and allocating the replicas
within the distributed storage system in accordance with a
data replication policy associated with the first account; and
creating a predefined number of replicas for each group of
splits that includes a member of the second set of splits and
allocating the replicas within the distributed storage system 1n
accordance with a data replication policy associated with the
second account.

In accordance with some embodiments described below, a
non-transitory computer readable storage medium stores one
or more program modules configured for execution by a
computer server that includes one or more processors and
memory and 1s part of a distributed storage system, wherein
the distributed storage system 1s configured for dividing data
associated with a plurality of accounts mto a plurality of
groups, each group including a plurality of splits and each
split being associated with a respective account. The one or
more programs include instructions for: dividing data asso-
ciated with a first account and data associated with a second
account into a first set of splits and a second set of splits,
respectively, wherein the first account and the second account
have different data replication policies; adding each of the
first set of splits and the second set of splits to a respective
group of splits, wherein there 1s no group including a member
of the first set of splits and a member of the second set of
splits; creating a predefined number of replicas for each group
ol splits that includes a member of the first set of splits and
allocating the replicas within the distributed storage system 1n
accordance with a data replication policy associated with the
first account; and creating a predefined number of replicas for
cach group of splits that includes a member of the second set
of splits and allocating the replicas within the distributed
storage system 1n accordance with a data replication policy
associated with the second account.

In accordance with some embodiments described below, a
method for locating data within a distributed storage system
that includes a plurality of computer servers, each computer
server including one or more processors and memory, 1S pro-
vided. The data within the distributed storage system 1s asso-
ciated with a plurality of accounts and divided into a plurality
of groups, each group 1including a plurality of splits, each split
being associated with a respective account, and each group
having multiple tablets and each tablet managed by a respec-
tive tablet server of the distributed storage system. The
method includes: recerving a data access request from a cli-
ent, wherein the data access request includes a logical 1den-
tifier of data associated with an account; identifying one or
more split 1dentifiers associated with the logical identifier in
accordance with the data access request, wherein each split
identifier 1dentifies a split associated with the account; for
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cach of the 1dentified one or more split identifiers: identifying
a group 1dentifier, wherein the group identifier corresponds to
a group of splits; selecting one of the multiple tablets associ-
ated with the identified group based on information about the
tablet servers managing the multiple tablets; communicating
with the tablet server that manages the selected tablet for the
split corresponding to the split identifier; and recerving the
split from the tablet server; and forwarding the splits from the
respective tablet servers to the requesting client.

In accordance with some embodiments described below, a
distributed storage system includes a plurality of zones, each
zone including a plurality of computer servers and each com-
puter server including one or more processors and memory, a
plurality of network links that connects two respective zones,
wherein data within the distributed storage system 1s associ-
ated with a plurality of accounts and divided into a plurality of
groups, each group including a plurality of splits, each split
being associated with a respective account, and each group
having multiple tablets and each tablet managed by a respec-
tive tablet server of the distributed storage system, and a
plurality of program modules, wherein the plurality of pro-
gram modules are stored 1n the memory of a respective com-
puter server and to be executed by the one or more processors
of the respective computer server. The plurality of program
modules include instructions for: receiving a data access
request from a client, wherein the data access request includes
a logical 1dentifier of data associated with an account; 1den-
tifying one or more split identifiers associated with the logical
identifier 1n accordance with the data access request, wherein
cach split i1dentifier i1dentifies a split associated with the
account; for each of the identified one or more split identifi-
ers: 1dentifying a group identifier, wherein the group 1denti-
fier corresponds to a group of splits; selecting one of the
multiple tablets associated with the identified group based on
information about the tablet servers managing the multiple
tablets; communicating with the tablet server that manages
the selected tablet for the split corresponding to the split
identifier; and receiving the split from the tablet server; and
torwarding the splits from the respective tablet servers to the
requesting client.

In accordance with some embodiments described below, a
non-transitory computer readable storage medium stores one
or more program modules configured for execution by a
computer server that includes one or more processors and
memory and 1s part of a distributed storage system, wherein
the distributed storage system 1s configured for dividing data
associated with a plurality of accounts mto a plurality of
groups, each group including a plurality of splits, each split
being associated with a respective account, and each group
having multiple tablets and each tablet managed by a respec-
tive tablet server of the distributed storage system. The one or
more programs include instructions for: recerving a data
access request from a client, wherein the data access request
includes a logical identifier of data associated with an
account; 1dentitying one or more split identifiers associated
with the logical 1dentifier 1n accordance with the data access
request, wherein each split identifier identifies a split associ-
ated with the account; for each of the 1dentified one or more
split 1dentifiers: 1dentifying a group 1dentifier, wherein the
group 1dentifier corresponds to a group of splits; selecting one
of the multiple tablets associated with the identified group
based on mformation about the tablet servers managing the
multiple tablets; communicating with the tablet server that
manages the selected tablet for the split corresponding to the
split identifier; and recerving the split from the tablet server;
and forwarding the splits from the respective tablet servers to
the requesting client.
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BRIEF DESCRIPTION OF DRAWINGS

The aforementioned implementation of the mvention as
well as additional implementations will be more clearly

understood as a result of the following detailed description of 5

the various aspects of the invention when taken 1n conjunction
with the drawings. Like reference numerals refer to corre-
sponding parts throughout the several views of the drawings.

FIGS. 1A through 1G are block diagrams, each 1llustrating,
certain aspects of a distributed storage system in accordance
with some embodiments.

FIGS. 2A and 2B are block diagram and flow chart illus-
trating how data associated with different accounts 1s repli-
cated within the distributed storage system in accordance
with some embodiments.

FIGS. 3A and 3B are block diagram and flow chart illus-
trating how data associated with an account 1s added within
the distributed storage system 1n accordance with some
embodiments.

FIGS. 4A and 4B are block diagram and flow chart illus-
trating how data 1s located within the distributed storage
system 1n response to a data access request from a client 1n
accordance with some embodiments.

FIG. 51s a block diagram 1llustrating the components of the
client 1n accordance with some embodiments.

FIG. 6 15 a block diagram 1llustrating the components of a
front-end server of the distributed storage system 1n accor-
dance with some embodiments.

FI1G. 7 1s a block diagram 1llustrating the components of a

zone ol the distributed storage system in accordance with
some embodiments.

DETAILED DESCRIPTION

FIGS. 1A through 1G are block diagrams, each 1llustrating,

certain aspects of a distributed storage system 1n accordance
with some embodiments. In particular, FIG. 1A depicts a
distributed storage system 100 according to some implemen-
tations of the present application. The distributed storage
system 100 includes a plurality of zones 102-1, 102-2, . . .
102-N at various locations across the world, connected by
network communication links 104-1,104-2, . . . 104-M. In
some embodiments, a zone (such as the zone 1 102-1) corre-
sponds to one or more data centers that are geographically
close to each other. For example, the North American region
may correspond to one zone that includes two data centers,
one located near the Pacific Coast and the other one located
near the Atlantic Coast. Although the conceptual diagram of
FIG. 1A shows a limited number of network communication
links 104-1, etc., typical embodiments would have many
more netwerk eemmumeatlen links. In some embodiments,
there are two or more network communication links between
the same pair of zones, as 1llustrated by links 104-5 and 104-6
between the zone 2 (102-2) and the zone 6 (102-6). In some
embodiments, the network communication links are com-
posed of fiber eptic cable. In some embodiments, some of the
network communication links use wireless technology, such
as microwaves. In some embodiments, each network commu-
nication link has a specified bandwidth and/or a specified cost
for the use of that bandwidth. In some embodiments, each
zone maintains the statistic information about the transfer of
data across one or more of the network communication links
within the distributed storage system 100, including through-
put rate, times of availability, reliability of the links, eftc.
FIG. 1B depicts the components of the distributed storage
system 100 according to some implementations of the present
application. The distributed storage system 100 includes a
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umverse master 106, one or more front-end servers (101-
1,...,101-M), a placement driver 108, and a plurality of
zones (102-1, 102-2, . . ., 102-N). The universe master 106
and the placement driver 108 are responsible for monitoring
the performance of the system 100 and controlling the data
replication/migration between two zones. A zone (102-1,

102-2, . . ., 102-N) typically includes a data store (141-1,
141-2, ..., 141-N) hosting a plurality of tablets (143-1, 143-
2, ..., 143-N), and utilizes a cluster of computer servers,

including a zone master (131-1, 131-2, . . ., 131-N), one or
more location proxies (135-1,135-2,...,135-N), one ormore

tablet servers (133-1,133-2, ..., 133-N) to perform all of the
tablet-related tasks. The data store (141-1,141-2, ..., 141-N)
provides the underlying persistent storage space for data
managed by a corresponding zone (102-1,102-2, ..., 102-N).
In some embodiments, data within the data store (141-1,
141-2, . .., 141-N) are organized into many tablets, which 1s
a basic data unit handled within a particular zone. The zone
master (131-1,131-2, ...,131-N)is responsible for assigning
cach tablet 1n the data store (141-1, 141-2, ... ,141-N) to one
of the tablet servers (133-1, 133-2, ..., 133-N) for handling
read/write requests directed at the tablet based, at least 1n part,
on the CPU and memory usage at the tablet servers. For
example, when the zone master determines that one tablet
server 1s overloaded, it may orchestrate the migration of some
tablets from this overloaded tablet server to other tablet serv-
ers 1n the same zone or maybe even another zone. A location
proxy provides a location-lookup service to another entity
(e.g., a front-end server or a tablet server) such that, for a
given tablet, the location proxy identifies a respective tablet
server that has been chosen for handling the read and write
requests directed at the tablet.

FIG. 1C 1llustrates 1n more detail how different compo-
nents within a zone coordinate with each other to perform
various tablet-related tasks according to some implementa-
tions of the present application. In this example, the zone 102
includes a zone master 131, a plurality of tablet servers (133-
1,133-3), aplurality of location proxy servers (135-1,135-3),
and a data store 141 that includes multiple tablets (141-A,
141-B, ..., 141-7). The zone master 131 has a zone ID 131-1
that uniquely identifies the zone 102 among a plurality of
zones 1n a distributed storage system as shown in Figure 1B.
As will be described below 1n connection with FIG. 1D, the
zone ID 1s used by a front-end server 101 for determining
which zone includes the client-requested data. As described
above, the location proxy servers (135-1, 135-3) provide a
location-lookup service to other enfities. In some embodi-
ments, a location proxy server uses a lookup table to support
the location-lookup service. FIG. 1C depicts an exemplary
lookup table, each row of the table including a tablet 1D 137-1
and a tablet server 1D 137-3. In response to a tablet ID pro-
vided by another entity, the location proxy server returns a
tablet server ID to the requesting entity, which i1dentifies a
tablet server that 1s chosen by the zone master 131 for man-
aging the corresponding tablet associated with the tablet ID.
Accordingly, the requesting entity can communicate with the
identified tablet server with respect to tasks associated with
the tablet. A tablet server 133-3 1s identified by a tablet server
ID 134-1 and further includes tablet metadata 134-3 associ-
ated with the tablets managed by the tablet server 133-3. For
example, the tablet metadata 134-3 includes the tablet IDs of
the tablets managed by the tablet server 133-3. In some
embodiments, the tablet metadata 134-3 also includes infor-
mation about the splits associated with the tablet. A more
detailed description of the relationship between a split and a
tablet 1s provided below in connection with FIG. 1D.
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In some embodiments, the zone master 131 monitors the
performance of the tablet servers (133-1, 133-3) by periodi-
cally (e.g., after every 10 seconds) communicating with the
tablet servers (133-1, 133-3). A tablet server reports to the
zone master 131 its current status information, including 1ts
CPU and memory usage, etc., as well as other information
used for determining the association between a set of tablets
and the tablet server. Based on such information, the zone
master 131 determines whether or not to assign a tablet 1n the
data store 141 to a corresponding tablet server. For example,
the zone master 131 may 1dentily some tablets associated
with one tablet server 133-3, which 1s deemed to be over-
loaded, and assign the identified tablets to another tablet
server 133-1, In addition, the zone master 131 publishes the
updated tablet-to-tablet server map through the location
proxy servers (135-1, 135-3), When another enfity (e.g., a
front-end server or a tablet server) wants to learn which tablet
server 1s responsible for managing a particular tablet, the
entity can query one of the location proxy servers by provid-
ing a tablet ID and receiving a corresponding tablet server 1D
associated with the tablet ID. After identifying a tablet server
for a particular tablet through the location-lookup service, the
entity can communicate with the 1dentified tablet server for
any read/write access requests directed at the tablet.

FIG. 1D 1llustrates how different components within the
distributed storage system 100 interact with each other to
satisiy data access requests from different clients according to
some i1mplementations of the present application. In this
example, the clients (10-1, 10-2) are connected to the distrib-
uted storage system 100 via a network 20 (e.g., Internet) and
they send requests for accessing data hosted by the distributed
storage system 100. In this application, the term “client” may
refer to a client computer (e.g., a desktop/laptop computer or
a mobile device such as a tablet computer or a smartphone)
from which an end user initiates a request for accessing a
piece of data managed by the distributed storage system 100.
Alternatively, the term “client” may refer to a computer server
that provides on-line services (e.g., email or advertising) to
multiple users and uses the distributed storage system 100 for
hosting data associated with the on-line services. In either
case, the distributed storage system 100 1s responsible for
identifving and returming the chent-requested data to the
requesting clients upon receipt of such requests from the
clients. For illustrative purposes, 1t 1s assumed that one of the
clients 1s an on-line advertising service provider and the dis-
tributed storage system 100 hosts data associated with differ-
ent customers of the on-line advertising service provider.

When the client wants to access data associated with a
customer, 1t submits a data access request to a front-end server
101. In some embodiments, different front-end servers
(shown 1n FIG. 1C) are responsible for providing data-related
services to different clients. For example, some of the front-
end servers are configured for handling data access requests
from clients for access email service data and some other
front-end servers are configured for handling data access
requests from clients for access advertising service data. In
some embodiments, data associated with an online service
application 1s further partitioned into multiple portions and
cach front-end server 1s configured for handling a subset of
the data access requests for one or more portions of the data.
In some embodiments, the front-end servers of the distributed
storage system are located at different geographical locations
to provide services to nearby clients that submuit data access
requests associated with different online services. As shown
in FIG. 1D, a client submits a data access request by invoking
an application programming interface (API) accepted by the
front-end server 101. The data access request includes 1den-
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tification information of the one or more customers. In some
embodiments, the data associated with a customer corre-
sponds to a row 1n a data table and the row of customer data 1s
further divided into multiple columns. The data access
request may mclude a row 1dentifier and possibly one or more
column 1dentifiers 11 the client 1s interested 1n accessing data
in the one or more columns associated with each customer.
Upon receipt of the data access request, the front-end server
101 needs to determine where the client-requested data 1s
located in the distributed storage system 100 such as infor-
mation about the zone and tablet(s) that have the client-
requested data.

As shown 1n FIG. 1D, different components in the distrib-
uted storage system 100 are organized into two domains
based on their respective roles: (1) the logical domain includ-
ing the front-end servers (101-1, 101-3) and (11) the physical
domain including the zones (102-1, 102-3). The front-end
servers handle data access requests from the external clients
and use data structures such as the directory map 103-1 and
the group map 103-3 to free the clients from understanding
how data 1s physically stored 1n the distributed storage system
100. In some embodiments, each customer of the on-line
advertising service 1s associated with one directory in the
directory map 103-1. Based on the logical directory identifier
provided by a client, the front-end server 101-1 1dentifies a
particular entry in the director map 103-1, which corresponds
to the particular customer.

To improve the scalability of the distributed storage system
100, data associated with a customer 1s divided into multiple
segments, which are referred to as “splits”, each split having
a umque split ID 1n the directory map 103. As shown 1n FIG.
1D, each directory (e.g., directory 103-1) includes one or
more splits (107-1 and 107-3). The number of splits associ-
ated with a directory 1s determined by the size of data asso-
ciated with a corresponding customer. The more data the
customer has, the more splits the data may be divided into.
When the size of data within a split reaches a predefined
threshold, no more data 1s added to the split and a new split 1s
generated for hosting new data associated with the account. In
some embodiments, there 1s no limit on the size of data for an
account. In other embodiments, the size of data for an account
1s set to a predetermined limit. The predetermined limit may
be determined by the distributed storage system 100 (e.g., a
global limit of the size of data that 1s applied to all accounts),
the application for which the data for the account 1s associated
(e.g., aweb mail application may impose a limit of the size of
data for 1ts accounts that are different than an advertisement
application), and/or may be increased 11 an end user purchases
more storage space for an account. Note that the client (1.¢.,
the on-line advertising service provider) does not need to
know which split(s) has the client-requested data. Instead, the
client specifies the requested data 1n a request using a format
defined by the client-associated online service provider and
the front-end server 101-1 translates the client request into a
set of split IDs that identify the splits including the client-
requested data.

To improve the reliability and efficiency of the distributed
storage system 100, data associated with a customer 1s repli-
cated mnto multiple copies and stored in different tablets of
one or more zones. In other words, the basic data unit for a
particular customer in a front-end server i1s a split and the
basic data unit 1n a zone 1s a tablet. As shown 1in FIG. 1D, a
group 1n the group map 103-2 1s defined to associate a split in
the directory map 103-1 with a plurality of tablets 1n a par-
ticular zone. In this example, the split 107-1 1s a data structure
associating the split ID 108-1 with a group ID 108-7, which
corresponds to an entry 109-1 1n the group map 103-3. The
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split 107-1 also includes a split size 108-3 indicating the
actual amount of data currently within this split range 1ndi-
cator 108-5. As will be described below, the data range indi-
cator 1s used for indicating whether the split has space for
more data or not. When the split runs out of space, a new split
(e.g., split 107-3) will be created for hosting new data asso-
ciated with the account. In this example, the split 107-3 1s
associated with the group 109-3, not the group 109-1. Note
that different splits associated w1th an account may belong to
the same group of splits or different groups of splits. Each
group includes a plurality (e.g., hundreds or even thousands)
of splits associated with ditl

erent accounts and has a pre-
defined group limit. The exact association between a split and
a group 1s dynamically determined based, in part, on the
remaining capacity ol a particular group. In some embodi-
ments, the front-end server tries to add different splits asso-
ciated with the same account to the same group because these
splits are likely to be accessed by a client at the same time and
it 1s probably more convenient for them to be within the same
group and therefore the same set of tablets, which are replicas
of the group. If'the group (e.g., group 109-1) runs out of space,
the front-end server may identify another group (e.g., group
109-3) for the split 107-3. In some embodiments, the data
replication policy 1s defined for each account, the group 109-3
1s chosen for the split 107-3 because 1t has the same number
ol tablets as the group 109-1. In other words, splits associated
with different accounts that have different data replication
policies should be added to different groups with different
numbers of tablets.

In accordance with a data replication policy provided by
the client, a predefined number of 1nstances of the group are
generated 1n the distributed storage system 100, each instance
of the group being referred to as a tablet. As shown in F1G. 1D,
the group 109-1 has a group ID 111-1 (which 1s the same as
the group ID 108-7 1n the split 107-1), a group s1ze 111-3, and
a list of tablet IDs (e.g., tablet IDs 113-1, 113-3) of the group.
Splits associated with different directories (e.g., directory
105-1 and directory 105-3) both belong to the group 109-1,
suggesting that the two accounts corresponding to the two
directories have the same data replication policy. In response
to a client request, the front-end server 101-1 first 1dentifies
one or more split IDs 1n the directory map 103-1, which are
associated with a customer identified by the client request,
and then 1dentifies a group and an associated list of tablet IDs
for each split ID. FIG. 1D depict an embodiment in which
different splits (as identified by the split IDs 107-1 and 107-3)
associated with one customer are assigned to different groups
(the group 109-1 and the group 109-3). This situation happens
when the size of a group reaches a predefined group limit such
that it 1s less efficient to keep all the data associated with one
customer (e.g., multiple splits) 1n one group and therefore one
tablet,

After the front-end server 101-1 1dentifies the tablet IDs 1n
a group of splits that includes the client-requested data, the
process of accessing the client-requested data 1s shifted from
the logical domain to the physical domain, 1.e., a zone that
includes the tablets associated with the identified tablet 1Ds.
In some embodiments, a tablet ID (113-1 or 113-3) includes
arespective zone ID embedded therein. Therefore, after 1den-
tifying the tablet IDs, the front-end server 101-1 also knows
which zone has the client-requested data. As noted above,
cach zone includes one or more location proxy servers that
provide the location-look up service for identilying a particu-
lar tablet server for each tablet. Based on the zone ID included
in a tablet 1D, the front-end server 101-1 submits a query to a
respective location proxy server at a particular zone 1dentified
by the zone ID, the query including one or more tablet 1Ds
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(113-1, 113-3). The location proxy server then returns one or
more tablet server IDs, each tablet server ID i1dentifying a
respective tablet server (e.g., the tablet server 125-1 or the
tablet server 125-3) that has been chosen by the zone master
for managing the data access requests to the particular tablet.
Upon receipt of the one or more tablet server 1Ds, the front-
end sever 101-1 submits a request to a corresponding tablet
server, the request including identification of one or more
splits (e.g., splits 123-1 and 123-3) within the tablet (e.g., the
tablet 121-1). In response to the request, each tablet server
identifies a corresponding tablet 1n the data store and per-
forms the operations to the 1dentified tablet accordingly.

FIG. 1E illustrates how the customer data of an on-line
advertising service 1s divided into multiple splits according to
some embodiments of the present application. The data table
108 1illustrates how the customer data 1s stored 1n a table-like
data structure. As shown 1n the figure, each row 108-1 1n the
data table 108 represents the data associated with a particular
customer whose customer ID 1s a primary key of the data row.
The data row 108-1 includes multiple columns. Some col-
umuns such as the “Customer” column and the “Age™ column
cach have one attribute value whereas some other columns
include an embedded data structure (e.g., the embedded table
108-2). As shown 1n the figure, the data row 108-1 1s divided
into multiple splits (123-A, 123-B, 123-C) to accommodate
the continuing addition of new data to the row, each split
including a subset of the data row. In some embodiments, the
partition of data columns into different splits 1s based on the
relationships between different columns. For example, col-
umuns that are often accessed together are put into one split for
eificiency. An embedded table within a particular column
may be divided into multiple sections with each section
belonging to one split as shown 1n FIG. 1E. As noted above,
cach split has a split ID for uniquely identifying the split. In
some embodiments, the split ID 1s content-addressable. For
example, the split ID may include information about the
customer ID associated with the data row 108-1, the metadata
associated with the split (e.g., the name of the columns 1n the
split), and the customer data stored within the split. With such
content-addressable split ID definition, 1t 1s easy for the front-
end server to determine: (1) which split (and therefore a cor-
responding tablet) has the client-requested data based on the
information in the client request and (1) which split (and
therefore a corresponding tablet) does not have the client-
requested data and can be 1gnored for the particular client
request. As a result, the front-end server only needs to com-
municate with a tablet server that 1s responsible for managing
the tablet. In some embodiments, the split ID includes a range
of string-like keys that correspond to a range of data associ-
ated with a customer.

Referring back to FIG. 1D, a tablet 121-1 may include
splits corresponding to multiple groups of splits (109-1, 109-
3). By including as many groups as possible within a tablet,
the total number of tablets can be reduced, which makes i1t
casier to manage the transactions directed to different groups
that are associated with the same tablet. For example, the
reduction of tablets will consume less messages/resources for
maintaining the relationship between different tablets. There
are fewer entities in the distributed storage system 100 to deal
with. With the reduction of tablets, transactions on a set of
neighboring directories in the directory map will likely be
localized to a single set of tablets at a particular zone and will
therefore be executed as a transaction at a single site (e.g., a
tablet server) instead of transactions at multiple sites that
might mnvolve multiple tablet servers. In some embodiments,
the reduction of tablets makes 1t more likely that a child
director) 1s placed in the same group as its parent directory. By
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doing so, a front-end server can direct a call to the child
directory to the location of the parent directory, which
reduces the size of the required location cache at the front-end
server and allows clients to start up faster since they will have
to load fewer locations. In some embodiments, the location of
the parent directory does not correspond to the location of
location of the child directory. In this case, if the client has a
big payload, it may first send a verification message to the
tablet server that manages the tablet including the parent
directory and determine if the chuld directory 1s co-located 1n
the same tablet. Only after recerving a positive confirmation,
will the client send its payload to the tablet server. All these
performance benefits can significantly reduce the cost of
introducing a new directory to the distributed storage system
and make 1t more likely that clients will map their structures
to directories naturally instead of trying to form larger direc-
tories.

Asshown in FIG. 1D, a tablet server 125-1 further includes
tablet metadata 127-1 associated with tablets (121-1, 121-3)
managed by the tablet server. In this example, the tablet
metadata 127-1 includes a directory-to-group map 127-3 and
group state imnformation 127-5. The directory-to-group map
1277-3 locates a particular group within a tablet for a particular
directory 1n the directory map. The group state information
127-5 includes the state information for a particular group
replica, such as the log data, view information, the list of
group replicas, etc. Given a directory associated with a tablet,
the tablet server can scan the directory-to-group map for an
entry that has the same directory name. Once an entry 1s
identified, the tablet server can access the corresponding
group state information using a group 1D within this entry. In
some embodiments, the tablet server supports the removal of
a range of directories from a tablet by eliminating data asso-
ciated with each directory within the range from the tablet
when removing a directory replica from the tablet.

In some embodiments, one group 1n the distributed storage
system may be split into two or more groups for several
reasons. For example, a tablet containing the group 1s over-
loaded or too large. In this case, splitting the group may help
reduce the load of the tablet 1f, e.g., this group contributes to
a significant fraction of the load or size of the tablet. Some-
times, access patterns for some directories within a group are
very different from access patterns for the rest of the group.
For example, a group may be split into two 1f most directories
in the group are accessed from US, but a particular set of
directories 1n the group are mostly accessed from Furope.

As shown 1n FIG. 1F, the directory set 151 1s associated
with the group 155, which 1s a member of the tablet 157. It 1s
assumed that the directory set 153, which 1s a subset of the
directory set 151 before the movement, will be moved to
another group. To do so, anew group 1s created within each of
the same set of tablets that include the group 155 by making,
a replica of the group 155. After the creation, the new group
can be changed via the normal replica addition or removal. In
this example, the group split 1s implemented as a single-site
transaction on the group 155 and the transaction update 1s
applied at every replica of the group 155. As shown 1n FIG.
1F, at the completion of the transaction, a new group 155-3 1s
created within the tablet 157 and the old group 155 1s updated
to the group 155-1 to retlect the group split such that each
directory in the new directory set 153-1 (which corresponds
to the old directory set 153) 1s associated with the new group
155-3. The metadata associated with the new group 155-3 1s
populated such that it inherits at least a portion of the meta-
data associated with the group 155-1, indicating that the
relationship between the two groups 155-1 and 155-3. By
doing so, the metadata associated with the group 155-1 (e.g.,
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the list of tablet IDs) does not change. It should be noted that
splitting a group does not actually move any user data asso-
ciated with the group. This makes the split fast because the
transaction cost 1s independent of the sizes of the directories
being moved.

Note that splitting the group 155 within the tablet 157 does
not aifect any load at the tablet 157 because the new group
155-3 1s within the same tablet 157 as the original group. In
order to move away some load from the tablet 157, the tablet

157 needs to move some group to another tablet. As shown 1n
FIG. 1G, the tablet 157 includes two groups 155-1 and 155-3,

cach group corresponding to a respective set of directories. In
some embodiments, one group within a tablet 1s moved to
another tablet within the same zone by having the two tablets
sharing some data with each other. In some other embodi-
ments, the target tablet (e.g., the tablet 157-1) reads directly
from the source tablet (e.g., the tablet 157) without going
through a tablet server that 1s responsible for managing the

tablet 157. As such, the movement of groups between two
tablets does not add additional load to the tablet server. In

conjunction with the movement of a group from one tablet to
another tablet, the mapping between a directory (e.g., a mem-
ber in the directory set 153-1) and a source tablet (e.g., the

tablet 157) 1s updated to redirect to a target tablet (e.g., the
tablet 157-1).

FIGS. 2A and 2B are block diagram and flow chart 1llus-
trating how data associated with different accounts 1s repli-
cated within the distributed storage system i1n accordance
with some embodiments. As shown in FIG. 2B, a distributed
storage system 1s provided (251) for managing the data 201
associated with a plurality of accounts, including dividing the
data into a plurality of groups, each group including a plural-
ity of splits and each split being associated with a respective
account. In particular, the data associated with a first account

(e.g., the account 201-1 in FIG. 2A) 1s divided (253) 1nto a
first set of splits (e.g., the splits 203-1 and 203-3 1n FIG. 2A)
and the data associated with a second account (e.g., the
account 201-3 i FIG. 2A) 1s divided (233) into a second set
of splits (e.g., the split 203-5 in FIG. 2A). The distributed
storage system adds (255) each of the first set of splits to a
group of splits (e.g., the group 205-1 1n FIG. 2A) and adds
cach of the second set of splits to a group of splits (e.g., the
group 205-3 in FIG. 2A). In this example, 1t 1s assumed that
the first account and second account have different data rep-
lication policies. For example, the first account may require
that the distributed storage system create three replicas for its
data and allocate the three replicas 1n a zone corresponding to
North America and the second account may require that the
distributed storage system create two replicas for 1ts data and
allocate the two replicas 1n a zone corresponding to Europe.
Since the two accounts have different policies, a member of
the first set of splits cannot be added to the group 2035-3 that
includes a member of the second set of splits. Sitmilarly, a
member of the second set of splits cannot be added to the
group 205-1 that includes a member of the first set of splits. In
other words, there 1s no group 1n the distributed storage sys-
tem that includes both a member of the first set of splits and a
member of the second set of splits.

By allowing each account to have 1ts own data replication
policy, the distribute storage system olfers both tlexibility and
scalability to different types of online service applications
that use the distributed storage system for storing their data.
For example, an account that needs frequent access to 1ts data
from one or more geographical locations may specily such
need 1n 1ts data replication policy so that the distributed stor-
age system may create more replicas for the data associated
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with the account at a zone close to the data accessing locations
and reduce the latency required for a client to access such
data.

As shown 1n FIG. 2A, the distributed storage system cre-
ates (257 1 FIG. 2B) a predefined number (e.g., three) of
replicas for each group of splits (e.g., the group 205-1) that
includes a member of the first set of splits and allocates the
three replicas in a zone (e.g., the zone 207-1) 1n accordance
with the data replication policy associated with the first
account. Inthis example, the zone 207-1 includes three tablets
(209-1, 209-3, 209-5), each being one replica of the group
205-1, and each tablet includes a copy of the first set of splits
assocliated with the first account 201-1. As described above,
cach tablet 1n a zone 1s assigned to a tablet server for manag-
ing data access requests directed to the tablet. In this case, the
three tablets are managed by two tablet servers 211-1 and
211-3. In other words, tablets associated with the same group
of splits may be managed by the same tablet server or differ-
ent tablet servers depending on the load balance of the respec-
tive tablet servers 1n a zone. Similarly, the distributed storage
system creates (259 1 FIG. 2B) a predefined number (e.g.,
two) ol replicas for each group of splits (e.g., the group 205-3)
that includes a member of the second set of splits and allo-
cates the replicas 1n a zone (e.g., the zone 207-3) 1n accor-
dance with the data replication policy associated with the
second account. In this example, the zone 207-3 includes two
tablets (209-7, 209-9), each being a replica of the group
205-3, and each tablet includes a copy of the second set of
splits associated with the second account 201-3 and 1s man-
aged by a respective tablet server (211-5 or 211-7). It should
be noted that the data replication policy of a group of splits 1s
driven by the data replication policies of the different splits 1n
the group, which are driven by the data replication policies of
the accounts associated with the different splits. The distrib-
uted storage system 1s responsible for putting those splits
having the same or similar data replication policies into the
same group to improve the system’s efliciency. In some
embodiments, the enforcement of the account-level (or direc-
tory-level) data replication policy 1s determined by the dis-
tributed storage system based on the availability of resources
at different zones. In other words, 1t 1s possible that the dis-
tributed storage system may not always store splits associated
with a particular account strictly in accordance with the
account’s data replication policy. For example, the splits may
be mitially stored 1n a zone different from a zone defined by
the account’s data replication policy and then moved to the
zone. In this case, the distributed storage system allows an
account to specily 1ts desired placement of the splits associ-
ated with, the account 1n the directory map and will try to
satisty such requirement whenever 1t 1s possible. In some
embodiments, an account, may change 1ts data replication
policy from time to time. For example, an email account user
may temporarily move from North America to Europe. When
the email application detects such movement, 1t. may notify
the distributed storage system to move tablets associated with
L
C

ne email account from a data center 1n North America to a
ata center 1n Europe to provide a better service to the end
user.

FIGS. 3A and 3B are block diagram and flow chart illus-
trating how data associated with an account 1s added within
the distributed storage system 1n accordance with some
embodiments. As noted above, the division of an account’s
data into one or more splits eliminates the data limit for a
particular account managed by the distributed storage system
because the distributed storage system can add new splits to
an account when 1ts existing split runs out of space. As shown
in FI1G. 3B, a distributed storage system 1s provided (351) for
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managing the data 301 associated with a plurality of accounts,
including dividing the data into a plurality of groups, each
group including a plurality of splits and each split being
associated with a respective account. In particular, the data
associated with an account (e.g., the account 301-1 1n FIG.
3A)imtially includes only one (e.g., the split 303 1n FIG. 2A).
As described above 1n connection with FIGS. 2A and 2B, this
split 1s added to a group of splits and replicated within a
particular zone as part of a set of tablets associated with the
group 1n accordance with the data replication policy. As
shown 1n FIG. 3B, the distributed storage system identities
(353) a first split (e.g., the split 303 1n FIG. 3A) associated
with the account. In this example, the first split 1s the split 303
that includes multiple parameters including the data range
parameter 303-1 and the split size parameter 303-3. Note that
the value <inf> of the data range parameter 303-1 indicates
that the split 303 still has space for more data to be added to
the split and the split size parameter 303-3 represents the
actual amount of data 1n the split 303.

In some embodiments, each account has only one split
whose data range parameter has a value of <int>. As shown in
FIG. 3B, the distributed storage system determines (355)
whether the split associated with the account reaches its limit
according to a predefined schedule (e.g., periodically). If not
(355—n0), the distributed storage system stops checking this
account and proceeds to check another account. Otherwise
(355—yes), the distributed storage system will take turther
actions by creating a new split for the account.

As shown 1n FIG. 3A, when the existing split 303 runs out
of space, the distributed storage system updates (357) the data
range parameter 1n the split 303 from <int> to “ABC.” Note
that the expression “ABC” 1s an expression that corresponds
to the actual upper limit of the data within the split 303. From
this parameter, the distributed storage system can tell what
data 1s within each split. In response to a client request for a
particular piece of data, the distributed storage system can use
the data range parameter to determine which split or splits
have the client-requested data. By doing so, the distributed
storage system also marks the first split as not accepting any
new data. The distributed storage system then creates (359) a
second split (e.g., the split 305 1n FIG. 3B) for the account. As
shown 1n FIG. 3B, the second split 305 includes a data range
parameter 305-1 that has a value of <inf>1ndicating that more
data can be added to the second split and a split s1ze parameter
305-3 that grows as more and more data 1s added to the second
split 305. Moreover, the distributed storage system selects a
second group of splits (e.g., the group 307 1n FIG. 3A) for the
second split 305 and adds (361) the second split to a second
group of splits. It should be noted that the second group 307
may be the same group that includes the split 303 or a ditier-
ent one. Finally, the distributed storage system replicates
(363) the second group of splits 1n a particular zone (e.g., the
zone 309 1n FIG. 3A) in accordance with a data replication
policy associated with the account. In this example, the sec-
ond group 307 has two tablets (311-1, 311-3) in the zone 309,
which are managed by two respective tablet servers 313-1 and
313-3. In some embodiments, the creation of a new split for
an account may be triggered by the movement of data within
the distributed storage system, e.g., in response to a change of
the data replication policy. In etther case, the creation of new
splits for the account ensures that the client can add more data
to this account without disrupting the service associated with
the account.

FIGS. 4A and 4B are block diagram and flow chart 1llus-
trating how data 1s located within the distributed storage
system 1n response to a data access request from a client 1n
accordance with some embodiments. As shown in FIG. 4B, a
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distributed storage system 1s provided (451) for managing
data associated with a plurality of accounts, which 1s divided
into a plurality of groups, each group including a plurality of
splits, each split being associated with a respective account,
and each group having multiple tablets and each tablet man-
aged by a respective tablet server of the distributed storage
system. A front-end server (403 1n FIG. 4A) of the distributed
storage system recerves (453) a data access request from a
client (401 1 FIG. 4A). In some embodiments, the data
access request mncludes a logical 1dentifier (e.g., a directory
identifier) of data associated with an account associated with
the client.

Inresponse, the front-end server (403 1n FIG. 4 A) 1identities
(455) one or more split identifiers associated with the logical
identifier 1n accordance with the data access request. As
shown 1n FIG. 4A, the front-end server 403 1dentified two
splits within the directory map 405, they are the split 407-1
and the split 407-3. Each split’s metadata includes a split ID
(409-1, 409-5) that i1dentifies a split associated with the
account. For each of the identified one or more split identifiers
(457), the front-end server 403 identifies (457-1) a group
identifier (e.g., the group 1Ds 409-3 and 409-7 in FIG. 4A),
cach group 1dentifier corresponds to a group of splits. In the
example shown 1n FIG. 4A, the group 1D 409-3 corresponds
to the group 411 of splits that includes a split 411-1 corre-
sponding to the split 407-1 1n the director map 405 and the
group 1D 409-7 corresponds to the group 413 of splits that
includes a split 413-1 corresponding to the split 407-3 1n the
directory map 405. The distributed storage system selects
(457-3) one of the multiple tablets associated with each 1den-
tified group based on information about the tablet servers
managing the multiple tablets. For example, the zone 415
includes two tablets associated with each of the two 1dentified
groups 411 and 413. In particular, the tablet 417 1s identified
tor the group 411 and the tablet 417 includes a split417-1 that
corresponds to the split 407-1 1n the directory map 405. The
tablet 421 1s 1dentified for the group 413 and the tablet 421
includes a split421-1 that corresponds to the split 407-3 1n the
directory map 403. For each selected tablet, there 1s a corre-
sponding tablet, server 1n the zone 415 that 1s responsible for
managing data access requests to the tablet. In this example,
the tablet server 419 1s responsible for managing the tablet
417 and the tablet server 423 1s responsible for managing the
tablet 421. After identifying each tablet server, the front-end
server 403 communicates (457-5) with the tablet server that
manages the selected tablet for the split corresponding to the
split 1identifier for the split associated with the client request
and recerves (457-7) the split from the tablet server. After
receiving the splits from different, tablet servers, the front-
end server forwards (459) the splits from the respective tablet
servers 1o the requesting client 1n satistying the client’s data
access request. It should be noted that the client access
request may be a read-only request or a read-and-write
request. Since each group of splits includes multiple tablets,
any data update to one split within the group should be rep-
licated within each tablet associated with the group.

FIG. 51s a block diagram 1llustrating the components of the
client in accordance with some embodiments. The client 10 1s
a computer server that includes one or more processing units
(CPU’s) 502 for executing modules, programs and/or instruc-
tions stored in the memory 514 and thereby performing pro-
cessing operations; one or more network or other communi-
cations 1interfaces 504; memory 3514; and one or more
communication buses 512 for interconnecting these compo-
nents. In some implementations, the client 10 includes a user
interface 406 comprising a display device 508 and one or
more mput devices 510 (e.g., keyboard or mouse or remote
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control). In some implementations, the memory 514 includes
high-speed random access memory, such as DRAM, SRAM,
DDR RAM or other random access solid state memory
devices. In some implementations, memory 514 includes
non-volatile memory, such as one or more magnetic disk
storage devices, optical disk storage devices, flash memory
devices, or other non-volatile solid state storage devices. In
some 1mplementations, memory 514 includes one or more
storage devices remotely located from the CPU(s) 302.
Memory 514, or alternately the non-volatile memory
device(s) within memory 514, comprises a non-transitory
computer readable storage medium. In some 1mplementa-
tions, memory 514 or the non-transitory computer readable
storage medium ol memory 514 stores the following ele-
ments, or a subset of these elements, and may also include
additional elements:

an operating system 316 that includes procedures for han-
dling various basic system services and for performing
hardware dependent tasks;

a network commumnications module 518 that 1s used for
coupling the client 10 to the distributed storage system
100 via the communication network interfaces 504 and
one or more communication networks (wired or wire-
less), such as the network 20, other wide area networks,
local area networks, metropolitan area networks, and so
on; and

one or more online service applications 520, such as an
online email application 522 that includes a data access
module 522-1 for communicating with the distributed
storage system 100 for exchanging data, an online
advertising application 524 that includes a data access
module 524-1 for communicating with the distributed
storage system 100 for exchanging data, efc.

FIG. 6 15 a block diagram 1llustrating the components of a
front-end server of the distributed storage system 1n accor-
dance with some embodiments. The front-end server 101
includes one or more processing units (CPU’s) 602 for
executing modules, programs and/or instructions stored in the
memory 614 and thereby performing processing operations;
one or more network or other communications interfaces 604;
memory 614; and one or more communication buses 612 for
interconnecting these components. In some implementations,
the front-end server 101 includes an optional user intertace
606 comprising a display device 608 and one or more input
devices 610 (e.g., keyboard or mouse or remote control). In
some 1mplementations, the memory 614 includes high-speed
random access memory, such as DRAM, SRAM, DDR RAM
or other random access solid state memory devices. In some
implementations, memory 614 includes non-volatile
memory, such as one or more magnetic disk storage devices,
optical disk storage devices, tlash memory devices, or other
non-volatile solid state storage devices. In some 1mplemen-
tations, memory 614 includes one or more storage devices
remotely located from the CPU(s) 602. Memory 614, or alter-
nately the non-volatile memory device(s) within memory
614, comprises a non-transitory computer readable storage
medium. In some implementations, memory 614 or the non-
transitory computer readable storage medium of memory 614
stores the following elements, or a subset of these elements,
and may also include additional elements:

an operating system 616 that includes procedures for han-
dling various basic system services and for performing
hardware dependent tasks;

a network communications module 618 that 1s used for
connecting the front-send server 101 to other devices
(e.g., the clients 10 and the other components in the
distributed storage system 100 such as the zones) via the
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communication network interfaces 604 and one or more
communication networks (wired or wireless), such as
the network 20, other wide area networks, local area
networks, metropolitan area networks, and so on;

a plurality of application interface modules 620, such as an
online email application module 622 for exchanging
data with the data access module 522-1 1n the client 10,
an online advertising application module 624 {for
exchanging data with the data access module 524-1 1n
the client 10, etc;

a plurality of directory maps 626, such as an online email
application directory map 628 including a plurality of
records 630 defining the relationship between different
email accounts with their respective splits 1n the distrib-
uted storage system, an online advertising application
directory map 632 including a plurality of records 634
defining the relationship between different advertising
customer accounts with their respective splits in the
distributed storage system, etc; and

a plurality of group maps 636, such as an online email
application directory map 638 including a plurality of
records 640 defining the relationship between different
groups with their respective sets of tablets 1n the distrib-
uted storage system, an online advertising application
directory map 642 including a plurality of records 644
defining the relationship between different groups with
their respective sets of tablets 1n the distributed storage
system, etc.

FIG. 7 1s a block diagram 1llustrating the components of a
zone ol the distributed storage system in accordance with
some embodiments. The zone servers 102 include one or
more processing units (CPU’s) 702 for executing modules,
programs and/or instructions stored in the memory 714 and
thereby performing processing operations; one or more net-
work or other communications interfaces 704; memory 714;
and one or more communication buses 712 for interconnect-
ing these components. In some 1implementations, the zone
servers 102 includes an optional user interface 706 compris-
ing a display device 708 and one or more input devices 710
(e.g., keyboard or mouse or remote control). In some 1mple-
mentations, the memory 714 includes high-speed random
access memory, such as DRAM, SRAM, DDR RAM or other
random access solid state memory devices. In some 1mple-
mentations, memory 714 includes non-volatile memory, such
as one or more magnetic disk storage devices, optical disk
storage devices, flash memory devices, or other non-volatile
solid state storage devices. In some 1mplementations,
memory 714 includes one or more storage devices remotely
located from the CPU(s) 702. Memory 714, or alternately the
non-volatile memory device(s) within memory 714, com-
prises a non-transitory computer readable storage medium. In
some 1mplementations, memory 714 or the non-transitory
computer readable storage medium of memory 714 stores the
following elements, or a subset of these elements, and may
also include additional elements:

an operating system 716 that includes procedures for han-
dling various basic system services and for performing
hardware dependent tasks;

a network communications module 718 that 1s used for
connecting the zone servers 102 to other devices (e.g.,
the front-end servers 101) via the communication net-
work interfaces 704 and one or more communication
networks (wired or wireless), such as the network links
104, other wide area networks, local area networks, met-
ropolitan area networks, and so on;

a zone master server 719 for managing the location proxy
servers 720 and the tablet servers 728 within each zone:
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a plurality of location proxy servers 720, each server (722,
726) further including a location-lookup table 724 for
identifying a map between a respective tablet and a
respective tablet server;

a plurality of tablet servers 728, each server (730, 734)
further including tablet metadata 732 for managing a
plurality of tablets such as the data access requests
directed to the tablets; and

a plurality of tablets 736, each tablet (738, 744) further
including a tablet description 740 and a plurality of splits
742.

Reference has been made 1n detail to implementations,
examples of which are 1llustrated 1n the accompanying draw-
ings. While particular implementations are described, 1t will
be understood 1t 1s not intended to limit the invention to these
particular implementations. On the contrary, the invention
includes alternatives, modifications and equivalents that are
within the spirit and scope of the appended claims. Numerous
specific details are set forth 1n order to provide a thorough
understanding of the subject matter presented herein. But 1t
will be apparent to one of ordinary skill in the art that the
subject matter may be practiced without these specific details.
In other instances, well-known methods, procedures, compo-
nents, and circuits have not been described 1n detail so as not
to unnecessarily obscure aspects of the implementations.

Although the terms first, second, etc. may be used herein to
describe various elements, these elements should not be lim-
ited by these terms. These terms are only used to distinguish
one element from another. For example, first ranking criteria
could be termed second ranking criteria, and, similarly, sec-
ond ranking criteria could be termed first ranking criteria,
without departing from the scope of the present invention.
First ranking criteria and second ranking criteria are both
ranking criteria, but they are not the same ranking criteria.

The terminology used in the description of the mvention
herein 1s for the purpose of describing particular implemen-
tations only and 1s not intended to be limiting of the invention.
As used 1n the description of the invention and the appended
claims, the singular forms “a,” *“an,” and *“the” are intended to
include the plural forms as well, unless the context clearly
indicates otherwise. It will also be understood that the term
“and/or” as used herein refers to and encompasses any and all
possible combinations of one or more of the associated listed
items. It will be further understood that the terms “includes,”
“including,” “comprises,” and/or “comprising,” when used 1n
this specification, specily the presence of stated features,
operations, elements, and/or components, but do not preclude
the presence or addition of one or more other features, opera-
tions, elements, components, and/or groups thereof.

As used herein, the term “1”” may be construed to mean
“when” or “upon” or “in response to determining” or “in
accordance with a determination” or “in response to detect-
ing,” that a stated condition precedent 1s true, depending on
the context. Similarly, the phrase “if 1t 1s determined [that a
stated condition precedent 1s true]” or “if [a stated condition
precedent 1s true]” or “when [a stated condition precedent 1s
true]” may be construed to mean “upon determining” or “in
response to determiming” or “in accordance with a determi-
nation” or “upon detecting” or “in response to detecting’” that
the stated condition precedent 1s true, depending on the con-
text.

Although some of the various drawings 1llustrate a number
of logical stages 1n a particular order, stages that are not order
dependent may be reordered and other stages may be com-
bined or broken out. While some reordering or other group-
ings are specifically mentioned, others will be obvious to
those of ordinary skill 1n the art and so do not present an



US 9,069,835 B2

19

exhaustive list of alternatives. For example, 1t 1s possible for
a front-end server to return a split associated with an account
to a client 1n 1ts native format used by the distributed storage
system and the client then converts the raw split into a format
defined by the client. Moreover, it should be recognized that
the stages could be implemented 1n hardware, firmware, soft-
ware or any combination thereof.

The foregoing description, for purpose of explanation, has
been described with reference to specific implementations.
However, the 1llustrative discussions above are not intended
to be exhaustive or to limit the invention to the precise forms
disclosed. Many modifications and variations are possible 1n
view ol the above teachings. The implementations were cho-
sen and described 1n order to best explain principles of the
invention and its practical applications, to thereby enable
others skilled 1n the art to best utilize the invention and vari-
ous implementations with various modifications as are suited
to the particular use contemplated. Implementations include
alternatives, modifications and equivalents that are within the
spirit and scope of the appended claims. Numerous specific
details are set forth in order to provide a thorough understand-
ing of the subject matter presented herein. But 1t will be
apparent to one of ordinary skill 1n the art that the subject
matter may be practiced without these specific details. In
other instances, well-known methods, procedures, compo-
nents, and circuits have not been described 1n detail so as not
to unnecessarily obscure aspects of the implementations.

What 1s claimed 1s:

1. A computer-implemented method, comprising;

at a computer server including one or more processors and

memory:

providing a distributed storage system, wherein data
within the distributed storage system 1s associated
with a plurality of accounts and divided 1nto a plural-
ity of groups, each group including a plurality of splits
and each split being associated with a respective
account;

dividing data associated with a first account and data
associated with a second account into a first set of
splits and a second set of splits, respectively, wherein
the first account and the second account have different
data replication policies;

adding each of the first set of splits and the second set of
splits to a respective group of splits, wherein there 1s
no group including a member of the first set of splits
and a member of the second set of splits;

creating a first predefined number of replicas for each
group of splits that includes a member of the first set
of splits and allocating the replicas within the distrib-
uted storage system in accordance with a first data
replication policy associated with the first account;
and

creating a second predefined number of replicas for each
group of splits that includes a member of the second
set of splits and allocating the replicas within the
distributed storage system in accordance with a sec-
ond data replication policy associated with the second
account.

2. The computer-implemented method of claim 1, wherein
the first account and the second account are associated with
one application that uses the distributed storage system for
storing data associated with the application.

3. The computer-implemented method of claim 1, wherein
the first account and the second account are associated with
two respective applications, each respective application using,
the distributed storage system for storing data associated with
the respective application.
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4. The computer-implemented method of claim 1, wherein
the data replication policy associated with the first account
includes information that specifies a number of replicas and
their respective locations for each of the first set of splits.
5. The computer-implemented method of claim 1, wherein
members of the first set of splits are added to two or more
groups ol splits and members of the second set of splits are
added to one group of splits.
6. The computer-implemented method of claim 5, wherein
the one group of splits corresponding to the second set of
splits 1s replicated within two or more zones of the distributed
storage system according to the data replication policy asso-
ciated with the second account.
7. The computer-implemented method of claim 1, wherein
the first predefined number of replicas 1s different from the
second predefined number of replicas.
8. A distributed storage system, comprising:
a plurality of zones, each zone including a plurality of
computer servers and each computer server including
one or more processors and memory;
a plurality of network links that connects two respective
zones, wherein data within the distributed storage sys-
tem 1s associated with a plurality of accounts and divided
into a plurality of groups, each group including a plural-
ity of splits and each split being associated with a respec-
tive account; and
a plurality of program modules, wherein the plurality of
program modules are stored in the memory of a respec-
tive computer server and to be executed by the one or
more processors of the respective computer server, and
the plurality of program modules include instructions
for:
dividing data associated with a first account and data
associated with a second account into a first set of
splits and a second set of splits, respectively, wherein
the first account and the second account have ditferent
data replication policies;

adding each of the first set of splits and the second set of
splits to a respective group of splits, wherein there 1s
no group including a member of the first set of splits
and a member of the second set of splits;

creating a predefined number of replicas for each group
of splits that includes a member of the first set of splits
and allocating the replicas within the distributed stor-
age system 1n accordance with a data replication
policy associated with the first account; and

creating a predefined number of replicas for each group
of splits that includes a member of the second set of
splits and allocating the replicas within the distributed
storage system 1n accordance with a data replication
policy associated with the second account.

9. The distributed storage system of claim 8, wherein the
first account and the second account are associated with one
application that uses the distributed storage system for storing
data associated with the application.

10. The distributed storage system of claim 8, wherein the
data replication policy associated with the first account
includes information that specifies a number of replicas and
their respective locations for each of the first set of splits.

11. The distributed storage system of claim 8, wherein
members of the first set of splits are added to two or more
groups ol splits and members of the second set of splits are
added to one group of splits.

12. The distributed storage system of claim 11, wherein the
one group of splits corresponding to the second set of splits 1s
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replicated within two or more zones of the distributed storage
system according to the data replication policy associated
with the second account.

13. The distributed storage system of claim 8, wherein the
first predefined number of replicas 1s different from the sec-
ond predefined number of replicas.

14. A non-transitory computer readable storage medium
storing one or more program modules configured for execu-
tion by a computer server that includes one or more proces-
sors and memory and is part of a distributed storage system,
wherein the distributed storage system i1s configured for
dividing data associated with a plurality of accounts mto a
plurality of groups, each group including a plurality of splits
and each split being associated with a respective account, the
one or more programs comprising instructions for:

dividing data associated with a first account and data asso-

ciated with a second account 1nto a first set of splits and
a second set of splits, respectively, wherein the {first
account and the second account have different data rep-
lication policies;

adding each of the first set of splits and the second set of

splits to a respective group of splits, wherein there 1s no
group including a member of the first set of splits and a
member of the second set of splits;

creating a predefined number of replicas for each group of

splits that includes a member of the first set of splits and
allocating the replicas within the distributed storage sys-
tem 1n accordance with a data replication policy associ-
ated with the first account; and

creating a predefined number of replicas for each group of

splits that includes a member of the second set of splits
and allocating the replicas within the distributed storage
system 1n accordance with a data replication policy asso-
ciated with the second account.

15. The non-transitory computer readable storage medium
of claim 14, wherein the first account and the second account
are associated with one application that uses the distributed
storage system for storing data associated with the applica-
tion.

16. The non-transitory computer readable storage medium
of claim 14, wherein the data replication policy associated
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with the first account includes information that specifies a
number of replicas and their respective locations for each of
the first set of splits.

17. The non-transitory computer readable storage medium
of claim 14, wherein members of the first set of splits are
added to two or more groups of splits and members of the
second set of splits are added to one group of splits.

18. The non-transitory computer readable storage medium
of claim 17, wherein the one group of splits corresponding to
the second set of splits 1s replicated within two or more zones
of the distributed storage system according to the data repli-
cation policy associated with the second account.

19. The non-transitory computer readable storage medium
of claim 14, wherein the first predefined number of replicas 1s
different from the second predefined number of replicas.

20. A computer-implemented method, comprising;:

at a computer server including one or more processors and

memory:

providing a distributed storage system, wherein data
within the distributed storage system 1s associated
with a plurality of accounts and divided 1nto a plural-
1ty of groups, each group including a plurality of splits
and each split being associated with a respective
account;

identifying a first split associated with an account,
wherein the first split 1s a member of a first group of
splits and the first split has a data range parameter
indicating that more data can be added to the first split
and a split size indicating an actual amount of data 1n

the first split;
in response to determining that the split size of the first

split has reached a predefined limiat:

updating the data range parameter in the first split so
that no additional data can be added to the first split;

creating a second split for the account, wherein the
second split includes a data range parameter indi-
cating that more data can be added to the second
split;

adding the second splitto a second group of splits; and

replicating the second group of splits within the dis-
tributed storage system 1n accordance with a data
replication policy associated with the account.
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