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METHOD AND SYSTEM FOR AUTOMATED
SPEECH RECOGNITION THAT
REARRANGES AN INFORMATION DATA
BASE TO DISRUPT FORMATION OF
RECOGNITION ARTIFACTS

RELATED APPLICATIONS

This application 1s a continuation application of Interna-
tional Application No. PCT/IB2012/000148 filed on Jan. 31,
2012, which claims the benefit of priority from U.S. Provi-
sional Application No. 61/554,491 filed on Nov. 1, 2011, and
from U.S. Provisional Application No. 61/438,152 filed on
Jan. 31, 2011, all of which are incorporated by reference
herein.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present mvention 1s 1n the field of information recog-
nition.

2. Description of the Related Art

The need to perform automated speech recognition for
large, practically open-ended compendiums of automated
speech 1s arising more frequently 1n state-oi-the art applica-
tions of automated speech match.

The invention described in the following text may address
two 1ssues:

a) If an automated speech recognition directory’s internal
architecture 1s based on a given structure, there 1s a
positive likelihood that consecutive entries share a cer-
tamn degree of similarity. This can be observed, for
example, 1n directories with an alphabetic dictionary-
like structure or 1n cases where consecutive entries rep-
resent variations or permutations of one entry of higher
order. When an automated speech recognition program
scans such a directory 1n order to find a match for an
audio mput the occurrence of artifacts based on this
proximity ol similar entries 1s likely, which may com-
promise recognition quality. Therefore there exists a
need for a method that ensures that the entries 1n an
automated speech recognition directory are as dissimilar
as possible.

b) Automated speech recognition soltware 1s usually opti-
mized for directory files of a certain maximum size.
Larger sizes not only slow down processing speed but
also compromise the recognition quality. Since direc-
tory sizes in industrial applications often surpass this
maximum size, there exists a need for a method that
allows the software to adapt to those larger directories,
either for automated speech recognition application, or
other intelligent matching and recognition processes
such as for example, automated speech recognition and
automated speech matching based applications. For
brevity 1n the following automated speech recognition
refers to the fully spectrum of such applications.

SUMMARY OF THE INVENTION

The mvention 1s related to a method and a system for
information recognition. In general, input information 1is
matched to data base mformation. The matching may be a
comparison between the mput information and the data base
information. Preferably the matching i1s achieved by a match-
ing algorithm, which may be stored as a computer program 1n
a program data base.
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2

The data base information may be information stored 1n a
data base, like a plurality of entries of a directory. Belore the
match the data base information 1s arranged in a data base
information structure which might be a specific order, like an
alphabetic order, a numeric order, an order of relevance, or the
like, depending on the kind of data base information. In
general, the structure may be any information structure or
data structure suitable for storing in a data base.

According to the ivention, for the step of matching, the
data base information 1s rearranged 1nto a matching informa-
tion structure which differs from the data base information
structure.

Preferably the matching algorithm 1s then applied to the
data base information and the input information 1s matched to
the rearranged data base information. The matching informa-
tion structure—or 1n other words: “structure of data base
information for matching”—can be any order suitable for the
matching process. The matching information structure may
be any structure in which the data base information 1s restruc-
tured, or a structure 1n which the match 1s performed, like a
matching structure or a matching order. That means it 1s
possible to restructure the data base information structure—
like an order of entries 1n the data base, for instance—into a
matching information structure—Ilike another order of the
entries 1n the data base—and perform the match with this
matching information structure. Or the data base information
structure 1s leit as 1t 1s, and during the matching process data
are picked 1n a suitable order from this data base, this order of
picking being a possible kind of matching information struc-
ture. Of course, other ways of restructuring or more general:
using the matching information structure for said matching,
are possible as well.

The mvention described in the following disclosure refers
primarily to processes of automated speech recogmition.
However, the same procedures can also be employed to other
automated procedures of pattern recognition, where a certain
input, characterized by a certain structure has to be identified
by comparing parameters of that structure or corresponding
to such a structure with parameters of 1tems contained 1n data
base, termed here as “directory”, the input being finally 1den-
tified by finding 1n such a data base an item whose parameters
show a certain correspondence to the parameters of the imput.
Since the prerequisite of all such procedures 1s that said
parameters are digitally processed into a form of electronic
encoding, the process described here can as well apply to all
such recognition procedures, may they involve sound or
visual or tactile patterns. Preferably these patterns are avail-
able or transformable 1n digital form.

Preferably the disclosed procedures of rearrangement and/
or redistribution are followed. However, redistribution of
information entries as such 1s not necessary. It 1s also possible
and still within the scope of the invention that for rearranging
the data base information no structural decomposition of the
data base information structure or any subset 1s done, but a
predefined scheme of access 1s applied to the data base infor-
mation, like accessing the entries—ifor the purpose of match-
ing—1n a matching structure. The matching structure 1s the
structure of matching the input information with the entries of
the data base information, e.g., comparing the input informa-
tion with the entries of the data base information. The match-
ing structure may be the same as the matching information
structure; however, 1t 1s possible that the matching order
differs from the matching information order, depending of
how the matching algorithm proceeds.

The data base with 1ts data base information 1s called
“directory” 1n the following. Accordingly, a subset may be
called “sub-directory” without limiting the scope of respec-
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tive description. The invention described below refers for
brevity only to automated speech recognition systems whose
purpose 1s to compare an audio input to entries contained in a
data base or directory. This comparison process produces one
or multiple lists of entries selected from the directory for their
high degree of correspondence to the audio input. The system
uses predefined selection criteria to select from such a list or
such lists the directory entry with the highest degree of cor-
respondence to the audio mput which is then considered the
final result of the recognition process.

One mvention’s objective 1s to improve the quality of such
or other recognition procedures 1n such systems by address-
ing, for example, two problems:

Recognition artifacts and/or insecurities resulting from

similarity of entries within a directory.

Problems resulting from the limited directory size capacity
of speech recognition programs. Confronted with direc-
tories that surpass a certain size, recognition quality for
such programs can be compromised.

In a preferred embodiment, the invention addresses both of
the above 1ssues by randomizing the entries of data base
information, a process comparable to a game of cards. The
original stack of entries, directory D, 1s rearranged, like
shuffled, so that the original sequence of the entries 1s
destroyed to preferably remove any artifacts resulting from
close proximity of similar entries.

In a further step, the content of directory D may then be
reorganized into subdirectories, which may be smaller or the
same size as the directory, to be employed as speech recog-
nition directories by one or more automated speech recogni-
tion programs.

The si1ze and structure of the individual stacks/subdirecto-
ries may be adapted to what individual automated speech
recognition programs can comifortably handle 1n a manner
that enhances accuracy and throughput among other perfor-
mance and system parameters.

While with large directories the further step of breaking
down the directory to the subdirectory 1s useful, 1t may be
omitted 1f the matching means 1s able to handle the complete
directory without dividing into subsets. It may then be useful
to rearrange the directory with 1ts data base information struc-
ture more than once into a plurality of information subsets,
cach subset containing the complete data base information,
but 1n a rearranged state. The rearrangement of each subset 1s
different from the other subsets, so that a plurality of match-
ing information structures exists 1n the subsets, each subset
containing an individual matching information structure dii-
ferent from the matching information structure of any of the
other subsets. The matching process may then be performed
on those large subsets.

After processing the input information, like an automated
audio mput, through a single or multiple speech recognition
programs, a decision1s made by the system whether one of the
results qualifies as a final result. I no such result can be found,
the whole procedure 1s repeated, with entries from the result
list of the last recognition pass being processed analogous to
the previous entries of directory D, preferably to be shuiiled
and then redistributed to the same or different recognition
programes.

With regard to the system for information recognition, the
system contains a data base contaiming data base information
being stored 1n the data base 1n a data base information struc-
ture, and at least one matching means containing at least one
matching algorithm as computer program. The system pret-
erably contains a rearranging means to rearrange the data base
information into a matching information structure, said
matching mformation structure differing from the data base
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4

information structure. Alternatively or additionally, the rear-
ranging means may feed the data base information in a match-
ing information structure to the matching algorithm, said
matching information structure ditfering from the data base
information structure.

Preferably the system contains a restructuring means to
restructure the data base information into information subsets
and to feed the subsets to the at least one matching means for
matching the mput information with each information subset,

cach subset match resulting in a candidate set of match can-
didates.

What follows 1s a brief description of the process in steps.

Specifics of those steps can be found 1n the detailed descrip-
tion of the mvention.

Step 1: Rearranging the entries €, to ¢, of a given original
list D and distribution of the entries to a number of subdirec-
tories d, tod, .

Step 2: Associating these sub directories d, to d, as recog-
nition directories with one or more automated speech recog-
nition programs.

Step 3: Processing input information, like an audio input,
using the matching means, like automated speech recognition
program/programs. The program/programs may be associ-
ated with subsets or subdirectories, so the matching 1s per-
formed by the program/programs in association with their
associated subdirectories. This procedure produces for each
recognition program a list of potential entries selected from
the respective sub directories and considered by the program
to have a high degree of similarity to the audio input A, 1n the
following termed “candidates.”

Step 4: Deciding whether one of the candidates resulting
from the processing 1s accepted as a final result or whether
any other predefined termination criteria 1s present.

Step 5: I no candidate 1n step 4 could be accepted as final
result, the process returns to step 1, using some or all candi-
dates resulting from the processing in step 3 in place of the
original directory D. The automated speech recognition pro-
grams and their configuration used 1n this new recognition
pass can be identical to the ones used 1n the previous pass or
they can be different. The process can continue iteratively
until a result 1s found or a termination criterion 1s fulfilled.

Step S could be performed as well, even 1 a candidate 1n
step 4 could be accepted as final result. It would then be a
further matching process using some or all candidates result-
ing from the processing in step 3 in place of the original
directory D. In this case 1t 1s not necessary to check 1f the
candidates of step 3 could be accepted as final result, but
could be taken right away for this further iterative step.

In general, one matching step or one or more further 1tera-
tive steps may be performed, each using the entries of the data
base D or the candidates of the preceding step as data base
information. The respective base information may be differ-
ent 1n succeeding iterative steps, e.g. one step could use the
data base D and a successive step the candidates of the pre-
ceding step as data base information, or the other way around.

Especially when using the candidates of the preceding step
as data base information it could be reasonable to omit the
redistribution of the candidates 1n subdirectories d, to d, in
above described step 1. This could, for example, be appropri-
ate 11 the number of candidates 1s so low, that redistribution
would result 1n only one or too few entries in each of the
subdirectories d, to d . Of course, 1t could on the other hand
be useful to omit the redistribution of step 1 at the beginning
of the method or at all, or redistribute only 11 a first informa-
tion recognition without redistribution was not suificient suc-
cessiul.
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Each step can result 1n candidates which can but do not
need to be checked 1f acceptable as final result. The number of
steps may be predefined or dependent on the quality of one or
more of the candidates acceptable as final result. The quality
may be measured by a confidence value, rank 1n a candidate
list, or other suitable parameter.

Each iterative step may use one or more of the candidates
ol the preceding step as data base information. The number of
candidates used may be predefined or dependent on the qual-
ity of the candidates of the preceding step, the quality being
measured by confidence value or other matching value, dis-
tance 1n such value to the subsequent candidate in the list,
rank 1n a candidate list, or other suitable parameter.

Step 5 as described above uses the same audio input A as
used 1n step 3. In some cases, however, 1t could be advanta-
geous, to use a ditferent audio as input B. Such different audio
could be a repetition of the same utterance by the same person
which produced the utterance basing audio A, or a different
person speaking the same information, for instance, which 1s
then transformed to audio B.

BRIEF DESCRIPTIONS OF THE DRAWINGS

Embodiments 1n accordance with aspects of the present
invention are described below 1in connection with the attached
drawings 1n which:

FI1G. 1 shows an overview of a preferred embodiment of the
system;

FIG. 2 shows a preferred series of steps to practice the
disclosed 1invention;

FIG. 3 and FI1G. 4 shows automated speech programs.

FIG. 5 shows a diagram of a process performed by the
disclosed mmvention

FIG. 6 shows the combination of the recognition results of
all recognizers belonging to one of the array R1 to RM;

FIG. 7 shows the loading of the generated list as a directory
into at least one speech recognizer program;

FIG. 8 shows the retrieval of the stored audio mput from
memory and feeding 1t into at least one speech recognizer
program;

FI1G. 9 shows the comparison of the recognition result of
the recognizer RM+1 and a list of results arranged 1n accor-
dance with their confidence values; and

FI1G. 10 shows another embodiment of the method accord-
ing to the mvention.

DETAILED DESCRIPTION OF A PREFERRED
EMBODIMENT

The method and the system are disclosed herein with
respect to exemplary embodiments. The embodiments are
disclosed for illustration of the method and the system and are
not limiting except as defined in the appended claims.

The described process improves the recognition quality of
an automated speech recognition system. An overview over
such a system 2 1s shown 1n FIG. 1. Details of a data base of
the system are depicted i FIG. 2. The system 2 as shown 1n
a preferred embodiment in FIG. 1 and FIG. 2 contains an
audio mput device 4, which could be a microphone, a record-
ing device or any other device to transmit or record audio and
voice signals, a memory 6, which 1s configured to store audio
data, and a memory 8 configured to store a number of auto-
mated speech recognition programs. It 1s to be noted that
memory 2 and memory 3 are notnecessarily separate entities;
they may be implemented in a single memory. Also, the
system components need not be located together; they may be
spatially separated within a confined system (e.g., a computer
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6

system) or a geographically distributed system, as long as
communications between the system components 1s possible,
¢.g., via a bus system and/or communications network. It this
1s the case, additional components may be introduced to
ensure communication between the enftities.

Further, the system comprises a data base 10, as automated
speech recognition directory D and subsets, as subdirectories
d, tod, .

Further, the system comprises a processing device 14 con-
taining a processor and a number of computer programs for
executing processing steps or methods. Together the proces-
sor and the programs form means for performing method
steps. One of those means 1s a matching means 16; another
means 1s a rearranging means 18.

The system also contains an energy source or 1s connect-
able to an energy source, e.g., a building power network,
which 1s not shown 1n the diagram.

With the matching means 16 the system 2 1s prepared to
match an audio 1input against data base information. In FIG. 2
the sum of entries ¢, to ¢, contained—at least at the beginning
of the process—in the data base 10, called directory D 1n the
tollowing, constitute 1n this embodiment the data base infor-
mation. The match 1s performed with the aid of one or more
automated speech recognition programs R1 to RM, as shown
in FI1G. 3 and FIG. 4. The speech recognition programs R1 to
RM may be all the same or different from each other, and are
named with R 1n the following for convenience.

Speech recognition programs employed for this purpose
may be selected from commonly available speech recognition
software such as produced, for example, by Nuance or
Loquendo or any other suitable software, but may also be
programs with specific performance features such as
enhanced performance for the recognition of words from
specific languages.

[t 1s further assumed that the entries e, to e, 1n directory D
are arranged 1n a data base imnformation structure, which 1s
likely to be a systematic order. It1s, however, possible, that the
directory D1s, at the time 1t enters the process, not or no longer
structured 1n such an order because of previous rearrange-
ment procedures.

In this case, steps of the invention intended to rearrange the
content of directory D may be deemed redundant and there-
fore dropped without compromising the invention as a whole.
It 1s also possible and still within the scope of the mvention
that the following steps, either all or only 1n parts, refer not to
a structural decomposition of directory D or any subdirectory
but to an automated scheme of access applied to the
unchanged directory.

The following process description follows the diagram
shown 1n FIG. 5.

Step 1: The process starts with the rearranging means 1
accessing data base 10 in memory 8, and rearranging the
original sequence of entries e, to e, , as shown 1n the example
of FIG. 2. The data base information or entries e, to ¢, are then
rearranged from the data base information structure into a
matching information structure.

Then the data base information 1n the data base information
structure 1s redistributed into a number of subsets or subdi-
rectories d, tod, , as shown in FIG. 2. This redistribution may
be done with or without a separation. If a separation takes
place the data base information 1s distributed 1nto the subdi-
rectories d, to d_, so that the sum of information in the
subdirectories d, to d_ 1s the data base mformation, but
arranged 1n the matching information structure. If no separa-
tion takes place, the data base information i1s contained in
cach of the subdirectories d, to d_, preferably arranged 1n
different matching information structures, so that each sub-
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directories d, to d_ hasits own and individual matching infor-
mation structure. Of course, any mix of both described pro-
cedures with or without separation may be applied, like each
of the subdirectories d, to d_, do not contain the whole data
base information but only a part of it, but some entries are in
more than one subdirectory d, to d .

Optionally the rearrangement mto the matching informa-
tion structure may be preceded by a structural analysis of the
content of directory D. Such an analysis could compare struc-
tural parameters of this content to certain predefined require-
ments. Such an analysis could show whether a rearrangement
procedure 1s required or, 1n case multiple rearrangement pro-
cedures are possible, which of these rearrangement proce-
dures 1s to be selected.

The rearrangement procedure can be based on a random-
1zation algorithm, rearranging the sequence of entries ¢, toe,
in a random way, but can also use other algorithms that
rearrange 1tems €, to e, according to specific rules. Such
algorithms may address certain properties of the entries them-
selves. I, for example, D contains a number of alphabetically
ordered words, some of which are specific to a certain lan-
guage, the rearranging means 18 could select those words and
process them 1n a way that ensures that they are distributed to
certain predefined subdirectories.

Such algorithms can also address the relationship between
entries, for example, by quantifying a degree of similarity
between the entries and rearranging/distributing them 1n a
way that 1s a function of such similarity. An example for this
would be an algorithm like Metaphone that measures relevant
phonetic distance between elements 1 a word list. Entries
corresponding to words sounding too similar may then be
redistributed either within the directory D or within or
between the subdirectories in order to disrupt the forming of
recognition artifacts due to their similarity.

Numerous other algorithms are possible depending on the
field of application. Information on the specifics of the sub-
sequent segmentation of directory D can also be taken into
account for the rearrangement. It 1s also possible that after
segmentation new subdirectories are created to accommodate
for entries redistributed from the other subdirectories. The
rearranged entries e, to ¢, are redistributed by rearrangement
means 18 to subsets or subdirectories d, to d,_ . Those subdi-
rectories can be generated by the rearranging means anew for
this process, but they can also be already existing entities.
Also, new additional directories may be created to accommo-
date entries. It 1s also not necessary that all subsets d, to d_
have the same si1ze and/or number of entries. Their sizes can
be adapted to the performance capacity of individual auto-
mated speech recognition programs.

It 1s to be noted that the rearrangement and distribution
procedures 1n step 1 are not necessarily performed 1n the
sequence described—the redistribution may be performed
first and then the rearrangement—mnor 1s 1t necessary that they
are separate procedures. They could happen sequentially,
with the entries e, to e, first being rearranged and then dis-
tributed among the subdirectories d, to d_, or they could
happen at the same time, with the entries e, to e, being
extracted from directory D according to the employed rear-
rangement scheme and distributed among subdirectories d, to
d_ 1inthe same procedure. This proceeding could be preferable
in cases where the original directory D shall remain
unchanged.

For this purpose 1t 1s also possible to first extract entries e,
to ¢, from directory D according to the selected rearrange-
ment scheme, buffer them 1n an additional—either temporal
or permanent—directory and from there distribute them to
directories d, tod, .
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It would also be possible to first distribute entries ¢, to e,
among the subdirectories d, to d, and then to rearrange them
within the respective directory and/or between directories.

Another option 1s that the entries from directory D are not
moved at all, but that the following procedures are performed
as specifications for search and access algorithms that leave
entries €, to ¢, 1 place in directory D and just access them 1n
a certain way during operation of the system. In this case
subdirectories d, to d_ would not really be separate entities
distinct from directory D but the rearrangement/distribution
schemes would define the way speech recognition programs
R1 to RM access and utilize selected portions of directory D.

Combinations of the above rearrangement/distribution
schemes are possible and still within the range of this inven-
tion.

Step 2: The individual subdirectories d, to d, are associated
with speech recognition programs forming speech recogni-
tion directories by matching means 16 with either a single
automated speech recognition program, multiple 1ndepen-
dent automated speech recognition programs R1 to RM or to
groups of such programs sharing common resources or
parameters. Speech recognition programs employed for this
purpose may be selected from commonly available speech
recognition programs such as those produced by, for example,
Nuance or Loquendo, but may also be programs with specific
performance features such as enhanced performance for the
recognition of words from specific languages.

It1s, however, also possible that subdirectories d, tod, are,
from the beginning of the procedure, already associated with
specific speech recognition programs and that this relation-
ship 1s not addressed during this procedure.

In case multiple automated speech recognition programs
are employed, it 1s preferable to aim for a high degree of
diversity between them, such as, for example, by employing
programs developed by different developers/companies
using different algorithms.

Each automated speech recognition program R1 to RM 1s
associated with eirther a single or multiple sub directories.
FIG. 3 shows an association of each speech recognition pro-
gram R1 to RM with each of the subdirectories d, tod_ . In
another embodiment each of the subdirectories d, to d_ 1s
associated with only one of the speech recognition programs
R1 to RM.

During this allocation procedure, the process may return to
step 1 for fresh rearrangement/distribution of entries ¢, to e,
or portions of them, before associating individual subdirec-
tories or sets ol subdirectories to individual automated speech
recognition programs or groups of automated speech recog-
nition programs.

It 1s also possible that this process takes 1nto account that
certain automated speech recognition programs may be spe-
cialized or have a higher performance with certain categories
of entries. Subdirectories containing such entries can be spe-
cifically associated with such specialized recognition pro-
grams. An example for this would be to store words from a
specific language 1n special directories that are then allocated
to automated speech recognition programs specialized on
such languages.

If, however, a single or more than one automated speech
recognition program 1s able to handle a large directory D
without problems, the directory D, either as 1t 1s or rear-
ranged, may be associated with the one speech recognition
program or the respective plurality of programs. If existent,
other speech recognition programs not being able to deal with
large directory D or not without problems may be associated
with one or more subdirectories d, to d, .
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An automated audio input 1s then fed by the matching
means 16 1nto erther the single automated speech recognition
program R or the multiple automated speech recognition
programs R1 to RM. The audio input can be fed in directly
from the Audio Input Device 4 or it can be retrieved from
memory 6. IT 1t 1s directly fed, it 1s also stored by matching
means 16 in memory 6 for use 1n further iterations of the
pProcess.

If only a single automated speech recognition program R 1s
employed, 1t may process the automated audio input in a
serial way by successively employing as automated speech
recognition directories subdirectories d, to d_. This means
that the audio input 1s first compared to the entries within one
of the subdirectories, then to the entries within the next sub-
directory and so on until all subdirectories have been utilized.

If multiple speech recognition programs are employed,
they may ei1ther each use as speech recognition directories one
or several of the subdirectories d, to d_ or they can operate 1n
groups sharing the same set of subdirectories d, tod._ .

The matching means 16 employs the speech recognition
programs R, to R, to process the audio input by matching 1t
against the content of directories d, to d_. In the case of
automated speech recognition, this content may include
words, word strings or other verbal expressions, e.g., elec-
tronic representations of such. As a result of this matching or
comparison procedure, each speech recognition program
generates a candidate list that contains entries selected from
the employed directory or directories, showing, according to
the matching algorithm employed by the respective speech
recognition program, the closest similarity to audio input with
respect to the matching criteria employed by the respective
speech recognition program. For most commercial speech
recognition programs, each candidate 1n such a candidate list
1s associated with a numerical value, often referred to as
confidence value or CV, corresponding to the degree of simi-
larity between the analyzed audio mput and the respective
candidate.

Step 4: After processing the automated audio mput 1n step
3, the results are examined by matching means 16. Such
results usually come 1n the form of lists produced by each
automated speech recognition program; each list containing
candidates selected from the speech recognition subdirectory
used by the program. Each item may be associated with a
numerical value quantifying the probability that the item
matches the audio input or this probability may be reflected in
the individual position of a candidate within each list.

A final recognition result can be selected from this candi-
date list 1n various ways. For a single recognition program, a
candidate may qualily as a final result if 1ts CV or the rela-
tionship of 1ts CV to the CVs of other candidates in the
candidate list conforms to certain predefined values or value
ranges. If multiple speech recognition programs are
employed, the candidates from the individual candidate lists
of the different recognition programs have to be compared
and processed 1 a way that allows the selection of a single
entry as final result. Such comparison or voting procedures
for the use with single and coordinated multiple speech rec-
ognition programs are well known 1n the field of automated
speech recognition and do not require more detailed elabora-
tion.

The matching means 16 examines whether any single of
the candidates 1n the candidate lists produced 1n step 3 quali-
fies as a final result. Several potential ways exist to make such
a decision.

One method would be to predefine threshold values for the
numerical probability value or confidence value, which may
be defined globally for all employed speech recognition pro-
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grams or individually for each speech recognition program. If
only one entry appears in the result lists whose probability or
confidence value lies at or above such a predefined threshold
value, 1t may be accepted as final result. Multiple other deci-
s1ion methods are possible, mvolving the individual values of
entries, their relationship to other entries 1n the same list or to
result lists of other automated speech recognition programs
used. Such decision methods or voting procedures are well
known 1n the area of automated speech recognition and do not
require specific description.

Other decision methods may involve comparison between
different iterations of this step. If such methods are used, the
candidate lists for iterations of step 4 including their CVs
and/or the relative position or sequence of the candidates 1n
the specific list have to be stored. One example for such a
decision method 1s to check it a candidate appears in previous
iterations of step 4, and, 11 this 1s the case, to compare the CVs
or the relative list position of this candidate 1n the different
iterations. A candidate could be selected either as a final result
or as a member of a group from which the final result 1s to be
selected based on the relationship of the CVs or relative list
positions across the different iterations, such as, for example,
if the CV 1n the present iteration 1s higher or 1n a higher
relative list position than 1n the previous iteration.

It 1s also possible that other examination criteria are intro-
duced, which, for example, may terminate the entire proce-
dure 1f certain conditions are met, such as, for example, a
certain number of process iterations or a certain percentage of
all candidates’ CV's not reaching a certain predefined thresh-
old value.

The above decision methods can be used alone or in com-
bination. Also, decision methods and/or combinations
thereol may vary between different iterations of the same
step.

Step 5: A further speech recognition pass 1s performed
(next iteration) either for enhancing the speech recognition
results or 1f the examination in step 4 does not yield a single
candidate that qualifies as a final result. There are some pos-
sibilities to perform step 5, either alone or in combination.
Some of those possibilities are shown 1n FIG. 6 to FIG. 8.

A first possibility 1s to select entries from the result lists
produced 1n step 3 by the matching means 16 to form a new
directory D. Selection criteria can be the probability or con-
fidence value of the entries, their position within their indi-
vidual result lists or any other predefined criteria. The result
list may come from recognition programs associated with
subdirectories d, to d, or from one or more recognition pro-
grams associated with directory D.

In case step 5 1s not the first time performed, but more than
one iteration has been performed already, other decision
methods may mvolve comparison between different itera-
tions of this step. If such methods are used, the candidate lists
for iterations of step 4 including their CVs and/or the
sequence of the candidates 1n the specific list have to be
stored. One example for such a decision method 1s to check 1f
a candidate appears in previous iterations of step 4 and, 11 this

1s the case, to compare the CVs or the relative list position of
this candidate in the different iterations. Candidates could be
selected based on the relationship of their CVs or their rela-
tive list positions across the different iterations, such as, for
example, if the CV 1n the present iteration 1s higher or 1n a
higher list position than in the previous iteration.

The above selection methods can be used alone or 1n com-
bination. Also, selection methods and/or combinations
thereol may vary between different iterations of the same
step.
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The procedure then returns to step 1. Some or all entries of
the candidate lists of step 3 form the new directory D which
may be rearranged and may be divided into subdirectories, as
described betfore. The recognition procedure may be repeated
with the same audio mput A employed in the {first pass
extracted from memory 2 in step 3.

The automated speech recognition programs employed in
the repetition of step 2 and 3 can be 1dentical to the ones used
in the previous recognition pass or different. Also, the con-
figuration of the recogmition programs can be the same or
different. Especially, 11 the recognition program of the first
pass was associated with the large directory D, the recogni-
tion programs used 1n the second pass or second iteration
should be different programs, preterably specialized on
smaller directories.

The series of repetitive recognition passes may continue
until one of the result entries qualifies as a final result 1n the
repetitions of step 4, or until a termination condition 1s reg-
1stered.

For finding a final result, voting may be used, comparing
the rank of a result 1n a subsequent pass with the rank of the
same result 1n one or more preceding passes. A higher rank of
the result 1n a later pass than 1n a pass performed earlier may
be used as evidence for a good result. The same 1s true if a
result maintains a high result (rank 1 to rank 3) over more than
one pass.

The voting 1s advantageous 1f 1n the first pass one recogni-
tion program 1s associated with the whole directory D. A
degrade 1in rank of a result may then be used as evidence for a
wrong result.

As various changes could be made 1n the above construc-
tions without departing from the scope of the mvention, 1t 1s
intended that all the matter contained in the above description
or shown 1n the accompanying drawings shall be interpreted
as 1llustrative and not 1n a limiting sense.

FI1G. 10 shows another embodiment of the method accord-
ing to the invention. The embodiments of FIG. 5 and FIG. 10
are not to be seen 1solated from one another, but steps from
either method may be intercombined to a new embodiment.
Steps 1 to 7 correlate to steps 1 to 3 of FIG. 5.

The speech recognition programs R1 to RM (FIG. 3 and
FIG. 4) may be grouped as arrays, either each recognizer R be
applied to each subdirectory—R1, to R1, using the same algo-
rithm, or each subdirectory 1s associated to its own an indi-
vidual array element R1, to R1, each using an individual algo-
rithm.

The recogmizer arrays are generated by the matching
means 16, which may alternatively access a pre generated
array. The matching means 16 loads each of the subdirecto-
ries d1 to dm 1nto at least one of the elements or recognizers
of the array, for example R1. This may be repeated for mul-
tiple independently operating arrays R2 to RM, as illustrated
in FIG. 3 and FIG. 4.

Step 8: For each of the recogmizer arrays R1 to RM the
matching means combines the recognition results of step 7 for
the recognizers R1, to RM_ . In a preferred embodiment the
recognition results of all recognizers belonging to one of the
array R1 to RM are combined (see FIG. 6). In another
embodiment only results may be combined that fulfill certain
predefined criteria, such as, for example, having values meet-
ing or exceeding a given threshold. Such combination process
may also 1nvolve a normalization step that transforms the CV
of the various recognizer recognition results in a manner
that’s makes them directly comparable to each other. This
step 1s illustrated 1n FIG. 6.

Step 9: The matching means combines the recognition
results across the recognizer arrays R1 to RM, as illustrated in

10

15

20

25

30

35

40

45

50

55

60

65

12

FIG. 6. Such combination process may also mmvolve a normal-
1zation step that transforms the CV of the various recognizer
recognition results 1n a manner that’s makes them directly
comparable to each other.

Step 10: The matching means 16 arranges the results of
step 9 according to their CV.

Step 11: The matching means 16 loads the list generated in
step 10 as a directory into at least one speech recognizer
program RM+1 (see FI1G. 7).

Step 12: The matching means 16 retrieves the stored audio
input from memory and feeds it at least one speech recognizer
program RM+1 (see FIG. 8).

Step 13: The matching means 16 compares the recognition
result of recognizer RM+1 and the list generated 1n step 10
(see FIG. 9). IT the two lists are i1dentical with regard to
previous determined criteria, the first candidate 1n both lists 1s
selected as the final result. It the lists deviate, repetition of the
audio mput 1s requested or another appropriate error handling
procedure 1s activated.

We claim:

1. A method for automated speech recognition, wherein
audio mput information 1s matched to data base information
stored 1n a data base by at least one matching algorithm, and
wherein before the mput information 1s matched to the data
base information, the data base information 1s arranged 1n the
data base 1n a data base information structure, the method
comprising:

inputting audio input information from an audio input

device;

performing a structural analysis of the content of the data

base by comparing structural parameters of the data base
content to predefined requirements and using the results
of the structural analysis to decide whether a rearrange-
ment procedure of the data base information from a data
base mformation structure to a matching information
structure 1s required;

11 a rearrangement procedure of the data base information

1s required:

selecting one of multiple rearrangement procedures based

on the result of the structural analysis, the selected rear-
rangement procedure rearranging the data base informa-
tion from the data base information structure into a
matching information structure which differs from the
data base information structure, wherein the selected
one of the multiple rearrangement procedures in the step
of rearranging performs an algorithm that addresses the
relationship between entries of the data base informa-
tion, which are elements 1n a word list, by quantifying a
degree of similarity between the entries by measuring a
relevant phonetic distance between the entries and rear-
ranging the entries in a way that 1s a function of the
degree of similarity;

redistributing entries corresponding to words whose pho-

netic distance 1s below a phonetic distance threshold into
subdirectories so that the entries whose phonetic dis-
tance 1s below the phonetic distance threshold are sepa-
rated 1n different subdirectories 1n order to disrupt the
forming of recognition artifacts due to their similarity;
and

applying a speech recognition program that includes the at

least one matching algorithm to the rearranged data base
information and matching the audio input information to
the rearranged data base mformation to recognize the
speech content of the audio input information from the
audio mput device.

2. The method according to claim 1, wherein the data base
information structure 1s an order of entries of the data base
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information 1n the data base, the matching information struc-
ture being achieved by rearranging the entries in the data base.

3. The method according to claim 1, wherein the data base
information structure 1s an order of entries of the data base
information in the data base, the matching information struc-
ture being achieved by accessing the entries, for the purpose
of matching, 1n a matching order.

4. The method according to claim 1, wherein:

the data base information is rearranged into a plurality of
information subsets;

the input mnformation 1s matched with each subset; and

cach information subset match results 1n a candidate set of
match candidates.

5. The method according to claim 4, wherein the data base
information 1s divided into the subsets, only the sum of all
subsets comprising the complete data base information.

6. The method according to claim 4, wherein the data base
information 1s rearranged from the data base information
structure 1nto the subsets, each subset containing the com-
plete data base information in the matching information
structure.

7. The method according to claim 4, wherein:

the input information 1s matched 1n a first match with each
information subset, each subset match resulting 1n a
candidate set of match candidates; and

the mput information 1s matched 1n a second match with
some or all of the match candidates retrieved in the first
match.

8. The method according to claim 7, wherein the input
information being matched in one or more further matches
with the match candidates of the respective preceding step.

9. The method according to claim 1, wherein after rear-
ranging the data base information from the data base infor-
mation structure into the matching information structure the
rearranged data base information 1s distributed into a plurality
of information subsets, the input information being matched
with each subset, each mnformation subset match resulting in
a candidate set of match candidates.

10. The method according to claim 1, wherein after the
matching which results 1n a candidate set of match candi-
dates, the method further comprises:

determining whether one of the candidates resulting from
the matching 1s acceptable as a final result; and

if no candidate 1s acceptable as a final result, repeating the
step of matching the input information to the rearranged
data base information with at least one of the found
candidates used as new data base information.

11. A system for automated speech recognition with a data
base containing data base information being stored in the data
base 1n a data base information structure, the system compris-
ng:

an audio input device that provides audio mmput informa-
tion;

at least one matching means containing at least one match-
ing algorithm as computer program to match the audio
input information to data base information;

a rearranging means to rearrange the data base information
into a matching information structure to be matched
with the audio mput information by the at least one
matching means, the rearranging means performing an
algorithm that addresses the relationship between
entries of the data base information, which are elements
in a word list, by quantifying a degree of similarity
between the entries by measuring a relevant phonetic
distance between the entries and rearranging the entries
in a way that 1s a function of the degree of similarity;
wherein:
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entries corresponding to words sounding too similar, the
rearranging means redistribute the entries either within
the data base or within or between subdirectories in
order to disrupt the forming of recognition artifacts due
to their similarity, by grouping words having a measured
relevant phonetic distance below a selected threshold
level into difterent subsets:

and

a plurality of speech recognition programs each with a

matching algorithm applied to the data base information
by matching the audio mput information to each subset
of the rearranged data base information, wherein the
audio input information 1s matched to each subset by
different speech recognition programs, and wherein
cach information subset match results 1n a candidate set
of match candidates.

12. The system according to claim 11, wherein:

the rearranging means 1s configured to restructure the data

base information into mformation subsets and to feed
the subsets to the at least one matching means for match-
ing the mput information with each information subset,
cach subset match resulting 1n a candidate set of match
candidates.

13. The system according to claim 1, wherein:

the measuring of the relevant phonetic distance between

the entries 1s performed by a Metaphone algorithm.

14. A method for automated speech recognition, wherein
audio mput information 1s matched to data base information
stored 1n a data base by at least one matching algorithm, the
data base information comprising a plurality of entries stored
in the data base, wherein before the input information 1s
matched to the data base information, the data base informa-
tion 1s arranged 1n the data base in a data base information
structure; the method comprising:

inputting audio input iformation from an audio input

device;

rearranging the data base information mnto a plurality of

information subsets, rearranging the data base informa-
tion from the data base information structure into a
matching information structure in the subsets which dif-
fers from the data base information structure by redis-
tributing data base information corresponding to words
whose phonetic distance 1s below a phonetic distance
threshold into subdirectories so that the entries whose
phonetic distance 1s below the phonetic distance thresh-
old are separated 1n different subdirectories 1n order to
disrupt the forming of recognition artifacts due to their
similarity, and

applying a plurality of speech recognition programs each

with a matching algorithm to the data base information
by matching the audio mput information to each subset
of the rearranged data base information, wherein the
audio input information 1s matched to each subset by
different speech recognition programs, and wherein
cach information subset match results 1n a candidate set
of match candidates.

15. A method for automated speech recognition, wherein
audio mput information 1s matched to data base information
stored 1n a data base by at least one matching algorithm, and
wherein before the mput information 1s matched to the data
base information, the data base information 1s arranged 1n the
data base 1n a data base information structure, the method
comprising;

inputting audio input iformation from an audio input

device;
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performing a structural analysis of the content of the data
base by comparing structural parameters of the data base
content to predefined requirements;

deciding, based on the result of the structural analysis,
whether a rearrangement procedure of the data base s
information from a data base imformation structure to a
matching information structure 1s required, and 1f a rear-
rangement procedure of the data base information 1s
required:

selecting one of multiple rearrangement procedures based 10
on the result of the structural analysis procedure; and

rearranging the data base information from the data base
information structure into a matching information struc-
ture which differs from the data base information struc-
ture by redistributing data base information correspond- 15
ing to words whose phonetic distance 1s below a
phonetic distance threshold into subdirectories so that
the entries whose phonetic distance 1s below the pho-
netic distance threshold are separated in different sub-
directories in order to disrupt the forming of recognition 20
artifacts due to their similarity; and

applying a plurality of speech recognition programs each
with a matching algorithm to the data base information
by matching the audio mput information to each subset
of the rearranged data base information, wherein the 25
audio input information 1s matched to each subset by
different speech recognition programs, and wherein
cach information subset match results 1n a candidate set
of match candidates.
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