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METHOD, SYSTEM AND COMPUTER
PROGRAM PRODUCT FOR IDENTIFYING A

LOCATION OF AN OBJECT WITHIN A
VIDEO SEQUENCE

CROSS-REFERENCE TO RELAT
APPLICATION

gs
w

This application claims priority to U.S. Provisional Patent

Application Ser. No. 61/540,591, filed Sep. 29, 2011, entitled
MOTION FLOW BASED HUMAN MOTION OBIJECT
SEGMENTATION AND METHOD, naming Dong-Ik Ko as
inventor, which 1s hereby fully incorporated herein by refer-
ence for all purposes.

BACKGROUND

The disclosures herein relate in general to digital image
processing, and 1n particular to a method, system and com-
puter program product for identifying a location of an object
within a video sequence.

A system may perform object segmentation for partition-
ing various located objects (within a digital image) into mul-
tiple segments. However, 11 the system performs the object
segmentation with a high degree of complexity (e.g., 1n analy-
s1s of depth and regions of interest), then it can be relatively
slow and ineificient, which increases consumption of com-
putational resources. By comparison, 1f the system performs
the object segmentation with a low degree of complexity, then
it can be relatively unreliable.

SUMMARY

In response to detecting a motion within a video sequence,
a determination 1s made of whether the motion 1s a particular
type ol movement. In response to determining that the motion
1s the particular type of movement, a location 1s i1dentified
within the video sequence of an object that does the motion.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a block diagram of an information handling

system of the illustrative embodiments.
FI1G. 2 15 a flowchart of operation of the system of FIG. 1.

DETAILED DESCRIPTION

FIG. 1 1s a block diagram of an information handling
system, 1ndicated generally at 100, of the illustrative embodi-
ments. In the example of FIG. 1, a microcontroller 102 selec-
tively enables and disables a low resolution passive infrared
(“PIR”) sensor 104. The PIR sensor 104: (a) measures inira-
red light that radiates from physical objects within its field of
view; and (b) in response thereto, outputs signals that repre-
sent such measurements. The microcontroller 102: (a)
receives those signals from the PIR sensor 104; and (b) in
response to those signals, detects then-current motion (1f any)
of such objects.

Also, the microcontroller 102 selectively enables and dis-
ables an infrared light emitting diode (“LED™) 106. In
response to the LED 106 being enabled by the microcontrol-
ler 102, the LED 106 outputs light for 1lluminating a space
within the field of view of the PIR sensor 104. In this example,
the physical objects include a human 108. In response to the
LED 106 being disabled by the microcontroller 102, the LED

106 stops outputting such light.
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The microcontroller 102 outputs information (e.g., com-
mands and data) to, and recerves mnformation from, a digital
signal processor (“DSP”) 110. Further, the microcontroller
102 selectively enables and disables a three-dimensional
(“3D”) sensor 112, such as in response to a suitable command

from the DSP 110. If the microcontroller 102 enables the 3D

sensor 112, then the microcontroller 102 specifies whether
such enablement 1s for: (a) a two-dimensional (*2D”) oper-
ating mode, which has lower resolution, yet consumes less
power; or (b) a 3D operating mode, which has higher resolu-
tion, yet consumes more power.

In response to the 3D sensor 112 being enabled by the
microcontroller 102, the 3D sensor 112: (a) measures light
that radiates from physical objects within 1ts field of view,
which substantially overlaps the field of view of the PIR
sensor 104; and (b) 1n response thereto, outputs signals (e.g.,
as successive frames 1n a video sequence of digital images)
that represent such measurements. In response to the 3D
sensor 112 being disabled by the microcontroller 102, the 3D
sensor 112 stops outputting those signals. The DSP 110: (a)
receives those signals from the 3D sensor 112; (b) in response
to those signals during the 2D operating mode, detects then-
current motion (if any) of such objects; (¢) in response to
those signals (e.g., 3D point cloud data) during the 3D oper-
ating mode, detects various features of the then-current
motion, computes 3D motion vectors of those features
between successive frames (in the video sequence of digital
images from the 3D sensor 112), and classifies those features
to determine information about the then-current motion (e.g.,
shape, as represented by a 3D point cloud); and (d) 1n
response to such vectors, features and classifications, outputs
digital 1mages to a display device 114 for depicting such
objects.

The display device 114 recerves and displays those images,
which are viewable by a user (e.g., by the human 108). In one
embodiment, the system 100 performs 1ts operations 1n
response to commands from the human 108, such as com-
mands that the human 108 specifies via: (a) a touchscreen of
the display device 114; and/or (b) physical gestures (e.g.,
hand movements) by the human 108, so that the system 100
analyzes the then-current motion to recognize such gestures
alter 1t identifies a location of the human 108 within the video
sequence of digital images from the 3D sensor 112. The
display device 114 1s any suitable display device, such as a
plasma display, a liquid crystal display (“LCD”), or an LED
display.

The system 100 1s formed by electronic circuitry compo-
nents for performing the system 100 operations, implemented
in a suitable combination of software, firmware and hard-
ware. For example, the microcontroller 102 and the DSP 110
are computational resources for executing instructions of
computer-readable software programs to process data (e.g., a
database of information) and perform additional operations
(e.g., communicating information) in response thereto. For
operations of the microcontroller 102, such programs and
data are stored 1n a memory of the microcontroller 102 and/or
in a computer-readable medium 116 (e.g., hard disk drive,
flash memory card, or other nonvolatile storage device). For
operations of the DSP 110, such programs and data are stored
in a memory of the DSP 110 and/or in a computer-readable
medium 118.

FIG. 2 15 a flowchart of operation of the system 100. At a
step 202, the microcontroller 102 enables the PIR sensor 104,
disables the LED 106, and disables the 3D sensor 112. The
operation seli-loops at the step 202 until the microcontroller
102 (1n response to signals from the PIR sensor 104) detects
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then-current motion of at least one physical object within the
field of view of the PIR sensor 104.

In response to the microcontroller 102 detecting such then-
current motion, the operation continues ifrom the step 202 to
a step 204. At the step 204, the microcontroller 102: (a)
enables the 3D sensor 112 for the 2D operating mode; and (b)
outputs a signal to inform the DSP 110 about such enable-
ment. At a next step 206, the DSP 110 (in response to signals
from the 3D sensor 112) determines whether it detects then-
current motion of at least one physical object within the field
of view of the 3D sensor 112.

In response to the DSP 110 determining that 1t does not
detect such then-current motion, the operation returns from
the step 206 to the step 202. Conversely, 1n response to the
DSP 110 detecting such then-current motion, the operation
continues from the step 206 to a step 208. At the step 208: (a)
the DSP 110 commands the microcontroller 102 to enable the
3D sensor 112 for the 3D operating mode and to enable the
LED 106 for 1lluminating a space within the field of view of
the 3D sensor 112; and (b) the microcontroller 102 performs
such enablement.

Further, the DSP 110 (1n response to signals from the 3D
sensor 112): (a) at a next step 210, detects various features of
the then-current motion, and computes 3D motion vectors of
those features between successive frames; and (b) at a next
step 212, classifies those features to determine information
about the then-current motion. At a next step 214, the DSP
110: (a) compares such vectors, features and classifications to
various characteristics that distinguish a human type of move-
ment from a non-human type of movement; and (b) in
response to such comparison, determines whether the then-
current motion 1s a human type of movement. The DSP 110
receives such characteristics (e.g., speed and kinetics) from a
database of information in the computer-readable medium
118.

In response to the DSP 110 determining that the then-
current motion 1s a non-human type of movement, the opera-
tion returns from the step 214 to the step 202. Conversely, in
response to the DSP 110 determining that the then-current
motion 1s a human type of movement, the operation continues
from the step 214 to a step 216. At the step 216, the DSP 110:
(a) 1dentifies a location (within the video sequence of digital
images from the 3D sensor 112) of the human object that does
the then-current motion; and (b) 1n response to 1dentifying
such location, performs object segmentation for partitioning
the located human object into multiple segments, in response
to analysis by the DSP 110 of depth and regions of interest
(within the video sequence of digital images from the 3D
sensor 112).

At anext step 218, the DSP 110 attempts to identily human
skeleton points ol those multiple segments. At a next step 220,
the DSP 110 determines whether 1t was successiul 1n 1denti-
tying the human skeleton points of those multiple segments.
In response to determining that 1t was unsuccessiul 1n 1den-
tifying the human skeleton points of those multiple segments:
(a) at a step 222, the DSP 110 updates the database of infor-
mation in the computer-readable medium 118, so that the
DSP 110 improves accuracy for its subsequent determina-
tions of whether motion 1s a human type of movement; and (b)
the operation returns from the step 222 to the step 202.

Referring again to the step 220, in response to determining,
that 1t was successiul in identifying the human skeleton points
of those multiple segments: (a) at a step 224, the DSP 110
outputs an updated digital image to the display device 114 for
depicting the human skeleton points of those multiple seg-
ments; (b) the display device 114 receives and displays such
image, which 1s viewable by a user; and (c) the operation
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returns from the step 224 to the step 202. The system 100
performs its various operations in a substantially real-time
manner, so that a user (e.g., the human 108) of the system 100
barely (if at all) percerves delay between: (a) then-current
motion of a physical object within the overlapping fields of
view ol the PIR sensor 104 and the 3D sensor 112; and (b)
display (by the display device 114) of the updated digital
image that 1s output by the DSP 110 1n response thereto.

Accordingly, in response to the DSP 110 determiming that
the then-current motion 1s a human type ol movement, the
DSP 110: (a) identifies a location (within the video sequence
of digital images from the 3D sensor 112) of the human object
that does the then-current motion; and (b) 1n response to
identifving such location, performs object segmentation for
partitioning the located human object into multiple segments.
In this hierarchically triggered manner, by focusing the object
segmentation on the located human object that does the then-
current motion (e.g., instead of stationary objects and non-
human objects), the DSP 110 performs the object segmenta-
tion with improved speed and elficiency, while preserving
reliability and reducing consumption of computational
resources.

Optionally, in this same hierarchically triggered manner, 1n
response to the DSP 110 determining that the then-current
motion 1s a particular type of non-human movement (e.g.,
automobile movement and/or amimal movement), the DSP
110 1s operable to: (a) 1dentily a location (within the video
sequence ol digital images from the 3D sensor 112) of the
non-human object that does the then-current motion; (b) per-
form object segmentation for partitioning the located non-
human object into multiple segments; (¢) attempt to identify
skeleton points of those multiple segments; (d) in response to
determining that 1t was unsuccessiul 1n 1dentifying the skel-
cton points of those multiple segments, update the database of
information in the computer-readable medium 118, so that
the DSP 110 improves accuracy for its subsequent determi-
nations of whether motion is the particular type of non-human
movement; and (e) 1n response to determining that 1t was
successiul 1 1dentitying the skeleton points of those multiple
segments, output an updated digital image to the display
device 114 for depicting the skeleton points of those multiple
segments (e.g., in addition to, or instead of, the human skel-
cton points), so that the display device 114 receives and
displays such image, which 1s viewable by a user. For
example, to determine whether the then-current motion 1s the
particular type of non-human movement, the DSP 110 1s
operable to compare the then-current motion’s vectors, fea-
tures and classifications to various characteristics that distin-
guish the particular type of non-human movement from other
types of movement.

In the 1llustrative embodiments, a computer program prod-
uct 1s an article of manufacture that has: (a) a computer-
readable medium; and (b) a computer-readable program that
1s stored on such medium. Such program 1s processable by an
instruction execution apparatus (e.g., system or device) for
causing the apparatus to perform various operations dis-
cussed heremabove (e.g., discussed in connection with a
block diagram). For example, 1n response to processing (e.g.,
executing) such program’s instructions, the apparatus (e.g.,
programmable information handling system) performs vari-
ous operations discussed hereinabove. Accordingly, such
operations are computer-implemented.

Such program (e.g., software, firmware, and/or microcode)
1s written 1n one or more programming languages, such as: an
object-oriented programming language (e.g., C++); a proce-
dural programming language (e.g., C); and/or any suitable
combination thereof. In a first example, the computer-read-
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able medium 1s a computer-readable storage medium. In a
second example, the computer-readable medium 1s a com-
puter-readable signal medium.

A computer-readable storage medium includes any sys-
tem, device and/or other non-transitory tangible apparatus
(e.g., electronic, magnetic, optical, electromagnetic, infrared,
semiconductor, and/or any suitable combination thereot) that
1s suitable for storing a program, so that such program is
processable by an instruction execution apparatus for causing,
the apparatus to perform various operations discussed here-
inabove. Examples of a computer-readable storage medium
include, but are not limited to: an electrical connection having
one or more wires; a portable computer diskette; a hard disk;
a random access memory (“RAM™); a read-only memory
(“ROM”); an erasable programmable read-only memory
(“EPROM” or tlash memory); an optical fiber; a portable
compact disc read-only memory (“CD-ROM”); an optical
storage device; a magnetic storage device; and/or any suitable
combination thereof.

A computer-readable signal medium includes any com-
puter-readable medium (other than a computer-readable stor-
age medium) that 1s suitable for communicating (e.g., propa-
gating or transmitting) a program, so that such program 1is
processable by an instruction execution apparatus for causing,
the apparatus to perform various operations discussed here-
inabove. In one example, a computer-readable signal medium
includes a data signal having computer-readable program
code embodied therein (e.g., 1n baseband or as part of a carrier
wave), which 1s communicated (e.g., electronically, electro-
magnetically, and/or optically) via wireline, wireless, optical
fiber cable, and/or any suitable combination thereof

Although illustrative embodiments have been shown and
described by way of example, a wide range of alternative

embodiments 1s possible within the scope of the foregoing
disclosure.

What is claimed 1s:

1. A method performed by a combination of electronic
circuitry components for identifying a location of an object
within a video sequence, the method comprising:

detecting motion of the object within a field of view of a

passive inirared sensor, 1n response to signals from the
passive inirared sensor;

in response to the detecting of the motion of the object

within the field of view of the passive infrared sensor,
cnabling a three-dimensional sensor to operate 1n a two-
dimensional operating mode;

detecting motion of the object within a field of view of the

three-dimensional sensor, 1n response to signals from
the three-dimensional sensor operating 1n the two-di-
mensional operating mode;

in response to the detecting of the motion of the object

within the field of view of the three-dimensional sensor,
ecnabling the three-dimensional sensor to operate 1n a
three-dimensional operating mode;

determining whether the motion 1s a human type of move-

ment, 1n response to signals from the three-dimensional
sensor operating i1n the three-dimensional operating
mode;
in response to determining that the motion 1s the human
type of movement, 1identifying the location within the
video sequence of the object that does the motion; and

in response to the identifying of the location of the object
within the video sequence, partitiomng the located
object into multiple segments, and 1dentifying human
skeleton points of the multiple segments;

wherein determinming whether the motion 1s the human type

of movement includes: detecting features of the motion;
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6

computing three-dimensional motion vectors of the fea-
tures between successive frames of the video sequence
from the three-dimensional sensor; and comparing the
features and three-dimensional motion vectors to char-
acteristics that distinguish the human type of movement
from a non-human type ol movement.

2. The method of claim 1, and comprising:

outputting an 1image to a display device for displaying the
human skeleton points.

3. The method of claim 1, and comprising:

in response to the detecting of the motion of the object
within the field of view of the three-dimensional sensor,
illuminating a space within the field of view of the three-
dimensional sensor.

4. The method of claim 3, wherein 1lluminating the space
includes: 1lluminating the space with an infrared light emat-
ting diode.

5. The method of claim 1, and comprising:

in response to determining that the motion 1s the non-
human type of movement, updating a database of infor-
mation to improve accuracy lfor a determination of
whether subsequent motion 1s the human type of move-
ment.

6. A system for identifying a location of an object within a

video sequence, the system comprising:

a combination of electronic circuitry components for:
detecting motion of the object within a field of view of a
passive inirared sensor, 1n response to signals from the
passive infrared sensor; in response to the detecting of
the motion of the object within the field of view of the
passive infrared sensor, enabling a three-dimensional
sensor to operate 1n a two-dimensional operating mode;
detecting motion of the object within a field of view of
the three-dimensional sensor, 1 response to signals
from the three-dimensional sensor operating 1n the two-
dimensional operating in response to the detecting of the
motion of the object within the field of view of the
three-dimensional sensor, enabling the three-dimen-
sional sensor to operate 1n a three-dimensional operating,
mode; determining whether the motion 1s a human type
of movement, 1n response to signals from the three-
dimensional sensor operating 1n the three-dimensional
operating mode; 1 response to determining that the
motion 1s the human type of movement, identifying the
location within the video sequence of the object that
does the motion; and, 1n response to the identitying of
the location of the object within the video sequence,
partitioning the located object mnto multiple segments,
and 1dentifying human skeleton points of the multiple
segments;

wherein determining whether the motion 1s the human type
of movement includes: detecting features of the motion;
computing three-dimensional motion vectors of the fea-
tures between successive frames of the video sequence
from the three-dimensional sensor; and comparing the
features and three-dimensional motion vectors to char-
acteristics that distinguish the human type of movement
from a non-human type ol movement.

7. The system of claim 6, wherein the combination of
clectronic circuitry components 1s for outputting an image to
a display device for displaying the human skeleton points.

8. The system of claim 6, wheremn the combination of
clectronic circuitry components 1s for: in response to the
detecting of the motion of the object within the field of view
of the three-dimensional sensor, 1lluminating a space within
the field of view of the three-dimensional sensor.
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9. The system of claim 8, wherein 1lluminating the space
includes: 1lluminating the space with an infrared light emat-
ting diode.

10. The system of claim 6, wherein the combination of
clectronic circuitry components 1s for: 1n response to deter-
mimng that the motion 1s the non-human type of movement,
updating a database of information to improve accuracy for a
determination of whether subsequent motion i1s the human
type of movement.

11. A non-transitory

computer-readable medium storing instructions that are

processable by an instruction execution apparatus for
causing the apparatus to perform a method comprising:
detecting motion of an object within a field of view of a
passive inirared sensor, 1n response to signals from the
passive inirared sensor; in response to the detecting of
the motion of the object within the field of view of the
passive infrared sensor, enabling a three-dimensional
sensor to operate 1n a two-dimensional operating mode;
detecting motion of the object within a field of view of
the three-dimensional sensor, 1 response to signals
from the three-dimensional sensor operating 1n the two-
dimensional operating mode; in response to the detect-
ing of the motion of the object within the field of view of
the three-dimensional sensor, enabling the three-dimen-
sional sensor to operate 1n a three-dimensional operating,
mode; determining whether the motion 1s a human type
of movement, 1n response to signals from the three-
dimensional sensor operating 1n the three-dimensional
operating mode; 1n response to determining that the
motion 1s the human type of movement, identifying a
location within a video sequence of the object that does
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the motion; and, 1n response to the identifying of the
location of the object within the video sequence, parti-
tioning the located object into multiple segments, and
identifying human skeleton points of the multiple seg-
ments;

wherein determining whether the motion 1s the human type

of movement includes: detecting features of the motion;
computing three-dimensional motion vectors of the fea-
tures between successive frames of the video sequence
from the three-dimensional sensor; and comparing the
features and three-dimensional motion vectors to char-
acteristics that distinguish the human type of movement
from a non-human type of movement.

12. The computer-readable medium of claim 11, wherein
the method comprises outputting an 1mage to a display device
for displaying the human skeleton points.

13. The computer-readable medium of claim 11, wherein
the method comprises: in response to the detecting of the
motion of the object within the field of view of the three-

dimensional sensor, 1lluminating a space within the field of
view ol the three-dimensional sensor.

14. The computer-readable medium of claim 13, wherein
illuminating the space includes: illuminating the space with
an inirared light emitting diode.

15. The computer-readable medium of claim 11, wherein
the method comprises: 1 response to determining that the
motion 1s the non-human type of movement, updating a data-
base of information to improve accuracy for a determination
of whether subsequent motion 1s the human type of move-
ment.
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