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(57) ABSTRACT

To align a first digital 3D model of a scene with a second
digital 3D model of the scene, real-world photographs of the
scene are received and synthetic photographs of the first digi-
tal 3D model are generated according to different camera
poses of a virtual camera. Using the real-world photographs
and the synthetic photographs as mput photographs, points 1n
a coordinate system of the second digital 3D model are gen-
crated. Camera poses of the input photographs 1n the coordi-
nate system of the second 3D model also are determined.
Alignment data for aligning the first 3D model with the sec-
ond 3D model i1s generated using the camera poses of the
virtual camera and the camera poses corresponding to the
input photographs.
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ALIGNING DIGITAL 3D MODELS USING
SYNTHETIC IMAGES

FIELD OF THE DISCLOSUR.

L1l

The present disclosure relates to generating and position-
ing digital three-dimensional models of physical structures.

BACKGROUND

The background description provided herein 1s for the pur-
pose of generally presenting the context of the disclosure.
Work of the presently named inventors, to the extent it 1s
described in this background section, as well as aspects of the
description that may not otherwise quality as prior art at the
time of filing, are neither expressly nor impliedly admitted as
prior art against the present disclosure.

Various software applications allow users to manually
develop digital 3D models of various real-world objects. In
general, users utilize various 3D shapes (such as cubes,
spheres, and cones) to directly define 3D geometry or 2D
shapes (such as circles, rectangles, and triangles) to define
facets of the 3D geometry. Some software applications also
permit users to texture 3D geometry using photographs or
artificial patterns. Today, many users develop highly detailed
models of landmark structures and apply real-world photo-
graphs of these landmark structures to the models as textures.

Meanwhile, digital imaging techniques have been devel-
oped to extract 3D geometry of a real-world object from sets
ol photographs of the object. According to one such tech-
nique, a system identifies a common feature depicted in mul-
tiple photographs captured from different positions and dii-
ferent camera orientations. The system then uses the common
identified feature to derive points in the feature geometry as
well as camera poses 1 a 3D coordinate system. In this
manner, the system generates a “3D point cloud,” which also
can be textured, to define an automatically extracted 3D
model of the object.

A manually developed 3D model may describe a portion of
the 3D geometry missing from an automatically extracted 3D
model of the same real-world object, and the automatically
extracted 3D model may describe some of the 3D geometry of
the real-world object at a higher resolution that the manually
developed 3D model. However, digital 3D models developed
using these two different techniques exist in different coordi-
nate systems and conform to different formats.

SUMMARY

One embodiment of the techniques discussed below 1s a
method performed on one or more processors for aligning a
first digital 3D model of a scene with a second digital 3D
model of the scene. The method includes recerving real-world
photographs of the scene and generating synthetic photo-
graphs of the first digital 3D model according to different
camera poses ol a virtual camera. The method also includes
using the real-world photographs and the synthetic photo-
graphs as input photographs. Further, the method includes
generating points in a coordinate system of the second digital
3D model to define portions of geometry of the second 3D
model, as well as generating camera poses of the input pho-
tographs in the coordinate system of the second 3D model,
using the input photographs. Still further, the method includes
generating alignment data for aligning the first 3D model with
the second 3D model using the camera poses of the virtual
camera and the camera poses corresponding to the input
photographs.
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Another embodiment of the techniques of the present dis-
closure 1s a computer-readable medium that stores instruc-
tions. When executed on one or more processors, the mstruc-
tions cause the one or more processors to recerve real-world
photographs of a scene, recerve digital model data that speci-
fies geometry of a first digital 3D model of the scene 1n a first
coordinate system, and generate synthetic photographs of the
first digital 3D model using the recerved digital model data.
Each of the synthetic photographs is a static image generated
according to a different position and orientation of a first
virtual camera in the first coordinate system. The 1nstructions
turther cause the one or more processors to apply 3D geom-
etry reconstruction to the real-world photographs and the
synthetic photographs to determine 3D geometry of a second
3D model of the scene defined 1n a second coordinate system
as well as positions and orientations of a second virtual cam-
era 1n the second coordinate system for the real-world pho-
tographs and the synthetic photographs. The instructions also
cause the one or more processors to automatically align the
first digital 3D model with the second digital 3D model using
the synthetic photographs.

Yet another embodiment of the techniques of the present
disclosure 1s a computer-implemented method for combining
teatures of digital 3D models. The method includes receiving

a first digital 3D model of a scene, recerving a second digital
3D model of the scene, and automatically aligning the first
digital 3D model with the second digital 3D model. The
aligning includes applying 3D geometry reconstruction to
first 1mages associated with the first digital 3D model and
second 1mages associated with the second digital 3D model.
The method also includes applying features of one of the first
digital 3D model and the second digital 3D model to the other
one of the first digital 3D model and the second digital 3D
model.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a block diagram of an example computing envi-
ronment 1n which a model alignment system automatically
aligns a manually developed digital 31D model of an object
with a digital 3D model of the object automatically extracted
from a set of photographs;

FIG. 2 1s a block diagram that schematically illustrates
inputs and outputs of an example model alignment system
that can operate 1n the computing environment of FIG. 1;

FIG. 3 1s a block diagram of an example system for gener-
ating and aligning 3D models that can be implemented 1n the
computing environment of FIG. 1;

FIG. 4 illustrates an example landmark structure and user
photographs of the landmark structure;

FIG. 5 1illustrates one example of a manually developed
digital 3D model of the landmark structure depicted 1n FI1G. 4
and synthetic images of the manually developed digital 3D
model;

FIG. 6 illustrates extraction of points from the example
user photographs of FIG. 4 and the synthetic images of FIG.
S;

FIG. 7 schematically illustrates locating points and camera
poses common to the respective coordinate systems of a
manually developed digital 3D model and an automatically
extracted digital 3D model;

FIG. 8 1s a flow diagram of an example method for aligning,
3D models developed using different techniques, which can
be implemented 1n the model alignment system of FI1G. 2; and

FIG. 9 1s a flow diagram of an example method for improv-
ing geometry and/or textures of a digital 3D model of a scene
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using another digital 3D model of the scene, which can be
implemented 1n the computing environment of FIG. 1.

DETAILED DESCRIPTION

A model alignment system of the present disclosure aligns
(or “registers™) a manually developed digital 3D model of a
scene, which can be made up of one or several objects, with a
digital 3D model of the same scene automatically extracted
from photographs (referred to below as an “automatically
generated model”). To this end, the model alignment system
receives photographs of the scene having difierent poses, 1.¢.,
location and orientation of the camera relative to the scene.
The model alignment system also generates “synthetic pho-
tographs” of the modeled scene according to different poses
of a virtual camera. In other words, the model alignment
system generates static images of the manually developed
model as 11 the scene were photographed from different per-
spectives 1n the virtual world of the model. The model align-
ment system then applies a 3D geometry reconstruction tech-
nique to both the real-world photographs and the synthetic
photographs to generate a 3D point cloud which at least
partially defines the geometry of the automatically generated
model. As part of this process, the model alignment system
also determines camera poses corresponding to the input
photographs 1n the coordinate system of the 3D point cloud.
In this manner, the model alignment system determines how
camera poses 1n the coordinate system of the manually devel-
oped digital model translate to the coordinate system of the
automatically generated model, thereby allowing the two
models to be aligned.

Once aligned, the features of the 3D models can be com-
bined. In other words, one or both models can be used to
supplement the other model. For example, the manually
developed model now can be accurately textured using the
real-world photographs used to generate the 3D point cloud.
Moreover, because automatic extraction of the 3D point cloud
from photographs generally yields 3D geometry of higher
resolution, portions of the manually developed model can be
refined using the automatically generated model while main-
taining the completeness of the manually developed model.
On the other hand, because real-world photographs some-
times “favor” certain perspectives of a landmark, an auto-
matically generated model may have gaps in geometry which
the manually developed model can fill. As yet another
example, the manually developed model can be used to create
depth maps of the real-world photographs or, when the real-
world photographs are arranged as a 3D tour of a scene, the
manually developed digital 3D model can be used to generate
smooth transitions between photographs.

Systems and method for 3D model alignment and the
related techniques are discussed 1n more detail with reference
to FIGS. 1-9. For simplicity, the examples below continue to
refer to manually developed 3D models. However, it 1s noted
that a model alignment system also can generate synthetic
photographs of other types of models, including automati-
cally generated models, and use these synthetic photographs
as part of the input 1n generating 3D point clouds. As a more
specific example, the model alignment system can apply
these techniques to two automatically generated models by
generating synthetic photographs of one (or both) of these
models. In general, the techniques of the present disclosure
can be used with digital 3D models regardless of how these
models were generated.

Referring to FIG. 1, an example model alignment system
10 1s implemented 1n a server 12 as a software instructions
stored 1n a memory 14 and executable on a processor 16. The
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memory 14 also stores mstructions that implement a 3D point
cloud pipeline 18 for extracting 3D geometry from photo-
graphs to generate a 3D point cloud and determine camera
poses corresponding to the photographs. In this example, the
software components 10 and 18 are separate, but in other
implementations these components can operate 1n a single
soltware application or module.

The server 12 includes a network interface module 20
coupled to the communication network 24 (e.g., the Internet)
via which the model alignment system 10 can access a data-
base 30 that stores manually developed digital 3D models of
various scenes, as well as a database 32 that stores user
photographs. The databases 30 and 32 can operate 1n a same
network or different networks, and can be maintained by a
same provider or different providers, depending on imple-
mentation. Manually developed digital 3D models and pho-
tographs stored 1n these databases can come from any number
of sources. For example, a certain user can take several pho-
tographs of a landmark structure using a camera 40 and
upload these photographs to the database 32 using a computer
42, another user can capture and upload photographs of the
same landmark structure using a smartphone 44, and yet
another user can manually develop a digital 3D model of the
landmark structure using a computer 30 and upload the model
to the database 30. As a result, photographs of a same scene
typically do not have the same camera pose.

More generally, the database 32 in various implementa-
tions can store photographs that come from any suitable
manual or automated sources, such as cameras mounted on
vehicles to generate street-level imagery, cameras mounted
on aircraft, stills from video feeds, etc. Thus, for a certain
scene, the database 32 can store photographs captured manu-
ally or automatically from different locations with different
camera orientations, and using different equipment.

The database 32 also can store metadata for the photo-
graphs. For example, metadata of a photograph captured with
a camera equipped with a positioning device can include a set
of Global Positioming Service (GPS) coordinates. Metadata
of another photograph can include user-specified text such as
“Fittel Tower” or “Big Ben.” More generally, the metadata
can include any suitable direct or indirect indication of loca-
tion.

The user operating the computer S0 can use such 3D mod-
cling software as, for example, AutoCAD®, Autodesk®
Maya, Sketchup®, K-3D, etc. Depending on the software, the
user can define the geometry of a 3D model using 3D solids
such as cubes, spheres, cylinders, cones, etc. and/or 2D
shapes to describes facets of 3D objects, for example. The
user then may apply colors and/or textures, such as photo-
graphic textures, to the 3D geometry to create a highly real-
istic, interactive (e.g., rotatable, scalable) model. Depending
on the implementation, this model can be stored as digital
model data 1n a computer-readable memory in a format spe-
cific to the software used to develop the model or, alterna-
tively, a standard format recognizable by various software
applications. The model alignment system 10 may include a
soltware component capable of interpreting this digital model
data and at least rendering a manually developed 3D model.

According to an example scenario, a user operates the
Sketchup software executing on the computer 50 to develop a
digital 3D model 60 of the Willis Tower 1n Chicago, Ill. The
user then submits the model 60 to the database 30 via the
network 24 in the form of one or several data files and accom-
panies the submission with the text “Willis Tower, Chicago,
I11.” The model alignment system 10 retrieves the model 60
from the database 30 and generates synthetic photographs of
the model 60. To this end, the model alignment system 10 may
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invoke the Sketchup software to interpret the data and gener-
ate synthetic photographs of the model 60 from different
perspectives. More specifically, the model alignment system
10 may rotate the model relative to the virtual camera along
one or several axis, zoom 1n on the portions of the model 60,
etc.

Various users also submit numerous (e.g., tens of thou-
sands) photographs of the Willis Tower, including photo-
graphs 62 and 64, to the database 32. In one implementation,
user-submitted photographs are formatted so as to conform to
a standard recognized by the model alignment system 10. The
model alignment system 10 similarly retrieves some or all of
the photographs of the Willis Tower from the database 32.
According to one implementation, the model alignment sys-
tem 10 generates a query that specifies selection criteria for
picking out a subset of the available photographs of the Willis
Tower. The query may include a geospatial search string
which can be used to search through the available photo-
graphs (e.g., “Willis Tower,” “Sears Tower” (former name of
the landmark), etc.). The query also may specily a radius R
(e.g., 0.5 ml) to indicate that all photographs within the dis-
tance R of the Willis Tower should be retrieved.

The model alignment system 10 then supplies the synthetic
photographs of the model 60 and the real-world photographs
62 and 64 (along with other photographs of the Willis Tower)
to the 3D point cloud pipeline 18 that performs 3D geometry
reconstruction using a structure-from-motion (SFM) tech-
nique with bundle adjustment, for example. In a typical case,
the number of real-world photographs the 3D point cloud
pipeline 18 receives far exceeds the number of synthetic
photographs. In other words, 1t 1s suificient to introduce a very
small number of synthetic photographs to the 3D point cloud
pipeline 18 to align the manually developed model 60 with
the model automatically generated from the photographs 62,
64, ctc. It 1s also noted that the small number of synthetic
photographs does not substantially affect the generation of a
3D point cloud. Thus, a 3D point cloud generated using N
real-world photographs and M synthetic photographs, where
N>>M, can be considered to be equivalent to a 3D point cloud
generated using N real-world photographs only.

After the 3D point cloud pipeline 18 generates a 3D point
cloud and determines camera poses for the recerved real and
synthetic photographs, the model alignment system 10 deter-
mines how the model based on the 3D point cloud and the
manually developed model are aligned (suitable techniques
for generating a 3D point cloud are discussed in more detail
with reference to FI1G. 3). Thus, as schematically illustrated in
FIG. 2, the model alignment system 10 can use a manually
developed model and synthetic photographs as inputs and
output an improved manually developed model, an improved
automatically generated model, or both.

Additionally or alternatively, the model alignment system
10 can generate alignment information in the form of a trans-
form function (e.g., a matrix or a set of matrices) for use by
various applications. The model alignment system 10 1n some
ol these cases operates as a web service that responds to user
requests that conform to a certain format. As one example, a
user may wish to upload a manually developed 3D model to
the model alignment system 10 to recerve alignment func-
tions for certain photographs. The user then can use the align-
ment functions to apply some or all of the photographs to the
manually developed model using a personal computer, 1n a
cloud, etc. In an analogous manner, another user may upload
a series of photographs of a landmark to the model alignment
system 10 and receive alignment functions for various manu-
ally developed 3D models of the landmarks. In this manner,
the user can use a software similar to the 3D point cloud
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pipeline 18 to automatically generate a 3D model and apply
one manually developed 3D model to one portion of the
automatically generated model, another manually developed
3D model to another portion of the automatically generated
model, etc.

Further, although the example model alignment system 10
in FIG. 1 1s implemented 1n a single server device, similar
model alignment systems can be implemented on groups of
servers 1n a distributed manner, for example. Moreover, a
model alignment system can be implemented on a personal
computer or other another electronic device having sufficient
computational capability and memory.

Next, FIG. 3 illustrates an example system 100 that (1)
generates a 3D point cloud to define the geometry of an
automatically generated digital 3D model and (11) automati-
cally generates alignment data for this model and a manually
developed 3D mode of the same scene. The system 100
includes a 3D point cloud pipeline 102 that includes a feature
extraction module 110 and a feature matching module 112
configured to identify features in photographs received from
a photograph database 104 and match the features across the
photographs, respectively. The components 110 and 112 can
be implemented using software instructions, for example.
Generally speaking, the feature extraction module 110 1mple-
ments pattern recognition techniques to i1dentify common
features 1n multiple photographs, 1.e., features that depict the
same thing 1n the physical world. The feature matching mod-
ule 112 then matches these features across photographs and
determines coordinates of these features in a 3D space as well
as camera poses of the photographs 1n the 3D space. To this
end, the feature matching module 112 can utilize any suitable
techniques, 1including those known 1n the art (such as SFM
with bundle adjustment). Further, 1n some implementations,
the 3D point cloud pipeline 102 can include additional com-
ponents, such as a module (not shown) configured to remove
from the mput those photographs that are cropped, are too
small, have an excessively large field of view, efc.

As a more specific example, the 3D point cloud pipeline
102 can receive photographs of a landmark building 202 that
exists 1n the real world 200, as 1llustrated in FIG. 4. Because
tourists often photograph the landmark building 202 (Willis
Tower m Chicago, Ill.), the photograph database 104 may
store numerous suitable photographs including example pho-
tographs 210, 212, and 214. The photographs 210-214 were
captured from different locations in the city and with different
camera orientations. However, these photographs depict sev-
eral common features which the feature extraction module
110 can recognize, and from which the feature matching
module 112 can generate points 1n a 3D point cloud.

Referring back to FIG. 3, a model alignment system can
include a synthetic photograph generation module 120 and an
alignment data generation module 124. The synthetic photo-
graph generation module 120 receives a manually developed
model from a database 122. For example, the synthetic pho-
tograph generation module 120 can receive model geometry
and texture data to be applied to the model geometry. The
synthetic photograph generation module 120 then generates
synthetic photographs of the manually developed model and
provides these synthetic photographs as additional mput to
the 3D pipeline 102.

In one implementation, the synthetic photograph genera-
tion module 120 generates synthetic photographs by emulat-
ing a person walking around the scene 1n the virtual world of
the manually generated model and taking eye-level photo-
graphs (a “virtual photographer”). Further, the synthetic pho-
tograph generation module 120 can position the virtual pho-
tographer at different locations relative to the model 1n view
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of the locations of the real-world photographs. Thus, 1f tour-
1sts tend to favor certain locations 1n the city when taking
pictures of a landmark, the synthetic photograph generation
module 120 can position the virtual photographer approxi-
mately at the same locations 1n the virtual world.

Continuing with the example introduced above, the syn-
thetic photograph generation module 120 can recerve a manu-
ally developed model 252 that exists 1n a 3D coordinate
system 250, as 1llustrated in FIG. 5. The synthetic photograph
generation module 120 can generate synthetic photographs
260, 262, 264, ctc. More specifically, the synthetic photo-
graph generation module 120 can position a virtual camera at
various points in the 3D coordinate system 250, orient the
virtual camera toward the model 252, and generate static
1mages.

As the synthetic photograph generation module 120 gen-
crates synthetic photographs, the module 120 provides cam-
era poses corresponding to these synthetic photographs to the
alignment data generation module 124. In the example dis-
cussed above, the camera poses include position (X, v, z) and
orientation (q,, q,, -, 3 ) 1n the 3D coordinate system 230.
The alignment data generation module 124 also recerves the
manually developed model (e.g., the model 202) as well as the
3D point cloud along with the corresponding camera poses
from the 3D point cloud pipeline 102. Based on these inputs,
the module 124 generates alignment data for an automatically
generated model corresponding to the 3D point cloud and the
manually developed model. The alignment data can include
translation parameters, rotation parameters, and scale param-
cters. Accordingly, an alignment function based on the align-
ment data can translate, rotate, and scale the desired digital
3D model.

To further 1llustrate how alignment data generation module
124 generates alignment data 1n the system 100, FIG. 6 1llus-
trates a digital 3D model 302 being automatically developed
using the photographs 210, 212, and 214 while being aligned
with the manually developed model 252 using the synthetic
photograph 262.

The automatically generated model 302 1s disposed ina 3D
coordinate system 300. The feature extraction module 110 1n
an example scenario recognizes the point 310-1 in the real-
world photograph 210 as part of a certain feature of the
(real-world) Willis Tower. The feature matching module 112
then locates points the corresponding points 310-2, 310-3,
and 310-4 1n the photographs 212, 262, and 214, respectively.
Using a pinhole camera model, the 3D point cloud pipeline
102 then determines the coordinates of a reconstructed point
310 in the coordinate system 300, where the points 310-1,
310-2, 310-3, and 310-4 are projections of the point 300 onto
the 2D photographs 210, 212, 262, and 214, respectively.
Similarly, the 3D point cloud pipeline 102 determines the
coordinates of a reconstructed point 312, where the points
312-1, 312-2, 312-3, and 312-4 are projections of the point
300 onto the 2D photographs 210, 212, 262, and 214, respec-
tively.

In some scenarios, the point 310-3 1n the synthetic photo-
graph 262 1s part of the geometry of the manually developed
model 250. For example, the point 310-3 can be a corner of a
modeled building. In other scenarios, the point 310-3 is part
of the texture of the manually developed model 250.

The 3D point cloud pipeline 102 also determines camera
poses of a real-world camera 350 used to capture the real-
world photograph 210, a real-world camera 352 used to cap-
ture the real-world photograph 212, a real-world camera 354
used to capture the synthetic photograph 262, and a real-
world camera 256 used to capture the real-world photograph

214. For example, for each of the cameras 350-356, the 3D
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point cloud pipeline 102 can determine a pose defined by
position and orientation in the coordinate system 300. In a
typical scenario, the 3D point cloud pipeline 102 determines
a large number of points 1in the 3D point cloud of the auto-
matically generated model 302 using a large number of real-
world photographs and a relatively small number of synthetic
photographs.

Thus, the 3D point cloud pipeline 102 determines camera
poses to both real-world and synthetic photographs in the
same coordinate system 300. However, as discussed above,
the synthetic photograph generation module 120 also pro-
vides to the alignment data generation module 124 positions
and orientations of the synthetic photographs in the 3D coor-
dinate system 250. The system 100 therefore determines cam-
era poses of synthetic photographs both 1n the coordinate
system 250 and the coordinate system 300.

For example, as 1llustrated in FIG. 7, position (X, y_, z_) of
the virtual camera 354 in the coordinate system 250 and
orientation indicated by arrow 400 corresponds to position
(x' ,y' ., 7' )ofthe virtual camera 354 in the coordinate system
300 and orientation indicated by arrow 402. Using several
camera poses of synthetic photographs, the alignment data
generation module 124 can generate a transform function 1n
the form of a matrix for example, using which a manually
generated digital 3D model can be transposed trom the coor-
dinate system 250 to the coordinate system 300 of an auto-
matically generated digital 3D model.

Next, an example method 400 for aligning 3D models of
different types 1s discussed with reference to FIG. 8. The
method 400 can be implemented as a set of computer-execut-
able 1nstructions and stored 1n a computer-readable memory.
For example, the method 400 can be implemented 1n the

model alignment system 10 of FIGS. 1 and 2 or the system
100 of F1G. 3. In general, the method 400 can be implemented
in a network server, a client device, or 1n any suitable com-
puting device or a group of computing devices.

The method 400 begins at block 402, where real-world
photographs of a scene are recerved. As discussed above, the
sources of real-world photographs can be manual or auto-
matic. Next, at block 404, synthetic photographs of the same
scene are generated using another digital model, which can be
a manually generated digital 3D model or a 3D model gener-
ated using some other technique. Camera poses of the syn-
thetic photographs 1n the coordinate system of the other digi-
tal model are recorded for subsequent use 1 alignment
determination at block 410.

At block 406, 3D geometry (e.g., a 3D point cloud) is
extracted from the real-world photographs and the synthetic
photographs at block 406 using an SFM technique, for
example, and a 3D model 1s automatically generated using the
3D point cloud at block 408. For example, the 3D point cloud
can be organized into a 3D mesh. If desired, the geometry also
can be textured using photographs or another suitable type of
imagery.

At block 410, the two digital 3D models are aligned using
(1) the camera poses 1n the coordinate system of the 3D point
cloud (and, accordingly, the automatically generated digital
3D model) determined as part of the process of extracting 3D
geometry at block 406 as well as (1) camera poses of the
synthetic photographs 1n the coordinate system of the other
digital model. The method completes after block 410.

Now referring to FIG. 9, an example method 450 for
improving geometry and/or textures of a digital 3D model of
a scene using another digital 3D model of the scene can be
implemented in the computing environment of FIG. 1. At
block 452, a first digital 3D model of a scene 1s received. A
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second digital 3D model of the same scene 1s recerved at block
454. The two models are specified in two different coordinate
systems.

At block 456, the two models are automatically aligned.
For example, when the first model 1s based on real-world
photographs, synthetic photographs of the second model are
generated and mput 1nto a 3D point cloud pipeline that
extracts the geometry of the first model from photographs. As
another example, synthetic photographs of both models can
be generated and input to a 3D point cloud pipeline to gener-
ates a common model and camera poses 1n the same coordi-
nate system.

Once the two models are aligned, portions of the geometry
and/or some of the textures of the first model can be applied
to the second model at block 458. In some cases, portions of
the geometry and/or some of the textures of the second model
also are applied to the first model. In other words, the models
can be used for mutual benefit when the alignment data 1s
available. The method completes at block 458.

Additional Considerations

The following additional considerations apply to the fore-
going discussion. Throughout this specification, plural
instances may implement components, operations, or struc-
tures described as a single instance. Although individual
operations of one or more methods are illustrated and
described as separate operations, one or more of the indi-
vidual operations may be performed concurrently, and noth-
ing requires that the operations be performed in the order
illustrated. Structures and functionality presented as separate
components 1n example configurations may be implemented
as a combined structure or component. Similarly, structures
and functionality presented as a single component may be
implemented as separate components. These and other varia-
tions, modifications, additions, and improvements fall within
the scope of the subject matter of the present disclosure.

Additionally, certain embodiments are described herein as
including logic or a number of components, modules, or
mechanisms. Modules may constitute either software mod-
ules (e.g., code stored on a machine-readable medium) or
hardware modules. A hardware module 1s tangible unit
capable of performing certain operations and may be config-
ured or arranged 1n a certain manner. In example embodi-
ments, one or more computer systems (e.g., a standalone,
client or server computer system) or one or more hardware
modules of a computer system (e.g., a processor or a group of
processors) may be configured by software (e.g., an applica-
tion or application portion) as a hardware module that oper-
ates to perform certain operations as described herein.

A hardware module may comprise dedicated circuitry or
logic that 1s permanently configured (e.g., as a special-pur-
pose processor, such as a field programmable gate array
(FPGA) or an application-specific integrated circuit (ASIC))
to perform certain operations. A hardware module may also
comprise programmable logic or circuitry (e.g., as encom-
passed within a general-purpose processor or other program-
mable processor) that 1s temporarily configured by software
to perform certain operations. It will be appreciated that the
decision to implement a hardware module 1n dedicated and
permanently configured circuitry or in temporarily config-
ured circuitry (e.g., configured by software) may be driven by
cost and time considerations.

Accordingly, the term hardware should be understood to
encompass a tangible entity, be that an entity that is physically
constructed, permanently configured (e.g., hardwired), or
temporarily configured (e.g., programmed) to operate 1n a
certain manner or to perform certain operations described
herein. Considering embodiments in which hardware mod-
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ules are temporarily configured (e.g., programmed), each of
the hardware modules need not be configured or instantiated
at any one instance 1n time. For example, where the hardware
modules comprise a general-purpose processor configured
using software, the general-purpose processor may be con-
figured as respective different hardware modules at different
times. Software may accordingly configure a processor, for
example, to constitute a particular hardware module at one
instance of time and to constitute a different hardware module
at a different instance of time.

Hardware and software modules can provide information
to, and receive information from, other hardware and/or soft-
ware modules. Accordingly, the described hardware modules
may be regarded as being communicatively coupled. Where
multiple of such hardware or software modules exist contem-
porancously, communications may be achieved through sig-
nal transmission (e.g., over appropriate circuits and buses)
that connect the hardware or software modules. In embodi-
ments 1n which multiple hardware modules or software are
configured or instantiated at different times, communications
between such hardware or solftware modules may be
achieved, for example, through the storage and retrieval of
information in memory structures to which the multiple hard-
ware or software modules have access. For example, one
hardware or software module may perform an operation and
store the output of that operation 1n a memory device to which
it 1s communicatively coupled. A further hardware or sofit-
ware module may then, at a later time, access the memory
device to retrieve and process the stored output. Hardware
and software modules may also initiate communications with
input or output devices, and can operate on a resource (€.g., a
collection of information).

The various operations of example methods described
herein may be performed, at least partially, by one or more
processors that are temporarily configured (e.g., by software)
or permanently configured to perform the relevant operations.
Whether temporarily or permanently configured, such pro-
cessors may constitute processor-implemented modules that
operate to perform one or more operations or functions. The
modules referred to herein may, 1n some example embodi-
ments, comprise processor-implemented modules.

Similarly, the methods or routines described herein may be
at least partially processor-implemented. For example, at
least some of the operations of amethod may be performed by
one or processors or processor-implemented hardware mod-
ules. The performance of certain of the operations may be
distributed among the one or more processors, not only resid-
ing within a single machine, but deployed across a number of
machines. In some example embodiments, the processor or
processors may be located in a single location (e.g., within a
home environment, an office environment or as a server
farm), while 1 other embodiments the processors may be
distributed across a number of locations.

The one or more processors may also operate to support
performance of the relevant operations in a “cloud comput-
ing” environment or as an SaaS. For example, as indicated
above, at least some of the operations may be performed by a
group of computers (as examples of machines including pro-
cessors), these operations being accessible via a network
(e.g., the Internet) and via one or more appropriate interfaces
(e.g., APIs).

The performance of certain of the operations may be dis-
tributed among the one or more processors, not only residing
within a single machine, but deployed across a number of
machines. In some example embodiments, the one or more
processors or processor-implemented modules may be
located 1n a single geographic location (e.g., within a home
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environment, an oifice environment, or a server farm). In
other example embodiments, the one or more processors or
processor-implemented modules may be distributed across a
number of geographic locations.

Some portions of this specification are presented 1n terms
of algorithms or symbolic representations of operations on
data stored as bits or binary digital signals within a machine
memory (e.g., a computer memory). These algorithms or
symbolic representations are examples of techniques used by
those of ordinary skill 1n the data processing arts to convey the
substance of their work to others skilled in the art. As used
herein, an “algorithm™ or a “routine” 1s a self-consistent
sequence of operations or similar processing leading to a
desired result. In this context, algorithms, routines and opera-
tions involve physical manipulation of physical quantities.
Typically, but not necessarily, such quantities may take the
form of electrical, magnetic, or optical signals capable of
being stored, accessed, transterred, combined, compared, or
otherwise manipulated by a machine. It 1s convenient at
times, principally for reasons of common usage, to refer to
such signals using words such as “data,” “content,” “bits,”
“values,” “elements,” “symbols,” “characters,” “terms,”
“numbers.” “numerals,” or the like. These words, however,
are merely convenient labels and are to be associated with
appropriate physical quantities.

Unless specifically stated otherwise, discussions herein
using words such as “processing,” “computing,” “calculat-
ing,” “determining,” “presenting,” “displaying,” or the like
may refer to actions or processes of a machine (e.g., a com-
puter) that manipulates or transforms data represented as
physical (e.g., electronic, magnetic, or optical) quantities
within one or more memories (e.g., volatile memory, non-
volatile memory, or a combination thereot), registers, or other
machine components that receive, store, transmit, or display
information.

As used herein any reference to “one embodiment™ or “an
embodiment” means that a particular element, feature, struc-
ture, or characteristic described in connection with the
embodiment 1s included in at least one embodiment. The
appearances of the phrase “in one embodiment™ in various
places 1n the specification are not necessarily all referring to
the same embodiment.

Some embodiments may be described using the expression
“coupled” and “connected” along with their derivatives. For
example, some embodiments may be described using the
term “coupled” to indicate that two or more elements are in
direct physical or electrical contact. The term “coupled,”
however, may also mean that two or more elements are not in
direct contact with each other, but yet still co-operate or
interact with each other. The embodiments are not limited 1n
this context.

As used herein, the terms “comprises,” “comprising,”
“includes,” “including,” “has,” “having™ or any other varia-
tion thereof, are intended to cover a non-exclusive inclusion.
For example, a process, method, article, or apparatus that
comprises a list of elements 1s not necessarily limited to only
those elements but may include other elements not expressly
listed or inherent to such process, method, article, or appara-
tus. Further, unless expressly stated to the contrary, “or”
refers to an inclusive or and not to an exclusive or. For
example, a condition A or B 1s satisfied by any one of the
tollowing: A 1s true (or present) and B 1s false (or not present),
A 1s false (or not present) and B 1s true (or present), and both
A and B are true (or present).

In addition, use of the “a” or “an” are employed to describe
clements and components of the embodiments herein. This 1s

done merely for convenience and to give a general sense of the
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description. This description should be read to include one or
at least one and the singular also includes the plural unless 1t
1s obvious that it 1s meant otherwise.

Upon reading this disclosure, those of skill in the art will
appreciate still additional alternative structural and functional
designs for aligning digital 3D models through the disclosed
principles herein. Thus, while particular embodiments and
applications have been illustrated and described, 1t 1s to be
understood that the disclosed embodiments are not limited to
the precise construction and components disclosed herein.
Various modifications, changes and variations, which will be
apparent to those skilled in the art, may be made in the
arrangement, operation and details of the method and appa-
ratus disclosed herein without departing from the spirit and
scope defined 1n the appended claims.

What 1s claimed 1s:

1. A method performed on one or more processors for
aligning a first digital 3D model of a scene with a second
digital 3D model of the scene, the method comprising:

receving, by the one or more processors, real-world pho-

tographs of the scene;

generating, by the one or more processors, synthetic pho-

tographs of the first digital 3D model according to dit-
ferent camera poses of a virtual camera;

using input photographs that include the real-world photo-

graphs and the synthetic photographs, generating, by the
One or more processors, (1) points 1n a coordinate system
of the second digital 3D model to define portions of
geometry of the second 3D model and (1) camera poses
of the input photographs 1n the coordinate system of the
second 3D model; and

generating, by the one or more processors, alignment data

for aligning the first 3D model with the second 3D model
using the camera poses of the virtual camera and the
camera poses corresponding to the input photographs.

2. The method of claim 1, wherein generating the points 1n
the coordinate system of the second digital 3D model
includes applying a 3D geometry reconstruction technique
whereby projections of points in a physical world of the scene
onto the input photographs are used to generate the points as
reconstructed points, wherein each of the reconstructed
points corresponds to a respective one of the points in the
physical world of the scene.

3. The method of claim 2, including generating one of the
reconstructed points using projections of the corresponding
point 1n the physical world of the scene onto one of the
synthetic photographs and onto one of the real-world photo-
graphs.

4. The method of claim 3, wherein the projection onto the
synthetic photograph 1s within a texture.

5. The method of claim 3, wherein generating the align-
ment data includes using (1) the camera pose of the virtual
camera used to generate the synthetic photograph and (11) the
camera pose of the synthetic photograph in the coordinate
system of the second 3D model.

6. The method of claim 1, wherein the first 3D model 1s
developed manually using geometric shapes to define model
geometry and textures.

7. The method of claim 6, wherein generating the synthetic
photographs includes:

recerving 3D model data that specifies the model geometry

and the textures, and

rendering the 3D model data to generate the first 3D model

according to the different camera poses of the virtual
camera, wherein each camera poses includes a position
and orientation.
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8. The method of claim 1, wherein generating the synthetic
photographs includes orbiting the virtual camera around the
scene approximately at an eye level.

9. The method of claim 1, further comprising, subsequently
to aligning the first 3D model with the second 3D model, at
least one of:

applying at least some of the real-world photographs of the

scene to the first model,

generating a depthmap of the real-world photographs of

the scene using the first 3D model,
reflining geometry of the first 3D model using the second

3D model, or

closing gaps 1n geometry within the second 3D model
using the first 3D model.

10. The method of claim 1, wherein:

the camera poses of the virtual camera specily positions
and orientations 1n a coordinate system of the first 3D
model,

the camera poses corresponding to the input photographs
specily positions and orientations 1n the coordinate sys-
tem of the second 3D model, and

generating the alignment data includes a transform func-

tion for translating geometry between the coordinate
system of the first 3D model and the coordinate system
of the second 3D model.

11. A non-transitory computer-readable storage medium
storing thereon instructions that, when executed on one or
more processors, cause the one or more processors to:

receive a plurality of real-world photographs of a scene;

receive digital model data that specifies geometry of a first
digital 3D model of the scene 1n a first coordinate sys-
tem;

using the received digital model data, generate a plurality

of synthetic photographs of the first digital 3D model,
wherein each of the plurality of synthetic photographs 1s
a static image generated according to a different position
and orientation of a first virtual camera 1n the first coor-
dinate system;

apply 3D geometry reconstruction to the plurality of real-

world photographs and the plurality of synthetic photo-
graphs to determine (1) 3D geometry of a second 3D
model of the scene defined 1n a second coordinate sys-
tem, and (11) positions and orientations of a second vir-
tual camera in the second coordinate system for the
plurality of real-world photographs and the plurality of
synthetic photographs; and

automatically align the first digital 3D model with the

second digital 3D model using the plurality of synthetic
photographs.

12. The computer-readable medium of claim 11, wherein
to automatically align the first digital 3D model with the
second digital 3D model, the instructions cause the one or
more processors to generate alignment data based on the
positions and orientations of the first virtual camera 1n the first
coordinate system and the positions and orientations of the
second virtual camera 1n the second coordinate system for the
plurality of synthetic photographs.

13. The computer-readable medium of claim 11, wherein
the received digital model data further specifies photographic
textures for application to the geometry of the first digital 3D
model.
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14. The computer-readable medium of claim 11, wherein
the first digital 3D model 1s manually developed digital 3D
model.

15. The computer-readable medium of claim 11, wherein
to generate the plurality of synthetic photographs, the mnstruc-
tions cause the one or more processors to orbit the first virtual
camera around the scene approximately at an eye level.

16. The computer-readable medium of claim 11, wherein
alter the first digital 3D model has been aligned with the
second digital 3D model, the nstructions further cause the

one or more processors to one or more of:
apply at least some of the real-world photographs of the

scene to the first model,
generate a depthmap of the real-world photographs of the

scene using the first 3D model,

refine geometry of the first 3D model using the second 3D
model, or

close gaps 1n geometry within the second 3D model using

the first 3D model.

17. The computer-readable medium of claim 11, wherein
the plurality of real-world photographs of the scene are
received from a multiplicity of different users.

18. A computer-implemented method for combining fea-
tures of digital 3D models, the method comprising:

receving, by one or more processors, a first digital 3D

model of a scene;

recerving, by the one or more processors, a second digital

3D model of the scene;

automatically aligning, by the one or more processors, the

first digital 3D model with the second digital 3D model,
including applying 3D geometry reconstruction to first
images associated with the first digital 3D model and
second 1mages associated with the second digital 3D
model, the first images being synthetic photographs gen-
erated according to a different camera poses of a virtual
camera and the second 1mages being real-world photo-
graphs ol the scene, wherein aligning the first digital 3D
model with the second digital 3D model includes deter-
mining camera poses of the synthetic photographs rela-
tive to the second digital 3D model;

applying, by the one or more processors, features of one of

the first digital 3D model and the second digital 3D
model to the other one of the first digital 3D model and
the second digital 3D model; and

generating, by the one or more processors, alignment data

using the camera poses of the synthetic photographs
relative to the first digital 3D model and the camera
poses of the synthetic photographs relative to the second
digital 3D model.

19. The method of claim 18, wherein:

the first digital 3D model 1s developed manually using

component geometric shapes, and

the second digital 3D model 1s generated automatically

using 3D geometry reconstruction.

20. The method of claim 18, wherein applying features of
one of the first digital 3D model and the second digital 3D
model to the other one of the first digital 3D model and the
second digital 3D model includes one or more of:

applying at least some of the first images to the second

digital 3D model, and

refining geometry of the first digital 3D model using the

second digital 3D model.
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