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DYNAMIC ENERGY SAVINGS FOR DIGITAL
SIGNAL PROCESSOR MODULES USING
PLURAL ENERGY SAVINGS STATES

TECHNICAL FIELD

The present disclosure relates generally to energy savings.

BACKGROUND

Energy savings are desirable for many reasons such as cost
and environmental benefits. Some solutions can have perfor-
mance drawbacks. For example, after powering down a com-
puting device, there can be an unacceptable delay from when
power 1s restored to the computing device and when the
device 1s ready to be used. For example, the computing device
may not be ready until 1t executes its boot code and loads the
appropriate code, which it may have stored at a locally acces-
sible memory or may have to download from an external
device.

BRIEF DESCRIPTION OF THE DRAWINGS

The accompanying drawings incorporated herein and
forming a part of the specification illustrate the examples
embodiments.

FI1G. 1 illustrates an example of network with a plurality of
Digital Signal Processor farms.

FIG. 2 1llustrates a simplified functional diagram of a
Packet Voice/Video Digital Signal Processor module.

FI1G. 3 illustrates a simplified functional diagram of a digi-
tal signal processor.

FIG. 4 illustrates an example of a set of digital signal
processing resources in a first state.

FIG. 5§ illustrates an example of the set of digital signal
processing resources 1 FIG. 4 1n a second state.

FIG. 6 illustrates an example of the set of digital signal
processing resources 1n FIG. 4 1n a third state.

FIG. 7 illustrates an example of a computer system upon
which an example embodiment may be implemented.

FIG. 8 illustrates an example of a methodology for imple-
menting energy savings for a network employing a plurality
of digital signal processors.

FI1G. 9 illustrates an example of a methodology for imple-
menting energy savings for a network employing a plurality
of digital signal processors when an event occurs which may
require additional digital signal processing capacity.

FI1G. 10 illustrates an example of a methodology for imple-
menting energy savings for a network employing a plurality
of digital signal processors when an event occurs which may
reduce required digital signal processing capacity.

OVERVIEW OF EXAMPLE EMBODIMENTS

The following presents a simplified overview of the
example embodiments in order to provide a basic understand-
ing of some aspects of the example embodiments. This over-
view 1s not an extensive overview ol the example embodi-
ments. It 1s mtended to neither identity key or critical
clements of the example embodiments nor delineate the
scope of the appended claims. Its sole purpose 1s to present
some concepts of the example embodiments 1n a simplified
form as a prelude to the more detailed description that i1s
presented later.

In accordance with an example embodiment, there 1s dis-
closed herein, an apparatus, comprising an interface for coms-
municating with a plurality of digital signal processors and
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logic coupled to the interface and operable to send and recerve
data via the interface. The logic 1s configured to determine an
operating state for each of the plurality of digital signal pro-
cessors, wherein the operating state 1s selected from a group
comprising a ready state, a first energy saving state, and a
second energy saving state. The logic determines a first num-
ber of digital signal processors selected from the plurality of
digital signal processors to operate 1n a ready state, a second
number of digital signal processors to operate 1n a first energy
saving state, and a third number of digital signal processors to
operate 1n the second energy saving state. The logic selects a
first set of digital signal processors to be maintained 1n the
ready state corresponding to the first number of processors
and signals the first set of digital signal processors via the
interlace to operate 1n the ready state. The logic selects a
second set of digital signal processors to be maintained in the
first energy saving state corresponding to the second number
ol processors and signals the second set of digital signal
processors via the interface to operate 1n the first energy
saving state. The logic selects a third set of digital signal
processors to be maintained 1n the second energy saving state
corresponding to the third number of processors and signals
the third set of digital signal processors via the interface to
operate 1n a second energy saving state. The logic determines
the first number, second number, and third number of digital
signal processors based on current system load, time to tran-
sition from the first energy state to the ready state, and the
time to transition from the second energy state to the ready
state.

In accordance with an example embodiment, there 1s dis-
closed herein, a method comprising determining operating
states for a plurality of digital signal processors, wherein
there are at least three operating states, the first operating state
being a ready state, the second operating state being a first
energy saving state, and the second operating state being a
second energy saving state. The determining operating states
comprises determining a first number of digital signal pro-
cessors to be maintained 1n a ready state for handling current
digital signal processing tasks and further comprises deter-
mining a second number of digital signal processors to be
maintained 1n a first energy saving state that can switch to a
ready state within a predetermined time. A first set of digital
signal processors are selected from the plurality of digital
signal processors to be maintained in the ready state corre-
sponding to the first number of processors. A second set of
digital signal processors are selected from the plurality of
digital signal processors to be maintained in the first energy
saving state corresponding to the number of processors to be
maintained 1n the first energy saving state. Any digital signal
processors that are not 1n the ready state or the first energy
save state are maintained in one of the remaining energy
saving states.

In accordance with an example embodiment, there 1s dis-
closed herein, logic encoded 1n at least one tangible media for
execution and when executed operable to determining oper-
ating states for a plurality of digital signal processors,
wherein there are at least three operating states, the first
operating state being a ready state, the second operating state
being a first energy saving state, and the second operating
state being a second energy saving state. The determining
operating states comprises determining a first number of digi-
tal signal processors to be maintained 1n a ready state, and
determining a second number of digital signal processors to
be maintained in a {irst energy saving state. The logic 1s
turther operable to select a first set of digital signal processors
from a plurality of digital signal processors to be maintained
in the ready state corresponding to the first number of pro-
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cessors. The logic 1s also operable to select a second set of
digital signal processors from the plurality of digital signal

processors to be maintained 1n the first energy saving state
corresponding to the number of processors to be maintained
in the first energy saving state. The logic 1s operable to main-
tain any digital signal processors that are not in the ready state
or the first energy save state in a selected one other energy
saving state.

DESCRIPTION OF EXAMPLE EMBODIMENTS

This description provides examples not intended to limit
the scope of the appended claims. The figures generally indi-
cate the features of the examples, where it 1s understood and
appreciated that like reference numerals are used to refer to
like elements. Reference 1n the specification to “one embodi-
ment” or “an embodiment” or “an example embodiment™
means that a particular feature, structure, or characteristic
described 1s included in at least one embodiment described
herein and does not imply that the feature, structure, or char-
acteristic 1s present 1n all embodiments described herein.

FI1G. 1 illustrates an example of a system 100 comprising a
network (or networks) 102 with a plurality of Digital Signal
Processor (DSP) farms 118, 120 122. Call manager apparatus
(for example as 1llustrated a CISCO Unified Call Manager
“CUCM?” available from Cisco Systems, Inc., 170 West Tas-
man, San Jose, Calif. 95134) manages telephone calls involv-
ing at least one of telephones 106,108, 110,112, 114,116 and
allocates digital signal processing resources from DSP farms
118, 120, 122. Note that the number of telephones, DSP
farms, networks and call managers illustrated 1n FIG. 1 were
selected for illustrative purposes to describe example
embodiments and those skilled in the art should readily
appreciate that any physically realizable number of tele-
phones, DSP farms, networks and call managers may be
employed 1 accordance with an example embodiment.

In an example embodiment, call manager 104 suitably
comprises an interface (not shown, see for example FIG. 7)
enabling call manager 104 to communicate with telephones
106,108,110,112,114, 116, DSP farms 118, 120, 122, (and
as will be 1llustrated herein infra DSPs within DSP farms 118,
120, 122, and any other devices (not shown) on network 102.

In an example embodiment, call manager 104 suitably
comprises logic that can send and recerve data via the inter-
face for implementing the functionality described herein.
“Logic”, as used herein, includes but 1s not limited to hard-
ware, lirmware, soltware and/or combinations of each to per-
form a function(s) or an action(s), and/or to cause a function
or action from another component. For example, based on a
desired application or need, logic may include a software
controlled microprocessor, discrete logic such as an applica-
tion specific integrated circuit (ASIC), a programmable/pro-
grammed logic device, memory device containing instruc-
tions, or the like, or combinational logic embodied in
hardware. Logic may also be fully embodied as software
stored on a non-transitory, tangible medium which performs
a described function when executed by a processor (see for
example processor 704 1n FI1G. 7).

In an example embodiment, DSP farms 118, 120, 122
suitably comprise at least one Packet Voice DSP Module
(PVDM). Referring to FIG. 2 with continued reference to
FIG. 1, there 1s illustrated an example of a stmplified func-
tional block diagram of a PVDM 200 suitable for implement-
ing an example embodiment. PVDM 200 comprises two
Digital Signal Processors 300. Each DSP 300 comprises three
DSP cores 302, 304, 306 and a memory 308. Thus, in the

illustrated example, DSP 300 has 6 DSS cores. In an example
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embodiment, logic 1n call manager 104 treats each core as an
individual DSP. In an example embodiment, firmware down-

loads and hard resets are only i1ssued to core-0 302, but are

passed down to cores 304, 306 within DSP 300.

Referring to FIG. 3 with continued reference to FIGS. 1
and 2, there 1s 1llustrated a simplified functional block dia-
gram of a DSP 300 suitable for implementing an example
embodiment. DSP 300 1s suitable for employment in PVDM
200 and any of server farms 118, 120, 122. DSP 300 com-
prises digital signal subsystems (DSSs) 312, 314, 316 cach
having a DSP core 302, 304, 306 respectively. DSP 300

further comprises an Advanced RISC Machine (ARM) (a 32
bit reduced nstruction set computer (RISC) mstruction set
architecture (ISA) also known as the Advanced RISC
machine) core 310, memory 308, and a clock control unit
(CCU) 318 that controls the clock within DSSs 312, 314, 316,
ARM core 312 and memory 308. In an example embodiment,
memory 308 1s a Double Data Rate (DDR) memory.

As will be 1llustrated herein 1in various example embodi-
ments, there are several suitable techniques that may be
employed for saving power. For example, an individual DSS
may be entered into a low power mode. CCU 318 which
controls clocks within each of DSS 312, 314, and 316 allows
a core (e.g. one ol DSP cores 302, 304, or 306 and core
subsystem peripherals to enter a low-power mode responsive
to a wait stop 1nstruction executed by the core. The DSP core
continues from the instruction following the wait stop instruc-
tion upon exiting the low-power mode. In this case, however,
the ARM core 1s still running at 1ts normal clock speed.

As another example, a clock that 1s supplied to DSP cores
302, 304, 306 (corresponding to DSS 312, 314, 316 respec-
tively), ARM core 310 and Memory 308 switches to a lower
speed, and thus achieves power savings. This mode would
provide higher power saving than setting one or more of the
DSSs 312, 314, 316 in low-power mode as this mode lowers
the power consumption for the whole DSP 300 versus only
the lower power consumption 1n a DSS unit (or multiple DSS
units).

As yet another example, a PVYDM may be put 1n reset
mode. Inreset mode, DSP 300 stops executing and hence only
consumes a small amount of leakage current. In reset mode,
however, DSP 300 1s restarted and downloads the firmware
betore DSP 300 can be used for processing. Thus, although
reset mode realizes the highest amount of power savings, 1t
takes longer for DSP 300 to return to a normal operating
mode.

Ilustrated below 1 Table 1 1s an example of potential
power consumption for a PVDM employing two DSPs. Each
DSP employs a DDR memory. Inthis example, and the clocks
applied to the DSP cores, DDR and ARM may be at different
speeds.

TABLE 1
Power Saving

Operating Mode Power (Watts) (Watts/%)
Normal Operation (@ 550 MHZ 5.54 0
Idle @ 200 MHZ, DDR active 3.56 1.98/36%
(assume 200 MHZ still allow ARM
monitor/handle voice signaling)
Idle @ 25 MHZ, DDR active 2.28 3.28/59%
Idle @ 25 MHZ, DDR inactive 1.73 3.81/69%
Standby (ARM core i1s still clocked 1.21 4.33/78%
@ 25 MHZ, but DSS is halted), DDR
inactive
Devices held in reset 0.74 4.80/87%
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From the foregoing, the best power savings are achieved
when the PVDM 1s held 1n reset mode. Some significant
power savings can be still be achieved without putting the
PVDM 1n reset mode.

In accordance with an example embodiment, call manager
104 may employ a dynamic energy wise algorithm to achieve
energy savings. The algorithm can use existing board and
chip design to achieve energy savings.

In example embodiments, the algorithm can manage a pool
or multiple pools of multi-service DSPs 1n a system or 1n a
distributed system. The algorithm can save power 1n a daily
network operation without end user involvement and without
sacrificing services to an existing network deployment. This
concept can be applied to any voice or video network with

DSPs.

In an example embodiment, the algorithm maintains 3
states for DSP’s, a ready state, a dormant state and a reset
state. In the ready state, the DSP i1s available to provide
immediate service for voice and video calls without DSP
ramp-up time. In the dormant (first power saving) state, the
DSP 1s not 1in a normal operating state or 1n a reset state, for
example 1 an i1dle state employing a reduced clock speed.
This state has a ramp up time before the DSP can provide
service for voice and video calls. In an example embodiment,
the ramp up time 1n the dormant state 1s quicker, e.g., around
1 ms, for a DSP to switch to the “Ready” state than from a
reset state. The third state 1s the reset (or second power saving)
state as described herein. In reset mode (which as described
above provides the best power savings), however, 1n an
example embodiment the ramp-up time may be a few seconds
alter signaling the DSP to switch over to the ‘Ready’ state. It
should be noted that the algorithm 1s not limited to three
states, as any number of different states may be employed.
Referring to Table 1 above for example, the algorithm may
include an active (normal operating) state, a reset state, and a
plurality of dormant states (e.g., idle and/or mactive). In the
example illustrated 1n Table 1 the dormant states comprise
idle states with reduced clock speeds such as 200 MHZ. (with
DDR memory active), 25 MHZ (with DDR memory active),
25 MHZ (with DDR memory 1nactive), and an mactive state
with a clock speed of 25 MHZ (with DSS halted and DDR
memory 1nactive). As another example, an additional power
save state may be employed, such as where power 1s removed
from the DSP, however, as those skilled 1n the art can readily
appreciate, this would result 1n an even longer ramp up time
than the reset state. Moreover, depending on whether appli-
cations can tolerate the time delay from reset mode to active
mode, or 1f there are insufficient DSPs 1nstalled in a network
the reset state may be disabled.

The algorithm determines how many DSPs should be in
cach state based on current demands. For example, at night
when a phone system may have minimal usage, more DSPs
may be put 1n a reset state than in the daytime where call
surges may require DSPs to transition to the ready state
quicker. For example, FIG. 4 1llustrates an example of digital
signal processing resources 1n a first state 400 where one DSP
502 1s 1n the ready state, four DSPs 504, 506, 508, 510 are 1n
the dormant state, and four DSPs 512,514,516, 518 are in the
reset state. As call volume increases, DSP 504 1s transitioned
to the ready state as illustrated 1n FIGS. 5 and 6. I the
algorithm determines there 1s a suilicient number of DSPs
506, 508, 510 remaining 1n the dormant state, then as 1llus-
trated 1n state 500 in FIG. 5 none of DSPs 512, 514, 516, 518
are transitioned out of the reset state. FIG. 6 illustrates an
example where the algorithm determines that more digital
signal processing resources should be placed 1n the dormant
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state; therefore, DSPs 512 and 514 are transitioned from the
reset state to the dormant state as illustrated 1n state 600.

In an example embodiment, If a DSP 1s servicing a call, the
DSP will remain 1n the ‘ready’ state until all calls on the DSP
are cleared before it can be put into dormant state. The algo-
rithm can continue pick a DSP that 1s servicing a call that has
free resource to service a new voice/video call instead of load
balancing DSPs. As time goes by, as calls are completed
and/or dropped and there are no calls being serviced by a DSP,
then the DSP 1s a candidate to be put into dormant state for
power savings. The algorithm may consider holding incom-
ing calls for a short period of time to enable ramping up of a
DSP from ‘dormant’ to ‘ready’ state when there 1s a surge 1n
the number of calls arriving. In an example embodiment, a
number of DSPs can form a DSP pool.

In an example embodiment, PVDM DSPs, such as DSP
300, are employed for many different digital signal process-
ing tasks including but not limited to analog signal processing
PRI Primary Rate Interface (PRI) service, Time Domain Mul-
tiplexing (TDM) termination (also known as TDM-IP “Inter-
net Protocol” calls), and for DSP Farm transcoding and con-
ferencing services (also known as IP-IP services). The
algorithm may consider the type of digital signal processing
being provided by a PVDM DSP for determining which DSPs
can be put in a dormant mode and which DSPs can be put 1n
a reset mode.

For example, TDM termination requires resources for sig-
naling and voice traific. Some 1implementations do not use
DSP resources for signaling (for example, PRI voice); voice
channels reserve DSP resource dynamically. A signaling DSP
will be the best candidate to be placed into ‘ready’ state. DSPs
allocated for signaling channels can be considered, however,
for a power saving mode by lowering clock rate (for example
to 200 MHZ).

As another example, DSP Farm services guarantee ser-
vices 1n a way that the DSP resources are allocated before
DSP Farm sessions are setup. From a resource point of view,
DSP Farm resources are allocated statically and registered
with a call manager.

Theoretically DSP IP services do not require signaling
channels; however, some protocols still allocate signaling
channels from a DSP for accounting purposes even though
DSP will not act on the ‘dummy’ signaling channels. As far as
power saving 1s concerned, a DSP that 1s employed for Farm
signaling can be put into ‘dormant’ state; however, a DSP
performing TDM signaling should be in the ‘ready’ state.
Theretfore, the algorithm may considering separating these

types of signaling tasks (e.g. DSP Farm and TDM) on to
different DSPs.

If both TDM termination and DSP Farm services share the
same DSP. the DSP should probably not be put in a ‘reset’
state because of the time 1t takes to switch from the ‘reset’
state to the ‘ready’ state. Therefore, DSPs performing DSP
farm services may be limited to the ‘ready’ and ‘dormant’
states.

As yet another example, for PRI service, a DSP may only
provide voice termination service but not signaling service.
Some protocols may allocate ‘dummy’ signaling channels for
PRI. Therefore, from an energy savings point of view, PRI
service 1s the same as DSP Farm service, hence a PRI signal-
ing DSP can be put into ‘dormant’ state.

A DSP performing analog voice service 1s considered simi-
lar to a DSP performing digital voice service. Therelore, a
DSP performing analog voice signaling should remain 1n the
ready state.

In an example embodiment, some of the following events
trigger the algorithm. For example, configuration of the algo-
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rithm which may specily a number of DSP credits (resources)
that should be maintained 1n ready mode. The configuration
may further specily a number of DSP credits (or resources)
that can be placed 1n the dormant mode, allowing the algo-
rithm to determine the number of DSPs that can be put in the
‘dormant’ mode and ‘reset’ mode. These configurations may
dynamically or recetved via a command line interface (CLI).
A configuration may specily resources for PRI/DSP Farm
services such as allocating dummy signaling channels, DSPs
reserved for dummy signaling channels may be placed in the
dormant state. A configuration may further specity DSP
resources for TDM services, for example a DSP servicing a
signaling channel 1s maintained in a ready state. A new call
setup may trigger bringing a DSP from a ‘dormant’ state to the
‘ready’ state and/or trigger bringing a DSP from the ‘reset’
state to a ‘dormant’ state. The termination of a call may trigger
transitioning a DSP from the ‘ready’ state to a ‘dormant’ state
and/or transition a DSP from a ‘dormant’ state to the ‘reset’
state.

Referring again to FIG. 1, 1n an example embodiment each
DSP Farm server 118, 120, 122 registers 1ts DSP Farm pro-
files/resources to call manager 104. Call manager thus can
determine a DSP resource availability topology for the entire
network. From a power saving perspective, call manager 104
may decide to shutdown DSP Farm service, for example DSP
Farm 118 and 120, and leave DSP Farm 122 1n service during
the night. The ‘shutdown’ event can be 1nterpreted as putting,
DSPs 118, 120 1nto the ‘reset’ state.

A DSP Farm shutdown event may be conveyed by Skinny
Call Control Protocol (SCCP), Cisco Discovery Protocol
(CDP) available from Cisco Systems, Inc., described herein
supra) or any suitable protocol. Once a ‘shutdown’ event 1s
received by a DSP Farm, DSPs associated with the farm
profile will be put into ‘reset’ mode. However, 1f a particular
DSP 1s shared by a DSP Farm service and other services, the
DSP may not be put in ‘reset’ mode 1n order to avoid inter-
ruption to other services. This can be avoided by separating,
DSPs allocated for DSP Farm services from other DSP ser-
vices. When call manager 104 decides to restore a DSP Farm,
for example at the beginning of day, a DSP ‘restore’ event can
be sent to the DSP Farm server. The DSP Farm server, respon-
stve to receiving the ‘restore’ event will bring the DSP for the
farm profile from ‘reset’ to ‘ready’ or ‘dormant’ state, and
from then on each DSP Farm router can run 1ts own dynamic
energy saving algorithm.

For example, as illustrated in FIGS. 4-6, call manager 104
1s configured to determine how many DSPs belonging to DSP
Farms 118,120, 122 should be maintained 1n a ready state and
how many can be maintained in a dormant, or first energy
saving, state. Call manager 104 selects the DSPs from DSP
Farms 118, 120, 122 to remain in the ready state and signals
them via network 102. Call manager 104 also selects DSPs
from DSP Farms 118,120, 122 that should remain in the
dormant state and signals them via network 102. Any addi-
tional DSPs can be put 1n a reset state (or second energy
saving state). Call manager 104 may signal DSP Farms 118,
120, 122 to put the additional DSPs (or PVDMSs) 1nto a reset
mode.

In an example embodiment, call manager 104 1s configured
to switch a digital signal processor from the first energy
saving state to the ready state responsive to determining an
increase of the first number of digital signal processors to be
maintained in a ready state. For example, as call volume
increases, the number of digital signal processors to be main-
tained in the ready state may increase. In an example embodi-
ment, call manager 104 may employ a credit scheme for
determining how many DSPs should be maintained 1n the
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ready state. For example, the resources available from a DSP
can be assigned a ‘credit’ value such as 180 credits. If each
voice call uses a certain amount of DSP resources, for
example Y of the DSP’s resources, then the voice call 1s
deemed to use 30 credits. When the available credits on a DSP
(or the combined credits of a pool of DSPs) reaches a prede-
termined threshold, call manager 104 may transition addi-
tional DSPs to the ready state to maintain adequate capacity
for handling calls on network 102.

In particular embodiments, call manager 104 may be fur-
ther configured to switch a digital signal processor from the
second energy saving state to the first energy saving state
responsive to determining an increase of the first number of
digital signal processors to be maintained 1n a ready state. For
example, as a DSP 1s transitioned from the ‘dormant’ state to
the ‘ready’ state, call manger may also transition a DSP form
the “Reset” state to the ‘dormant’ state 1n order to maintain a
desired amount of DSP resources in the ‘dormant’ state. For
example, a credit scheme as described herein supra may also
be employed to determine how many DSPs should be main-
tained 1n the ‘dormant’ state.

In an example embodiment, call manager 104 may be
configured to base the amount of DSP resources to maintain
in the ‘ready’ state and ‘dormant’ state based on call volume,
anticipated (or surge) call volume, and/or the time of day. For
example, fewer DSP resources may be needed at night than
during business hours and call manager 104 can be configured
to maintain DSPs 1n the ‘ready’ and ‘dormant’ states accord-
ingly.

In an example embodiment, call manager 104 1s configured
to switch a digital signal processor from the ready state to the
first energy saving state responsive to determining a decrease
of the first number of digital signal processors to be main-
tained 1n a ready state. For example, as call volume decreases,
the number of DSP resources that are maintained in the
‘ready’ state can be decreased.

In particular embodiments, call manager 104 may be fur-
ther configured to switch a digital signal processor from the
first energy saving state to the second energy saving state
responsive to determining a decrease of the first number of
digital signal processors to be maintained 1n a ready state. For
example, as DSPs are switched from the ‘ready’ state to the
‘dormant’ state, DSPs additional DSPs in the dormant state
can be placed 1n the ‘reset’ state.

In an example embodiment, call manager 104 may deter-
mine which mode to put a DSP Farm, PVDM and/or DSP 1n
based on the processing tasks being performed by the DSP (or
DSPs within a PVDM and/or DSP Farm). For example, digi-
tal signal processors that are handling time domain multiplex-
ing termination services may be maintained in the ready state.
As another example, digital signal processors that will be
handling digital signal processor farm services may be main-
tamned in the first power save state. Yet another example,
digital signal processors that will be handling primary rate
interface (PRI) services may be maintained 1n the first power
save state.

FIG. 7 illustrates an example a computer system 700 upon
which an example embodiment may be implemented. For
example, computer system 700 may be employed to imple-
ment the logic for performing the functionality of the example
embodiments described herein. For example, computer sys-
tem 700 may be employed to implement the functionality of
call manager 104.

Computer system 700 includes a bus 702 or other commu-
nication mechanism for communicating information and a
processor 704 coupled with bus 702 for processing informa-
tion. Computer system 700 also includes a main memory 706,
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such as random access memory (RAM) or other dynamic
storage device coupled to bus 702 for storing information and
istructions to be executed by processor 704. Main memory
706 also may be used for storing a temporary variable or other
intermediate mformation during execution of structions to
be executed by processor 704. Computer system 700 further
includes a read only memory (ROM) 708 or other static
storage device coupled to bus 702 for storing static informa-
tion and 1nstructions for processor 704. A storage device 710,
such as a magnetic disk or optical disk, 1s provided and
coupled to bus 702 for storing information and instructions.

Computer system 700 may be coupled to a Command Line
Interface (CLI) 712 via bus 702. CLI 712 my suitably com-
prise to a display 712 for displaying information to a com-
puter user, and an input device such as a keyboard including
alphanumeric and other keys for communicating informa-
tion, configuration and command selections to processor 704.

An aspect of an example embodiment 1s related to the use
of computer system 700 for implementing dynamic energy
savings for a Packet Voice Digital Signal Processor Module
(PVDM). According to an example embodiment, implement-
ing dynamic energy savings for a PVDM 1s provided by
computer system 700 1n response to processor 704 executing
one or more sequences of one or more instructions contained
in main memory 706. Such instructions may be read into main
memory 706 from another computer-readable medium, such
as storage device 710. Execution of the sequence of instruc-
tions contained 1n main memory 706 causes processor 704 to
perform the process steps described herein. One or more
processors 1n a multi-processing arrangement may also be
employed to execute the sequences of istructions contained
in main memory 706. In alternative embodiments, hard-wired
circuitry may be used in place of or 1n combination with
soltware mstructions to implement an example embodiment.
Thus, embodiments described herein are not limited to any
specific combination of hardware circuitry and software.

The term “computer-readable medium” as used herein
refers to any medium that participates in providing mnstruc-
tions to processor 704 for execution. Such amedium may take
many forms, including but not limited to non-volatile media,
and volatile media. Non-volatile media include for example
optical or magnetic disks, such as storage device 710. Volatile
media include dynamic memory such as main memory 706.
As used herein, tangible media may include volatile and
non-volatile media. Common forms of computer-readable
media mclude for example floppy disk, a flexible disk, hard
disk, magnetic cards, paper tape, any other physical medium
with patterns of holes, a RAM, a PROM, an EPROM, a
FLASHPROM, CD, DVD or any other memory chip or car-
tridge, or any other medium from which a computer can read.

Various forms of computer-readable media may be
involved 1n carrying one or more sequences of one or more
instructions to processor 704 for execution. For example, the
instructions may initially be borne on a magnetic disk of a
remote computer. The remote computer can load the 1nstruc-
tions 1nto 1ts dynamic memory and send the instructions over
a telephone line using a modem. A modem local to computer
system 700 can recerve the data on the telephone line and use
an inirared transmitter to convert the data to an infrared sig-
nal. An infrared detector coupled to bus 702 can recerve the
data carried 1n the infrared signal and place the data on bus
702. Bus 702 carries the data to main memory 706 from
which processor 704 retrieves and executes the instructions.
The 1nstructions recerved by main memory 706 may option-
ally be stored on storage device 710 either before or after
execution by processor 704.
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Computer system 700 also includes a communication
interface 718 coupled to bus 702. Communication interface
718 provides a two-way data communication coupling com-
puter system 700 to a network link 720 that 1s connected to a
local network 722. A PVDM 724 (or a plurality of PVDMs)
may be coupled to network 722. Communication interface
718 enables processor 704 to communicate with PVDM 724
and provide commands to PVDM 724 such as when to oper-
ate 1n a ‘ready’ state, ‘dormant’ state, or ‘reset’ state.

For example, communication interface 718 may be a local
area network (LAN) card to provide a data communication
connection to a compatible LAN. As another example, com-
munication interface 718 may be an integrated services digi-
tal network (ISDN) card or a modem to provide a data com-
munication connection to a corresponding type of telephone
line. Wireless links may also be implemented. In any such
implementation, communication interface 718 sends and
receives electrical, electromagnetic, or optical signals that
carry digital data streams representing various types of infor-
mation.

Computer system 700 can send messages and receive data,
including program codes, through the network(s), network
link 720, and communication interface 718. In accordance
with an example embodiment, one such downloaded appli-
cation provides for implementing dynamic energy savings for
a Packet Voice Digital Signal Processor Module (PVDM) as
described herein.

In view of the foregoing structural and functional features
described above, methodologies 1n accordance with example
embodiments will be better appreciated with reference to
FIGS. 8-10. While, for purposes of simplicity of explanation,
the methodologies of FIGS. 8-10 are shown and described as
executing serially, it 1s to be understood and appreciated that
the example embodiments are not limited by the illustrated
orders, as some aspects could occur 1n different orders and/or
concurrently with other aspects from that shown and
described herein. Moreover, not all illustrated features may
be required to implement the 1llustrated methodology. The
methodologies described herein are suitably adapted to be
implemented in hardware, soiftware, or a combination
thereof.

FIG. 8 illustrates an example of a methodology 800 for
implementing energy savings for a network employing a plu-
rality of digital signal processors. Methodology 800 1s suit-
able for implementing dynamic energy savings for a PYDM
or any network employing digital signal processors. In an
example embodiment, methodology 800 can be implemented
within a router; however, 1n other embodiments methodology
800 can be implemented by any device on the network which
can monitor DSP capacity. In accordance with an example
embodiment, methodology 800 attempts to place DSPs in the
lowest possible power consumption state to maximize energy
savings.

At 802, the number of DSPs to be maintained 1n a ready
state 1s determined. The number of DSPs to be maintained 1n
a ready state may vary based on call volume, anticipated call
volume (or potential call surge), time of day and/or type of
DSP services being provided such as Digital Voice, Analog
Voice, PRI, DSP Farm, TDM termination, etc. The ready state
provides the least (1f any) amount of power savings and thus
in an example embodiment 1t 1s desirable to minimize the
number of DSPs in the ready state.

At 804, the number of DSPs to be maintained in a dormant
state 1s determined. DSPs in the dormant state can be transi-
tioned to the ready state quickly, for example 1n 1 millisecond;
therefore, DSPs performing tasks that can tolerate the latency
introduced waiting for the DSP to transition from the dormant
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state to the ready state can be put in the dormant state. More-
over, the number of DSPs to be maintained 1n a dormant state
may vary based on call volume, anticipated call volume (or
potential call surge), time of day and/or type of DSP services
being provided such as Digital Voice, Analog Voice, PRI, DSP
Farm, TDM termination, etc.

A1 806, the number of DSPs to be maintained 1n a reset state
1s determined. The reset state provides the most energy sav-
ings, however, 1t takes longer to transition from the reset state
to the ready state so DSPs not currently performing tasks or
not anticipated to be needed for an amount of time at least as
long as the transition time from reset mode to ready mode
should be put 1n the reset state. In an example embodiment,
any DSP not allocated to the ready state or dormant state can
be put into the reset state.

FIG. 9 1llustrates an example of a methodology 900 for
implementing energy savings for a network employing a plu-
rality of digital signal processors when an event occurs which
may require additional digital signal processing capacity.
Methodology 900 1s suitable for implementing dynamic
energy savings for a PVDM or any network employing digital
signal processors. In an example embodiment, methodology
900 can be implemented within a router. In accordance with
an example embodiment, methodology 900 attempts to place
DSPs 1n the lowest possible power consumption state to
maximize energy savings.

At 902, the number of DSPs to be maintained 1n a ready
state 1s determined. The number of DSPs to be maintained 1n
a ready state may vary based on call volume, anticipated call
volume (or potential call surge), time of day and/or type of
DSP services being provided such as Digital Voice, Analog
Voice, PRI, DSP Farm, TDM termination, etc. The ready state
provides the least (1f any) amount of power savings and thus
in an example embodiment 1t 1s desirable to minimize the
number of DSPs in the ready state.

A1 904, the number of DSPs to be maintained 1n a dormant
state, or a plurality of dormant states, 1s determined. DSPs 1n
the dormant state can be transitioned to the ready state
quickly, for example 1n 1 millisecond; therefore, DSPs per-
forming tasks that can tolerate the latency introduced waiting
tor the DSP to transition from the dormant state to the ready
state can be put 1n the dormant state. Moreover, the number of
DSPs to be maintained 1n a dormant state may vary based on
call volume, anticipated call volume (or potential call surge),
time ol day and/or type of DSP services being provided such
as Digital Voice, Analog Voice, PRI, DSP Farm, TDM termi-
nation, etc.

A1906, the number of DSPs to be maintained in a reset state
1s determined. The reset state provides the most energy sav-
ings, however, 1t takes longer to transition from the reset state
to the ready state so DSPs not currently performing tasks or
not anticipated to be needed for an amount of time at least as
long as the transition time from reset mode to ready mode
should be put 1n the reset state. In an example embodiment,
any DSP not allocated to the ready state or dormant state can
be put into the reset state.

At 908, an event occurs which increases the utilization of
DSP resources. For example a new call may be received, an
increase 1n call volume may be occurring, an increase 1n call
volume may be anticipated (for example at the beginning of
business hours when it 1s anticipated that additional telephone
resources will soon be needed), a combination of the afore-
mentioned activities, or any other event which increases the
utilization of DSP resources.

A1910, a determination 1s made whether an additional DSP

should be employed to service the increased utilization of
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of current and/or anticipated DSP needs. For example, 11 a
new call 1s received and current DSP resources are still
adequate, then an additional DSP would not be employed.

I1, at 910, a determination 1s made that no additional DSPs
are needed (NO), at 912, the methodology 900 1s completed.
Methodology 900 (or parts of methodology 900 such as 908,
910, 912, 914, 916) may be restarted whenever an event
occurs that increases utilization of DSP resources, or as will
be 1llustrated 1n FIG. 10, decreases DSP resources.

If, at 910, a determination was made to employ an addi-
tional DSP (YES), at 914 a DSP 1s switched form the dormant
state to the active state. In an example embodiment, more than
DSP may be transitioned from the dormant state to the active
state at 914. Optionally, at 916, one or more DSPs may be
transitioned from the reset state to the active state. After 914
and/or 916 have completed, at 912, the methodology 900 1s
completed. As noted herein supra, methodology 900 (or a
portion of methodology 900 such as 908,910,912,914,916)
may be restarted whenever an event occurs that increases
utilization of DSP resources.

FIG. 10 illustrates an example of a methodology 1000 for
implementing energy savings for a network employing a plu-
rality of digital signal processors when an event occurs which
may reduce required digital signal processing capacity. Meth-
odology 100 1s suitable for implementing dynamic energy
savings for a PVDM or any network employing digital signal
processors. In an example embodiment, methodology 100
can be implemented by a call manager; however, in other
embodiments methodology 100 can be implemented by any
device on the network which can monitor DSP capacity. In
accordance with an example embodiment, methodology 100
attempts to place DSPs 1n the lowest possible power con-
sumption state to maximize energy savings.

At 1002, the number of DSPs to be maintained in a ready
state 1s determined. The number of DSPs to be maintained 1n
a ready state may vary based on call volume, anticipated call
volume (or potential call surge), time of day and/or type of
DSP services being provided such as Digital Voice, Analog
Voice, PRI, DSP Farm, TDM termination, etc. The ready state
provides the least (if any) amount of power savings and thus
in an example embodiment 1t 1s desirable to minimize the
number of DSPs 1n the ready state.

A11004, the number of DSPs to be maintained in a dormant
state 1s determined. DSPs in the dormant state can be transi-
tioned to the ready state quickly, for example 1n 1 millisecond;
therefore, DSPs performing tasks that can tolerate the latency
introduced waiting for the DSP to transition from the dormant
state to the ready state can be put 1n the dormant state. More-
over, the number of DSPs to be maintained in a dormant state
may vary based on call volume, anticipated call volume (or
potential call surge), time of day and/or type of DSP services
being provided such as Digital Voice, Analog Voice, PRI, DSP
Farm, TDM termination, etc.

At 1006, the number of DSPs to be maintained 1n a reset
state 1s determined. The reset state provides the most energy
savings, however, 1t takes longer to transition from the reset
state to the ready state so DSPs not currently performing tasks
or not anticipated to be needed for an amount of time at least
as long as the transition time from reset mode to ready mode
should be put in the reset state. In an example embodiment,
any DSP not allocated to the ready state or dormant state can
be put into the reset state.

At 1008, an event occurs which decreases the utilization of
DSP resources. For example a call may be terminated, a
decrease 1n call volume may be occurring, a decrease 1n call
volume may be anticipated (for example at the end of business
hours when 1t 1s anticipated that fewer telephone resources
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will soon be needed), a combination of the aforementioned
activities, or any other event which decreases the utilization
of DSP resources.

At 1010, a determination 1s made whether an additional
DSP can be put mto an energy saving state due to the
decreased utilization of DSP resources. This determination
may be based on the level of current and/or anticipated DSP
needs. For example, 11 a new call 1s terminated and a DSP 1s
not being employed for other tasks, then the DSP can be put
into an energy saving (e.g., dormant) mode.

If, at 1010, a determination 1s made that no additional DSPs
can be put into an energy saving state (NO), at 1012, the
methodology 1000 1s completed. Methodology 1000 (or a
portion ol methodology 1000 such as 1008, 1010, 1012,
1014, 1016) may be restarted whenever an event occurs that
decreases utilization of DSP resources.

If, at 1010, a determination was made to employ an addi-
tional DSP (YES), at 1014 a DSP 1s switched form the active
state to the dormant state. In an example embodiment, more
than DSP may be transitioned from the active state to the
dormant state at 1014. Optionally, at 1016, one or more DSPs
may be transitioned from the reset state to the active state.
After 1014 and/or 1016 have completed, at 1012, the meth-
odology 1000 1s completed. As noted herein supra, method-
ology 1000 (or a portion of methodology 1000 such as 1008,
1010,1012, 1014, 1016) may be restarted whenever an event
occurs that increases utilization of DSP resources.

Described above are example embodiments. It 1s, of
course, not possible to describe every conceivable combina-
tion of components or methodologies, but one of ordinary
skill in the art will recognize that many further combinations
and permutations of the example embodiments are possible.
Accordingly, this application is intended to embrace all such
alterations, modifications and variations that fall within the
spirit and scope of the appended claims interpreted 1n accor-
dance with the breadth to which they are fairly, legally and
equitably entitled.

The mvention claimed 1s:

1. An apparatus, comprising:

an iterface for communicating with a plurality of digital

signal processors;

logic coupled to the interface and configured to send and

recerve data via the interface;
wherein the logic 1s configured to determine an operating
state for each of the plurality of digital signal processors,
wherein the operating state 1s selected from a group
comprising a ready state, a first energy saving state, and
a second energy saving state;

wherein the logic 1s configured to determine a first number
of digital signal processors selected from the plurality of
digital signal processors to operate 1n the ready state,
select a first set of digital signal processors correspond-
ing to the first number of digital signal processors to
operate 1n the ready state, and signal the first set of digital
signal processors via the interface to operate 1n the ready
state;

wherein the logic 1s configured to determine a second num-

ber of digital signal processors selected from the plural-
ity of digital signal processors to operate in the first
energy saving state, select a second set of digital signal
processors to be maintained in the first energy saving
state corresponding to the second number of digital sig-
nal processors, and signal the second set of digital signal
processors via the mterface to operate in the first energy
saving state;

wherein the logic 1s configured to determine a third number
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digital signal processors to operate 1n the second energy
saving state, select a third set of digital signal processors
corresponding to the third number of digital signal pro-
cessors to operate 1n the second energy saving state, and
signal the third set of digital signal processors to operate
in a second energy saving state;

wherein the logic 1s configured to determine a set of digital

signal processors that will be handling a selected digital
signal processing task, and manage an operating state of
one or more of the plurality of digital signal processors
in accordance with the set of digital signal processors
that will be handling the selected digital signal process-
ing task; and

wherein the logic determines the second number of digital

processors to be maintained in the first energy saving
state based temporal data associated with a plurality of
calls.

2. The apparatus set forth 1 claim 1, wherein the logic
determines the first number, second number, and third num-
ber of digital signal processors based on current system load,
and time to transition from the first energy saving state to the
ready state.

3. The apparatus set forth 1 claim 2, wherein the logic
further determines the first number, second number, and third
number of digital signal processors based on time to transi-
tion from the second energy saving state to the ready state.

4. The apparatus set forth in claim 1, wherein the first
energy saving state 1s a dormant mode and the second energy
saving state 1s a reset mode.

5. The apparatus set forth 1n claim 1, wherein the logic 1s
configured to switch a digital signal processor from the first
energy saving state to the ready state responsive to determin-
ing an increase of the first number of digital signal processors
to be maintained 1n a ready state.

6. The apparatus set forth in claim 5, wherein the logic 1s
turther configured to switch a digital signal processor from
the second energy saving state to the first energy saving state
responsive to determining an increase of the first number of
digital signal processors to be maintained in a ready state.

7. The apparatus set forth 1n claim 1, wherein the logic 1s
configured to switch a digital signal processor from the ready
state to the first energy saving state responsive to determining,
a decrease of the first number of digital signal processors to be
maintained 1n a ready state.

8. The apparatus set forth 1n claim 7, wherein the logic 1s
turther configured to switch a digital signal processor from
the first energy saving state to the second energy saving state
responsive to determining a decrease of the first number of
digital signal processors to be maintained in a ready state.

9. The apparatus set forth 1 claim 1, wherein the logic
determines the first number of digital signal processors to be
maintained 1n a ready state based on current call volume,
wherein the logic determines the second number of digital
processors to be maintained 1n a first energy saving state
based on a plurality of factors from a set comprising antici-
pated call volume within a predetermined time period, a time
of day, farm services, primary rate interface or anticipated call
volume.

10. An apparatus, comprising;:

an terface for commumcating with a plurality of digital

signal processors;

logic coupled to the interface and configured to send and

recerve data via the interface;

wherein the logic 1s configured to determine an operating

state for each of the plurality of digital signal processors,
wherein the operating state 1s selected from a group
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comprising a ready state, a first energy saving state, and
a second energy saving state;

wherein the logic 1s configured to determine an operating
state Tor each of the plurality of selected from the plu-
rality of digital signal processors to operate 1n the ready
state, select a first set of digital signal processors corre-
sponding to the first number of digital signal processors
to operate 1n the ready state, and signal the first set of
digital signal processors via the interface to operate 1n
the ready state;

wherein the logic 1s configured to determine a second num-
ber of digital signal processors selected from the plural-
ity of digital signal processors to operate in the first
energy saving state, select a second set of digital signal
processors to be maintained in the first energy saving
state corresponding to the second number of digital sig-
nal processors, and signal the second set of digital signal
processors via the mterface to operate 1n the first energy
saving state;

wherein the logic 1s configured to determine a third number
of digital signal processors selected from the plurality of
digital signal processors to operate 1n the second energy
saving state, select a third set of digital signal processors
corresponding to the third number of digital signal pro-
cessors to operate 1n the second energy saving state, and
signal the third set of digital signal processors to operate
in a second energy saving state;

wherein the logic 1s configured to determine a set of digital
signal processors that will be handling a selected digital
signal processing task, and manage an operating state of
one or more of the plurality of digital signal processors
in accordance with the set of digit signal processors that
will be handling the selected digital signal processing
task:

wherein the logic 1s configure to determine a set of digital
signal processors that will be handling time domain
multiplexing termination services as the selected digital
signal processing task;

wherein the logic 1s configured to maintain the digital
signal processors handling signaling for time domain
multiplexing termination services selected from the set
of digital signal processors that will be handling time
domain multiplexing termination services 1n one of a
group consisting of the ready state and the first energy
saving state; and

wherein the logic 1s configured to maintain at least one of
digital signal processor allocated for voice channels
selected from the set of digital signal processors that will
be handling time domain multiplexing termination ser-
vices that are not 1n use 1n one of a group consisting of
the first energy saving state and the second energy saving,
state.

11. An apparatus, comprising:

an iterface for communicating with a plurality of digital
signal processors;

logic coupled to the interface and configured to send and
recerve data via the interface;

wherein the logic 1s configured to determine an operating
state for each of the plurality of digital signal processors,
wherein the operating state 1s selected from a group
comprising a ready state, a first energy saving state, and
a second energy saving state;

wherein the logic 1s configured to determine a first number
of digital signal processors selected from the plurality of
digital signal processors to operate 1n the ready state,
select a first set of digital signal processors correspond-
ing to the first number of digital signal processors to
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operate 1n the ready state, and signal the first set of digital
signal processors via the interface to operate 1n the ready
state;

wherein the logic 1s configured to determine a second num-
ber of digital signal processors selected from the plural-
ity of digital signal processors to operate in the first
energy saving, state select a second set of digital signal
processors to be maintained in the first energy saving
state corresponding to the second number of digital sig-
nal processors, and signal the second set of digital signal
processors via the mterface to operate in the first energy
saving state;

wherein the logic 1s configured to determine a third number
of digital signal processors selected from the plurality of
digital signal processors to operate 1n the second energy
saving state, select a third set of digital signal processors
corresponding to the third number of digital signal pro-
cessors to operate 1n the second energy saving state, and
signal, the third set of digital signal processors to operate
in a second energy saving state;

wherein the logic 1s configured to determine a set of digital
signal processors that will be handling a selected digital
signal processing task, and manage an operating state of
one or more of the plurality of digital signal processors
in accordance with the set of digital signal processors
that will be handling the selected digital signal process-
ing task;

wherein the logic 1s configure to determine a set of digital
signal processors that will be handling digital signal
processor farm services as the selected digital signal
processing task; and

wherein the logic 1s configured to maintain digital signal
processors not in the ready state belonging to the set of
digital signal processors that will be handling digital
signal processor farm services 1n the first energy saving,
state.

12. An apparatus, comprising;:

an mterface for commumnicating with a plurality of digital
signal processors;

logic coupled to the interface and configured to send and
receive data via the interface;

wherein the logic 1s configured to determine an operating
state for each of the plurality of digital signal processors,
wherein the operating state 1s selected from a group
comprising a ready state, a first energy saving state, and
a second energy saving state;

wherein the logic 1s configured to determine a first number
of digital signal processors selected from the plurality of
digital signal processors to operate 1n the ready state,
select a first set of digital signal processors correspond-
ing to the first number of digital signal processors to
operate inthe ready state, and signal the first set of digital
signal processors via the interface to operate 1n the ready
state;

wherein the logic 1s configured to determine a second num-
ber of digital signal processors selected from the plural-
ity of digital signal processors to operate in the first
energy saving state, select a second set of digital signal
processors to be maintained in the first energy saving
state corresponding to the second number of digital sig-
nal processors, and signal the second set of digital signal
processors via the mterface to operate 1n the first energy
saving state;

wherein the logic 1s configured to deter mine a third num-
ber of digital signal processors selected from the plural-
ity of digital signal processors to operate in the second
energy saving state, select a third set of digital signal
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processors corresponding to the third number of digital
signal processors to operate 1n the second energy saving
state, and signal the third set of digital signal processors
to operate 1n a second energy saving state;

wherein the logic 1s configured to determine a set of digital
signal processors that will be handling a selected digital
signal processing task, and manage an operating state of
one or more of the plurality of digital signal processors
in accordance with the set of digital signal processors
that will be handling the selected digital signal process-
ing task

wherein the logic 1s configured to determine digital signal
processors that will be handling primary rate interface
services as the selected digital signal processing task;
and

wherein the logic 1s configured to maintain the digital
signal processors that will be handling primary rate
interface services in the first energy saving state.

13. An apparatus, comprising:

an iterface for communicating with a plurality of digital
signal processors;

logic coupled to the interface and configured to send and
recerve data via the interface;

wherein the logic 1s configured to determine an operating
state for each of the plurality of digital signal processors,
wherein the operating state 1s selected from a group
comprising a ready state, a first energy saving state, and
a second energy saving state;

wherein the logic 1s configured to determine a first number
of digital signal processors selected from the plurality of
digital signal processors to operate in the ready state,
select a first set of digital signal processors correspond-
ing to the first number of digital signal processors to
operate 1n the ready state, and signal the first set of digital
signal processors via the interface to operate in the ready
state;

wherein the logic 1s configured to determine a second num-
ber of digital signal processors selected from the plural-
ity of digital signal processors to operate in the first
energy saving state, select a second set of digital signal
processors to be maintained in the first energy saving
state corresponding to the second number of digital sig-
nal processors, an signal the second set of digital signal
processors via the mterface to operate in the first energy
saying state;

wherein the logic 1s configured to determine a third number
of digital signal processors selected from the plurality of
digital signal processors to operate 1n the second energy
saving state, select a third set of digital signal processors
corresponding to the third number of digital signal pro-
cessors to operate 1n the second energy saving state, and
signal the third set of digital signal processors to operate
in a second energy saving state;

wherein the logic 1s configured to determine a set of digital
signal processors that will be handling a selected digital
signal processing task, and manage an operating state of
one or more of the plurality of digital signal processors
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in accordance with the set of digital signal processors
that will be handling the selected digital signal process-
ing task;

wherein the logic determines the first number of digital
signal processors to be maintained 1n a ready state based
on current call volume; and

wherein the logic determines the second number of digital
processors to be maintained 1n a first energy saving state
based on anticipated call volume within a predetermined
time period.

14. An apparatus, comprising;:

an mterface for commumicating with a plurality of digital
signal processors;

logic coupled to the interface and configured to send and
recerve data via the interface;

wherein the logic 1s configured to determine an operating
state for each of the plurality of digital signal processors,
wherein the operating state 1s selected from a group
comprising a ready state, a first energy saving state, and
a second energy saving state;

wherein the logic 1s configured to determine a first number
of digital signal processors selected from the plurality of
digital signal processors to operate in the ready state,
select a first set of digital signal processors correspond-
ing to the first number of digital signal processors to
operate inthe ready state, and signal the first set of digital
signal processors via the interface to operate 1n the ready
state;

wherein the logic 1s configured to determine a second num-
ber of digital signal processors selected from the plural-
ity of digital signal processors to operate in the first
energy saving state, select a second set of digital signal
processors to be maintained in the first energy saving
state corresponding to the second number of digital sig-
nal processors, and signal the second set of digital signal
processors via the iterface to operate in the first energy
saving state;

wherein the logic 1s configured to determine a third number
of digital signal processors selected from the plurality of
digital signal processors to operate 1n the second energy
saving state, select a third set of digital signal processors
corresponding to the third number of digital signal pro-
cessors to operate 1n the second energy saving state, and
signal the third set of digital signal processors to operate
in a second energy saving state;

wherein the 1s configured to determine a set of digital signal
processors that will be handling a selected digital signal
processing task, and manage an operating state of one or
more of the plurality of digital signal processors in
accordance with the set of digital signal processors that
will be handling the selected digital signal processing
task:

wherein the logic determines the first number of digital
signal processors to be maintained 1n a ready state based
on current call volume; and

wherein the logic determines the second number of digital
processors to be maintained in the first energy saving
state based on time of day.
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