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1
INFORMATION PROCESSING DEVICE

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application 1s based upon and claims the benefit of
priority from Japanese Patent Application No. 2012-060809,
filed on Mar. 16, 2012; the entire contents of which are incor-
porated herein by reference.

FIELD

Embodiments described herein relate generally to an infor-
mation processing device.

BACKGROUND

In recent years, with the development of a technology 1n a
process ol manufacturing a semiconductor integrated circuit,
a system LSI has been able to be highly integrated, and the
number of the processors mounted 1n one chip tends to
increase. On the other hand, 1n a bus-based system, the num-
ber of the processors which can be connected to the bus has
restrictions 1in many cases. In addition, as an increase in data
and control between the processors, the access to the bus
becomes a bottleneck to the performance of the entire system.
As one of solutions to improve the problem, a network-on-
chip (NoC) may be exemplified. In the NoC, the processors

are connected to each other through a router, the communi-
cation of data and control 1s realized using packets.

In addition, an address protection umt (APU) may be
mounted as a mechanism for detecting an 1llegal memory
access from the processor. The APU includes a table in which
authorized (or forbidden) memory accesses are registered 1n
advance. When there occurs the memory access from a pro-
cessor, the APU refers to the table, and if the memory access
1s determined as an unauthorized access, the APU detects the
access as a violated access.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a diagram for explaining a configuration of a
network-on-chip (NoC) according to a first embodiment of
the 1nvention;

FIG. 2 1s a diagram 1illustrating an example of a packet
specification;

FIG. 3 1s a diagram 1illustrating an example of a packet
specification;

FI1G. 4 1s a diagram for explaining a mapping example of an
address protection unit (APU);

FIG. 5 1s a diagram 1llustrating a configuration of a router
which 1s connected to an APU:

FIG. 6 1s a diagram 1illustrating a configuration of an APU:;

FIG. 7 1s a diagram 1llustrating an example of a data struc-
ture of setting information which 1s stored 1n a setting infor-
mation memory unit;

FIG. 8 1s a diagram 1llustrating a configuration of a viola-
tion detector:

FI1G. 9 1s a flowchart for explaining an operation of a packet
decoder which 1s provided in a router;

FIG. 10 1s a flowchart for explaining an operation of a
packet decoder which 1s provided 1n an APU;

FIG. 11 1s a flowchart for explaining an operation of a
violation detector which 1s provided 1n an APU:;

FI1G. 12 15 a diagram 1llustrating a normal packet in which
unnecessary information 1s included;

10

15

20

25

30

35

40

45

50

55

60

65

2

FIG. 13 1s a diagram for explaining a configuration of a
router according to a second embodiment in which the router
1s connected to a shared cache memory;

FIG. 14 1s a flowchart 1llustrating an operation of a packet
decoder which 1s provided in the router according to the
second embodiment;

FIG. 15 1s a flowchart illustrating an operation of a packet
generator which 1s provided in the router according to the
second embodiment;

FIG. 16 1s a diagram 1llustrating a configuration of an APU
according to a third embodiment;

FIG. 17 1s a diagram 1illustrating a configuration of a pro-
cessor according to a fourth embodiment;

FIG. 18 1s a diagram illustrating an exemplary specification
of a dummy normal packet;

FIG. 19 1s a diagram illustrating a configuration of a NoC
according to a fifth embodiment;

FIG. 20 1s a diagram 1llustrating a configuration of proces-
sor according to the fifth embodiment;

FIG. 21 1s a diagram 1llustrating a setting packet according
to the fifth embodiment;

FI1G. 22 1s a diagram 1illustrating a configuration of a router
according to the fifth embodiment which can perform trans-
mission on a plurality of routers each connected to APUs; and

FIG. 23 1s a flowchart for explaining an operation of the

router according to the fifth embodiment which can perform
transmission on the plurality of the routers each connected to

the APUs.

DETAILED DESCRIPTION

In general, according to one embodiment, an information
processing device 1s provided with a memory, a plurality of
processors, a router group, and an address protection unit.
The plurality of the processors generate memory access pack-
ets each of which defines memory access requests for the
memory, the memory access packet including an access des-
tination address and an access type. The router group 1s pro-
vided with first routers which are connected to the memory
and second routers which form transier paths between the
first router and the plurality of the processors, and transmits
the memory access packets generated by the plurality of the
processors to the memory. The address protection unit exam-
ines the memory access packets which pass through the first
routers to detect a violated memory access.

Exemplary embodiments of the immformation processing
device will be explained below 1n detail with reference to the
accompanying drawings. The present invention 1s not limited
to the following embodiments. Further, the invention 1s not
limited to these embodiments. Herein, the description will be
made in connection with the case where the information
processing device according to the embodiments of the inven-
tion 1s applied to the NoC, but the mnformation processing
device according to the embodiments may be applied to an
information processing system divided into a plurality of
chips.

FIG. 1 1s a diagram for explaining an exemplary configu-
ration of a NoC which serves as the information processing
device according to a first embodiment of the mvention. A
NoC 1 of FIG. 1 1s provided with processors 10a to 104,
routers 20a to 20c, an APU 30, a shared cache memory 40, a
bus 50, and a main memory 60.

The processors 10a and 105 are connected to the router
20a, and the processors 10c¢ and 10d are connected to the
router 205. In addition, the routers 20a and 205 are connected
to the router 20c¢. In addition, the router 20c¢ 1s connected to
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the shared cache memory 40, and the shared cache memory
40 1s connected to the main memory 60 through the bus 50.

Herein, the router 20c¢ connected to the shared cache
memory 40 1s referred to as the first router, and the routers 20a
and 205 which form the transter paths between the first router
and the processors 10a to 104 are referred to as the second
routers. In the first embodiment, only one first router is pre-
pared and the router group (the routers 20a to 20¢) does not
include closed paths, and the routers are disposed 1n a tree
structure 1n which the first router represents a root node and
the second routers represent leal nodes. Further, only two
second routers are provided 1n the NoC 1 of FIG. 1, but the
invention 1s not limited thereto. In addition, the leat nodes of
the second routers may be configured 1n a plurality of hierar-
chies. In addition, the number of the processors connected to
the second routers 1s 1 or more.

The main memory 60 1s a memory device which stores
various kinds of data such as information processing result
data of the processors 10a to 104, 1mitial values for the imnfor-
mation processing, and a predetermined program for control-
ling the processors 10a to 104.

The processors 10a to 104, for example, execute informa-
tion processing based on the predetermined program loaded
onto the main memory 60, and store the information process-
ing result data 1n the main memory 60.

The shared cache memory 40 1s a memory device which 1s
provided for the processors 10a to 104 to reduce an access
time to the main memory 60 and operates 1n a higher speed
and with a smaller capacity than the main memory 60. The
shared cache memory 40 caches read/write data from the
processors 10a to 104 targeting the main memory 60 as an
access destination.

The APU 30 detects whether the processor commits the
memory access violation. The APU 30 i1s connected to the
router 20c which 1s the first router. Since all of the memory
accesses Irom the processor 10a to 10d pass through the
router 20c, the APU 30 can detect all of the memory access
violations.

An exemplary specification of the packet for making the
memory access request 1s 1llustrated i FIG. 2 and FIG. 3.

The packet 1llustrated in FIG. 2 1s a packet generated 1n a
normal memory access (herein below, referred to as a normal
packet). In the normal packet, an access destination address,
an access type, and an access source ID are defined. The
access source 1D 1s an 1dentifier for identitying the processors
10a to 104, so that 1t 1s possible to specily a processor where
the memory access request 1s 1ssued.

The packet illustrated in FIG. 3 1s a packet (herein below,
referred to as a setting packet) which 1s used to set conditions
for detecting the memory access violation of the APU 30. In
the setting packet, the access destination address, a forbidden
condition or an authorization condition, and the access source
ID are defined. As the forbidden condition, any one of a
starting address of an access forbidden area, an ending
address of the access forbidden area, and a violated access
type 1s defined. The violated access type includes “read” and
“write” which are expressed using binary information, for
example. Herein, the description will be made 1n connection
with an example where the forbidden condition 1s defined in
the setting packet, but the authorization condition may be
defined therein.

In this case, the APU 30 1s mapped onto an address space of
the NoC 1. Therefore, the access to the APU 30 1s realized
through an access to the address mapped to the APU 30 from
the processors 10a to 104.

FI1G. 4 15 a diagram for explaining a mapping example of
the APU 30. The starting address of the access forbidden area
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4

1s mapped to 0x400000, the ending address of the access
forbidden area 1s mapped to 0x400004, and the wviolated
access type 1s mapped to 0x400008, respectively. In other
words, an address corresponding to the forbidden condition
among 0x400000, 0x400004, and 0x400008 1s used as the

access destination address defined 1n the setting packet. Fur-
ther, the access destination address and a detected violated-
access type of FIG. 4 are related to the address of a register (a
register 342 to be described later) in which a detection log of
the violated memory access 1s stored, which are referred to at
the time of debugging, for example. In FIG. 4, the access
destination address 1s mapped to 0x40000c, at which an
access destination address where the violated memory access
has been made 1s stored. In addition, the detected violated-
access type 1s mapped to 0x400010, at which the binary
information 1s stored indicating whether the violated memory
access having been detected corresponds to the read type or
the write type.

Further, the access forbidden area (the starting address and
the ending address), the violated access type, the access des-
tination address, and the detected violated-access type are
bound as a set, and 1tems of a plurality of sets are mapped to
the address space of the NoC 1. In other words, FIG. 4
illustrates a set among the plurality of sets.

FIG. 51s a diagram illustrating a configuration of the router
20c. The router 20c¢ has two input ports 21 and 22 and three
output ports 23 to 25. The mnput port 21 i1s connected to the
router 20a, and the 1nput port 22 1s connected to the router
20b. In other words, the input ports are provided only by the
number of the second routers which are directly connected
thereto. The output port 23 and the output port 24 are con-
nected to the APU 30, and the output port 25 1s connected to
the shared cache memory 40. In addition, the router 20c¢ 1s
provided with a packet decoder 26.

When a packet arrives at any one of the input ports 21 and
22, the packet decoder 26 decodes the packet to extract the
address information of the access destination. Then, the
packet decoder 26 determines whether the packet 1s the set-
ting packet or the normal packet based on the extracted
address information. In a case of the setting packet, the packet
1s transmitted to the output port 24, and 1n a case of the normal
packet, the packet 1s transmitted to the output ports 23 and 25.

FIG. 6 1s a diagram 1llustrating a configuration of the APU
30. The APU 30 1s provided with mput ports 31 and 32. The
input port 31 1s connected to the output port 23 of the router
20c¢, and the mput port 32 1s connected to the output port 24 of
the router 20c. In addition, the APU 30 1s provided with a
packet divider 33, a violation detector 34, and an entry reg-
istration unit 35.

The packet divider 33 receives the packet which has been
transmitted from the router 20¢ through the input port 31 or
the input port 32. In a case where the recerved packet 1s the
normal packet, the packet divider 33 transmits the normal
packet to the violation detector 34, and 1n a case where the
received packet 1s the setting packet, the packet divider 33
transmits the setting packet to the entry registration unit 35.
The packet divider 33 determines whether the received packet
1s the normal packet or the setting packet based on the input
port through which the packet has been transmaitted.

The entry registration unit 35 1s provided with a setting
information memory unit 36 which stores setting information
defining a violation detecting rule.

FIG. 7 1s a diagram 1llustrating an example of a data struc-
ture of setting information which 1s stored 1n a setting infor-
mation memory unit 36. The setting information includes a
table 1n which entries are registered including the starting
address, the ending address, and the access type of the access
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forbidden area. In other words, the forbidden condition or the
authorization condition 1s registered in each entry. Herein, the
description will be made 1in connection with a case where only
the forbidden condition 1s registered.

The entry registration unit 35 registers the entry in the
setting information of the setting packet. Further, every field
provided in the entries constructing the setting information 1s
mapped to the address space of the NoC 1. For example, 11 it
1s assumed that Entry 1 corresponds to the set of FIG. 4, the
ficlds of the starting address, the ending address, and the
access type of Entry 1 are mapped to 0x400000, 0x400004,
and 0x400008, respectively. The entry registration unit 35
determines the fields of a registration destination based on the
access destination address of the setting packet, and registers
the setting information defined therein.

FIG. 8 1s a diagram 1llustrating a configuration of the vio-
lation detector 34. The violation detector 34 1s provided with
a determiner 341 and the register 342. The register 342 1s a
register which records the access destination address and the
violated access type of the violated memory access having
been detected at every violated memory access. Storage loca-
tions 1n the register 342 where the access destination address
and the violated access type are stored are mapped to the
address space, and the desired content of the violated memory
access can be referred to by accessing the corresponding
address.

When the normal packet 1s mput, the determiner 341
bounds the access destination address and the access type of
the normal packet as a set, and compares the set with the
setting information stored in the setting information memory
unit 36 to determine whether the normal packet corresponds
to the violated memory access. In a case where 1t 1s deter-
mined that the access corresponds to the violated memory
access, the determiner 341 stores the access destination
address and the access type of the normal packet 1n the reg-
ister 342.

Next, referring to FIG. 9 to FIG. 11, the operation of the
NoC 1 according to the first embodiment will be described.

FIG. 9 1s a flowchart for explaining the operation of the
packet decoder 26 which 1s provided in the router 20¢. When
the processors 10a to 104 1ssue packets, the packets are input
to the router 20¢ through the router 204 or the router 2056. The
packet decoder 26 extracts the access destination address
from the input packet (S1). Then, the packet decoder 26
determines whether the extracted access destination address
1s the address of the APU 30 (that 1s, the address where the
APU 30 1s mapped to) (52). In a case where the access
destination address 1s the address of the APU 30 (Yes 1n S2),
since the packet 1s the setting packet, the packet decoder 26
transmits the setting packet to the output port 23 (S3), and
terminates the operation. On the other hand, 1n a case where
the extracted access destination address 1s not the address of
the APU 30 (No 1n S2), since the packet 1s the normal packet,
the packet decoder 26 transmits the normal packet to the
output port 24 and the output port 25 (S4), and terminates the
operation.

FIG. 10 1s a flowchart for explaining the operation of the
packet divider 33 which 1s provided in the APU 30. When the
packet 1s transmitted from the router 20c¢, the packet divider
33 determines whether the packet 1s input from the mput port
31 or the mput port 32 (S11). In a case where the packet 1s
input from the input port 32 (Yes 1n S11), since the packet 1s
the normal packet, the packet divider 33 transmits the packet
to the violation detector 34 (S12), and terminates the opera-
tion. In a case where the packet 1s input from the input port 31
(No 1n S11), since the packet 1s the setting packet, the packet

10

15

20

25

30

35

40

45

50

55

60

65

6

divider 33 transmits the packet to the entry registration unit 35
(S13), and terminates the operation.

FIG. 11 1s a flowchart for explaining the operation of the
violation detector 34 which 1s provided 1n the APU 30. When
receiving the normal packet, the violation detector 34 refers to
the entry stored in the setting information memory unit 36
(S21) to determine whether the access destination address of
the normal packet 1s included 1n the access forbidden area
which has been set (S22). In a case where the access destina-
tion address belongs to the access forbidden area (Yes 1n S22),
the violation detector 34 determines whether the access type
ol the normal packet 1s matched with the access type of the
referred entry (S23). In a case where the access types are
matched with each other (Yes in S23), the violation detector
34 outputs the access destination address and the access type
ol the normal packet to the register 342 (524), and terminates
the operation.

In a case where the access destination address of the normal
packet 1s not included 1n the access forbidden area of the
referred entry (No 1n S22), or 1n a case where the access types
are not matched with each other (No 1n S23), the violation
detector 34 determines whether all of the entries constituting
the setting information are completely referred to (5825). In a
case where all of the entries are completely referred to (Yes 1n
S25), the violation detector 34 terminates the operation. In a
case where there 1s an entry left unreferred (No 1n S25), the
control moves to the process 1 S21 1n which the violation
detector 34 newly refers to an unreferred entry.

A technique which can be compared with the first embodi-
ment (herein below, a comparative example) will be
described. As the comparative example, a NoC having the tree
structure 1 which the processors are individually provided
with the APUs may be considered. The APUs individually
detect the violated memory accesses of the processors con-
nected thereto. In this case, the violated memory access can
be detected 1n each processor.

However, 1n the comparative example, since one APU 1s
provided for one processor, the APUs are necessarily pro-
vided by the number of the processors. On the contrary, in the
NoC according to the first embodiment of the invention, since
the packet passes through the router 20c¢ serving as the root
node, all of the violated memory accesses can be detected as
long as the APU 30 1s provided only in the router 20¢. In other
words, according to the first embodiment of the invention, the
violated memory accesses can be detected using a small num-
ber of the APUs compared with the comparative example.

Further, 1n the above description, setting items included 1n
cach of the entries constituting the setting information have
been assumed that each setting 1tem 1s mapped to the address
space, but how much roughly the elements of the setting
information are mapped to the address space depends on the
flexibility of a designer. In a case where at least every entry 1s
mapped to the address space, a plurality of authorization
conditions and forbidden conditions can be set. In addition,
instead of mapping every entry to the address space, flags may
be added to the setting packet and the normal packet 1n order
to make an 1dentification.

According to the first embodiment of the invention, since
the NoC 1 has been configured such that the APU 30 exam-
ines the memory access request defined 1n the normal packet
to detect the existence of the violated memory access and 1s
connected to the router 20¢ which 1s a umique router con-
nected to the shared cache memory 40. Therefore, it 1s pos-

sible to detect an 1llegal memory access using a small number
of the APUs.
In addition, the APU 30 1s configured such that the defined

authorization or forbidden condition i1s registered at the
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access destination address defined 1n the setting packet, so
that the processors 10a to 104 can register the setting infor-
mation using a simple mechanism.

In addition, the router 20c¢ 1s configured to determine
whether the mput packet 1s the normal packet or the setting
packet based on whether the access destination address
defined 1n the input packet 1s an address included 1n the setting
information. In a case where the input packet 1s the normal
packet, the router 20c¢ transmits the normal packet to both the
shared cache memory 40 and the APU 30, and 1n a case where
the input packet 1s the setting packet, the router 20¢ transmits
the setting packet to the APU 30. The APU 30 1s configured to
register the authorization or forbidden condition defined in
the transmitted setting packet 1n the setting information. With
this configuration, the APU 30 is able to acquire the setting
information based on the setting packet input to the router
20c.

In addition, since the APU 30 1s provided with the register
342 which stores the content of the detected violated memory
access and 1s mapped to the address space, a detection result
of the violated memory access can be acquired by indicating
a corresponding address at the time of debugging or the like.

In general, the packet generated by the processor may
include information such as version information of a protocol
specification and a priority of the packet, which are unneces-
sary for the detection of the violated memory access. FI1G. 12
1s a diagram 1illustrating the normal packet which includes the
unnecessary iformation, in which the field of “Others™ cor-
responds to the unnecessary information.

In this way, 1n a case where the unnecessary information 1s
included in the normal packet, the first router connected to the
shared cache memory may be configured to generate a packet
from which the unnecessary information 1s erased.

FI1G. 13 1s a diagram 1llustrating a configuration of a router
70 according to a second embodiment. The router 70 1s pro-
vided with the input ports 21 and 22, the output ports 23 to 25,
a packet decoder 71, and a packet generator 72. Further, the
same components as those 1n the first embodiment will be
denoted by the same reference numerals, and the redundant
descriptions will not be provided.

FIG. 14 1s a flowchart illustrating the operation of the
packet decoder 71. When receiving a packet from the input
port 21 or the input port 22, the packet decoder 71 performs
the extraction of the access destination address from the input
packet (S31). Then, the packet decoder 71 determines
whether the extracted access destination address 1s the
address of the APU 30 (532). In a case where the access
destination address 1s the address of the APU 30 (Yes 1n S32),
since the packet 1s the setting packet, the packet decoder 71
transmits the setting packet to the output port 23 (S33), and
terminates the operation. On the other hand, 1n a case where
the extracted access destination address 1s not the address of
the APU 30 (No 1n S32), since the packet 1s the normal packet,
the packet decoder 71 transmits the normal packet to the
packet generator 72 and the output port 25 (S34), and termi-
nates the operation.

FIG. 15 1s a flowchart illustrating the operation of the
packet generator 72. When receiving the normal packet
through the process 1n S34, the packet generator 72 erases the
content of “Others” from the mput packet to generate a new
packet (S41). Then, the packet generator 72 transmits the
generated packet to the output port 24 (S42), and terminates
the operation.

In this way, according to the second embodiment, even 1n a
case where the unnecessary mformation 1s included in the
normal packet as well as the information required for detect-
ing the violated memory access, the router 70 erases the
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unnecessary information to make 1t possible for the APU 30 to
generate packets 1n a registerable format.

According to a third embodiment, when the wviolated
memory access 1s detected, the processor which has made the
violated memory access 1s informed of a notification on the
violated memory access.

FIG. 16 1s a diagram 1llustrating a configuration of an APU
according to the third embodiment. An APU 80 according to
the third embodiment 1s provided with the input ports 31 and
32, an output port 82, the packet divider 33, the violation
detector 34, the entry registration unit 35, and a packet gen-
crator 81.

The packet generator 81 1s connected to the violation detec-
tor 34. When the violation detector 34 detects the violated
memory access, the packet generator 81 makes the processor,
which has had the violated memory access, addressed as a
destination and generates the packet defining the notification
on the detection of the violated memory access. Then, the
generated packet 1s sent to the output port 82. The output port
82 1s connected to the router 20¢, and the packet 1s sent to the
processor which has had the violated memory access.

According to the third embodiment of the invention, the
APU 80 has been configured to include the packet generator
81 which makes the processor, which has had the violated
memory access, addressed as the destination and generates a
notification packet defining the notification on the detection
of the violated memory access. Therefore, when having the
violated memory accesses, the processors 10a to 104 can
recognize that the violated memory accesses have been made.

In a case where a cache memory 1s included in the proces-
sor, the memory access hits the cache memory, and the packet
1s not output to the outside of the processor. Therefore, 1n the
coniiguration of the first embodiment, the APU 1s not able to
detect the violated memory access in which the memory
access request 1s not output from the processor.

For this reason, in a fourth embodiment, the processor 1s
provided with a mechanism to send a dummy packet to the
outside of the processor. The dummy packet 1s sent 1n a case
where an access hits a cache memory 1n the processor.

FIG. 17 1s a diagram illustrating a configuration of the
processor according to the fourth embodiment. A processor
11 1s provided with a processor core 12, a cache memory 13,
a packet generator 14, and an output port 15.

The output port 15 1s connected to the router. The processor
core 12 performs the information processing and 1ssues the
memory access request when accessing the main memory 60.
The cache memory 13 1s a cache memory which 1s provided
in the processor 11 in order to reduce the access time to the
shared cache memory 40 or the main memory 60. In a case
where the memory access request 1ssued from the processor
core 12 hits the cache memory 13, the packet generator 14
generates a dummy normal packet defining the memory
access request and sends the generated packet to the output
port 15. In addition, 1n a case where the memory access
request has not hit the cache memory 13, the packet generator
14 generates the normal packet and sends the normal packet
to the output port 15.

FIG. 18 1s adiagram 1llustrating an exemplary specification
of the dummy normal packet. The dummy normal packet 1s
configured such that a dummy access flag 1s added to the
normal packet illustrated 1n FIG. 2.

Further, 1n a case where the recerved packet 1s the dummy
normal packet, the packet decoder 26 provided 1n the first
router may be configured not to transmit the dummy normal
packet to the output port 25, but only to the output port 24.

According to the fourth embodiment of the invention, 1 a
case where the memory access request hits the cache memory




US 9,042,391 B2

9

13, since the processor 11 1s configured to include the packet
generator 14 which generates the dummy normal packet
defining the memory access request and sends the generated
packet to the router, the dummy normal packet 1s transmitted
to the APU 30. Therefore, even 1in a case where the cache
memory 1s provided 1n the processor, the violated memory
access can be detected.

FI1G. 19 1s a diagram 1llustrating a configuration of a NoC
3 according to a fifth embodiment. The NoC 3 according to
the fifth embodiment 1s provided with processors 120qa to
120/, routers 90-1a, 90-15, and 90-2a to 90-2d, the shared
cache memory 40, the bus 50, the main memory 60, and APUs
110a and 1105.

The routers 90-1a and 90-156 (the first routers) are con-
nected to the shared cache memory 40. In addition, both the
routers 90-1a and 90-15b are connected to the routers 90-2a to
90-2d (the second routers). The router 90-2a 1s connected to
the processor 120a and the processor 1206; the router 90-25
to the processor 120¢ and the processor 120d; the router 90-2¢
to the processor 120e and the processor 120f; and the router
90-2d to the processor 120g and the processor 120/, respec-
tively. In other words, the routers 90-1a, 90-15, and 90-24 to
90-2d are formed 1n a graphic structure. Further, among the
graphic structures, a structure which has no closed path 1s

classified into the tree structure.
The APU 1104 1s connected to the router 90-14a, and the

APU 1105 1s connected to the router 90-15. The configura-
tions inside the APUs 110a and 1105 are similar to those of
the first embodiment, and thus the descriptions thereof will
not be repeated. In this case, memory areas Which become
target areas of the APUs 110aq and 1106 for detecting the
violated memory accesses are statically set 1n advance such
that the memory areas do not overlap each other (that 1s, an

exclusive manner). For example, the APU 110a sets a
memory area a from 0x0 to Oxtifffiil and the APU 1105 sets

a memory area b from 0x80000000 to OxIIIIIIIT as the target
areas for detecting the violated memory accesses, and at least
parts are set as the access forbidden areas. In addition, the
addresses mapped to the APU 110aq and the APU 1106 may
also be statically set.

FIG. 20 1s a diagram 1illustrating a configuration of the
processor 120 according to the fifth embodiment. The pro-
cessors 120a to 120/ are provided with the similar configu-
ration as described above except the routers connected
thereto.

The processor 120 1s provided with a processor core 121, a
packet generator 122, and an output port 123. The output port
123 1s connected to the router 90-2. The processor core 121
issues the normal packet for making the memory access
request when accessing the main memory 60, and 1ssues the
setting packet defining the forbidden condition or the autho-
rization condition when setting the conditions of the APU
110a or the APU 1105. When recerving the memory access
request, the packet generator 122 may assign the access
source 1D to the memory access request to generate the nor-
mal packet. In addition, when receiving the setting packet, the
packet generator 122 may assign the access source ID to the
APU setting request to generate a second setting packet.
Further, 1n the fifth embodiment, the setting packet 1llustrated
in FIG. 3 will be referred to as a first setting packet.

FI1G. 21 1s a diagram 1llustrating the second setting packet.
The second setting packet defines an APU setting flag, the
torbidden condition, the access type, and the access source
ID. The forbidden condition includes the starting address and
the ending address of the access forbidden area. The APU
setting flag 1s a flag indicating that the corresponding packet
1s a packet for setting the condition of the APU.
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The router 90-2 can make both the routers 90-1a and 90-15,
which are connected to the respective APUs, the transier
destinations for the packet. In addition, the APUs 110a and
1105 are different 1n the memory areas which are the target
areas for detecting the violated memory access. Then, the
router 90-2 switches the transier destinations of the packet
based on the memory area to which the access destination
address or the access forbidden area defined i the recerved
packet belongs.

FIG. 22 1s a diagram 1llustrating a configuration of the
router 90-2. The router 90-2 1s provided with 1input ports 91
and 92, output ports 93 and 94, a packet decoder 95, and a
packet converter 96. The input ports 91 and 92 are connected
to another processor 120; the output port 93 to the router
90-1a; and the output port 94 to the router 90-15, respectively.

The packet decoder 95 transmits the second setting packet
among the mput packets to the packet converter 96. In addi-
tion, the packet decoder 95 transmits the normal packet
among the iput packets to the output port 93 or 94 based on
the defined access destination address.

The packet converter 96 transmits the first setting packet
converted from the second setting packet to the output port 93
or 94. The packet converter 96 performs transmission
depending on the determination based on which one of the
memory area a and b 1s set as the defined access forbidden
area. Further, the second setting packet includes the setting
items such as the starting address and the ending address of
the access forbidden area and the access type. Therefore,
through the conversion of the second setting packet, three first
setting packets are generated.

FIG. 23 1s a diagram for explaining the operation of the
router 90-2.

When a packet 1s mput to the router 90-2, the packet
decoder 95 examines the existence of the APU setting flag 1n
the packet to determine whether the second setting packet 1s
addressed to the APU (S51).

In a case where the input packet 1s the second setting packet
addressed to the APU (Yes 1n S51), the packet converter 96
determines whether the access forbidden area defined in the
second setting packet covers the memory area a and the
memory area b (S52). In a case where the access forbidden
area covers the memory area a and the memory area b (Yes 1n
S52), the packet converter 96 converts the second setting
packet to generate two first setting packets in which one
packet1s for setting the memory area a as the access forbidden
area and the other packet 1s for setting the memory area b as
the access forbidden area (553). Specifically, the packet con-
verter 96 divides the access forbidden area into an area
included in the memory area a and an area included 1n the
memory area b to generate the first setting packets for setting,
cach of the divided access forbidden areas as a new access
forbidden area. Thereatter, the packet converter 96 transmits
the first setting packet for setting the memory area a as the
access forbidden area to the router 90-1a; the first setting
packet for setting the memory area b as the access forbidden
area to the router 90-156 (S54), and terminates the operation.

In addition, 1n a case where the access forbidden area
defined in the second setting packet does not cover the
memory area a and the memory area b (No 1n S52), the packet
converter 96 turther determines whether the access forbidden
area 1s included in the memory area a (S55). In a case where
the access forbidden area 1s included 1n the memory area a
(Yes 1n S53), the packet converter 96 converts the second
setting packet to generate the first setting packet (556 ); trans-
mits the first setting packet to the router 90-1a (S57), and
terminates the operation. In a case where the access forbidden
area 1s not included 1in the memory area a (No 1 S35), the
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packet converter 96 converts the second setting packet to
generate the first setting packet (S58); transmits the first set-
ting packet to the router 90-16 (S859), and terminates the
operation.

On the other hand, in a case where the packet input to the
router 90-2 1s not addressed to the APU (No 1n S51), that 1s, in
a case where the packet 1s the normal packet, the packet
decoder 95 further determines whether the access destination
address defined 1n the normal packet 1s included in the
memory area a (560). In a case where the access destination
address 1s included 1n the memory area a (Yes 1 S60), the
packet decoder 95 transmits the normal packet to the router
90-1a (S61), and terminates the operation. In a case where the
access destination address 1s not included 1n the memory area
a (No 1n S60), the packet decoder 95 transmits the normal
packet to the router 90-15 (S62), and terminates the operation.

The configuration of the router 90-2 in FIG. 22 1llustrates a
router which 1s configured to be able to directly transmait the
packet to both routers 90-1 to which the APUs are connected.

Further, 1n a case where the router 90-2 directly connected
to the router 90-1 recerves the packet from another router
90-2, the packet-sending router 90-2 may be configured to
include the packet decoder 95 and the packet converter 96
mounted therein. In other words, the packet decoder 95 and
the packet converter 96 may be mounted 1n any one of the
routers 90-2 located between the processors and the routers
90-1. In addition, the router 90-1 may be configured to
include the packet decoder 95 and the packet converter 96
mounted therein, and the router 90-2 may have a function to
determine the transfer destination based on which one of the
memory area a and the memory area b 1s set as the access
destination or which one of them 1s the target for setting the
memory forbidden area.

According to the fifth embodiment of the mnvention, the
routers 90-2 which can perform transmission to the plurality
of the routers 90-1 provided with the APUs connected thereto
are configured to select one of routers 90e and 90/ based on
the memory area which 1s the target area of the corresponding,
APU for detecting the violated memory access and where the
access destination address indicated by the normal packet
belongs, and the normal packet i1s passed through the routers
90¢ and 90f. Even 1n a case where there are a plurality of the
routers 90-1 which are directly connected to the shared cache
memory 40, since the 1llegal memory access can be detected
by making the APUs disposed at the routers 90-1, the illegal
memory access can be detected using a small number of the
APUs.

In addition, the router 90-2 1s configured to select the router
of the transier destination of the first setting packet based on
the memory area which 1s the target area of the corresponding,
APU for detecting the violated memory access and where the
area indicated by the authorization condition or the forbidden
condition defined 1n the second setting packet belongs. Even
in a case where there are the plurality of the routers to which
the APUs are connected, the setting packet can be transmitted
to the APU, the target to be set.

In addition, the router 90-2 1s configured to include the
packet converter 96 which converts the second setting packet
having no definition indicating the access destination address
into the first setting packet added with the access destination
address where the registration destination of the forbidden
condition or the authorization condition 1s mapped. There-
fore, the processor 120 can set the forbidden condition or the
authorization condition to the APU 110 even 11 the address
mapped to the APU 110 1s not informed.

In this way, according to the first to fifth embodiments, the
APU 1s connected to the router (which 1s a router connected to
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the shared cache memory 40) closest to the main memory 60
in the router group forming the graphic structure, and the
APU examines the memory access performed through the
corresponding router. Therefore, the illegal memory access
can be detected using a small number of the APUs.

While certain embodiments have been described, these
embodiments have been presented by way of example only,
and are not mtended to limit the scope of the inventions.
Indeed, the novel embodiments described herein may be
embodied 1n a variety of other forms; furthermore, various
omissions, substitutions and changes in the form of the
embodiments described herein may be made without depart-
ing from the spirit of the mmventions. The accompanying
claims and their equivalents are intended to cover such forms
or modifications as would fall within the scope and spirit of
the inventions.

What 1s claimed 1s:

1. An information processing device comprising:

a memory;

a plurality of processors that 1ssue amemory access request
to the memory;

a router group that 1s provided with a first router connected
to the memory and a second router forming a transier
path between the first router and the processors, and
transmits the memory access request 1ssued from the
processors to the memory; and

an address protection unit that 1s connected to the first
router and examines the memory access request packet
iput to the first router to detect a violated memory
access,

wherein each ol the processors 1s provided with a processor
core that generates the memory access request for the
memory, a cache memory, and a packet generator that
generates and sends a packet for making a pseudo
memory access request in a case where the memory
access request ol the processor core hits the cache
memory, and

wherein when recerving the packet for making the pseudo
memory access request, the first router transmits the
received pseudo memory access packet to the address
protection unit.

2. The information processing device according to claim 1,

wherein the address protection unit 1s provided with a
setting 1nformation memory unit that stores setting
information in which one or more authorization condi-
tions or forbidden conditions of the memory access are
registered, and

wherein the address protection umt detects the violated
memory access based on whether the pseudo memory
access request corresponds to the authorization condi-
tions or the forbidden conditions.

3. The information processing device according to claim 2,

wherein each of the processors generates a first packet for
making a memory access request or a second packet for
setting the forbidden conditions or the authorization
conditions to detect a memory access violation.

4. The information processing device according to claim 3,

wherein the second packet includes an access destination
address, a starting address and an ending address of an
access forbidden area, a forbidden access type, and an
access source 1D.

5. The information processing device according to claim 3,

wherein the second packet includes an access destination
address, a starting address and an ending address of an
access authorized area, an authorized access type, and an
access source 1D.
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6. The imnformation processing device according to claim 3,

wherein the first router transmits the second packet to the
address protection unit, and

wherein the address protection unit registers the authori-
zation conditions or the forbidden conditions defined 1n
the second packet in the setting information.

7. The mnformation processing device according to claim 1,

wherein the address protection unit 1s provided with a
setting 1nformation memory unit that stores setting
information in which one or more authorization condi-
tions or forbidden conditions of the memory access are
registered, and

wherein the address protection unit detects the violated
memory access based on whether the memory access
request corresponds to the authorization conditions or
the forbidden conditions.

8. The information processing device according to claim 7,

wherein each of the processors generates the first packet
which 1s a packet for making a memory access request or
the second packet which 1s a packet for setting the for-
bidden conditions or the authorization conditions to
detect a memory access violation.

9. The mnformation processing device according to claim 8,

wherein the second packet includes an access destination
address, a starting address and an ending address of an
access forbidden area, a forbidden access type, and an

access source ID.
10. The mformation processing device according to claim
8.
wherein the second packet includes an access destination
address, a starting address and an ending address of an
access authorized area, an authorized access type, and an
access source 1D.
11. The information processing device according to claim
8,
wherein the first router transmits the first packet to the
memory and the address protection unit 1n a case where
the 1nput packet i1s the first packet, and transmits the
second packet to the address protection unit 1n a case
where the mput packet 1s the second packet, and
wherein the address protection unit registers the authori-
zation conditions or the forbidden conditions defined 1n
the second packet in the setting information.
12. The information processing device according to claim
11,
wherein the authorization conditions or the forbidden con-
ditions are registered in an address space for each entry,
and
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wherein the address protection unit registers the authori-
zation conditions or the forbidden conditions 1 an
access destination address defined 1n the second packet.
13. The information processing device according to claim
85
wherein the second router selects the router of the next
transier destination based on whether an area indicated
by the authorization conditions or the forbidden condi-
tions of the input second packet belongs to the target
memory area set in the address protection unit.
14. The information processing device according to claim
85
wherein the second packet includes a starting address and
an ending address of an access forbidden area, a forbid-
den access type, and an access source 1D.
15. The information processing device according to claim

14,
wherein the second router 1s provided with a packet con-
verter that converts an address indicating the authoriza-
tion conditions or the forbidden conditions of the second
packet into the access destination address and transmits
the second packet, and
wherein the address protection unit registers the authori-
zation conditions or the forbidden conditions 1n the
access destination address defined 1n the converted sec-
ond packet.
16. The information processing device according to claim
1, wherein the router group 1s provided with a plurality of the
first routers,
wherein the address protection unit 1s connected to each of
the first routers, and
wherein the second router selects a router of a next transier
destination based on whether an access destination
address of the input packet belongs to a target memory
area set 1in the address protection unit.
17. The mnformation processing device according to claim
1:
wherein the address protection unit 1s provided with a
register that stores a content of the detected violated
memory access.
18. The information processing device according to claim
1:
wherein the address protection unit 1s provided with a
packet generator that makes a {irst processor among the
processors addressed as a destination and generates a
notification packet defining a notification on detection of
the violated memory access, the first processor being a
processor which has made the detected violated memory
access.
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