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START METHOD OF USING A DEVICE INCLUDING A CAMERA TO RECEIVE
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COMMUNICATIONS (VLC) SIGNAL

204
ACTIVATE AUTO EXPOSURE LOCK

CAPTURE PIXEL VALUES USING A FIXED 206
EXPOSURE TIME SETTING

2083

DETECT A BEGINNING OF A CODEWORD INCLUDING A
PREDETERMINED NUMBER OF SYMBOLS 210

DETECT A PREDETERMINED VLC SYNC SIGNAL HAVING A
DURATION EQUAL TO OR LESS THAN THE DURATION OF A
FRAME

212

INTERPRET SAID VLC SYNC SIGNAL AS AN IDENTIFIER OF
THE BEGINNING OF THE CODEWORD
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FIGURE 2A

FIGURE 2A
FIGURE 2B

FIGURE 2C
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IDENTIFY, AS A FIRST REGION OF AN IMAGE SENSOR, A FIRST SUBSET OF
PIXEL SENSOR ELEMENTS IN SAID SENSOR WHERE SAID VLC SIGNAL IS
VISIBLE DURING A FIRST FRAME TIME

216

SUM PIXEL VALUES IN EACH ROW OF PIXEL VALUES CORRESPONDING TO
THE FIRST REGION OF THE IMAGE SENSOR TO GENERATE A FIRST ARRAY
OF PIXEL VALUE SUMS. AT LEAST SOME OF SAID PIXEL VALUE SUMS 213
REPRESENTING ENERGY RECOVERED FROM DIFFERENT PORTIONS OF
SAID VLC LIGHT SIGNAL, SAID DIFFERENT PORTIONS BEING OUTPUT AT
DIFFERENT TIMES AND WITH DIFFERENT INTENSITIES
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401

Part A

MODULE CONFIGURED TO ACTIVATE AUTO | |, 404
EXPOSURE LOCK

MODULE CONFIGURED TO CAPTURE PIXEL
VALUES USING A FIXED EXPOSURE TIME |, 406
SETTING

408

MODULE CONFIGURED TO DETECT A BEGINNING OF A CODEWORD
INCLUDING A PREDETERMINED NUMBER OF SYMBOLS 410
MODULE CONFIGURED TO DETECT A PREDETERMINED VLC
SYNC SIGNAL HAVING A DURATION EQUAL TO OR LESS THAN

THE DURATION OF A FRAME

412

MODULE CONFIGURED TO INTERPRET SAID VLC SYNC SIGNAL
AS AN IDENTIFIER OF THE BEGINNING OF THE CODEWORD
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| / 403 |

Part B

MODULE CONFIGURED TO IDENTIFY, AS THE FIRST REGION OF THE IMAGE
SENSOR, A FIRST SUBSET OF PIXEL SENSOR ELEMENTS IN SAID SENSOR
WHERE SAID VLC SIGNAL IS VISIBLE DURING A FIRST FRAME TIME

416

MODULE CONFIGURED TO SUM PIXEL VALUES IN EACH ROW OF PIXEL

VALUES CORRESPONDING TO A FIRST REGION OF AN IMAGE SENSOR TO
GENERATE A FIRST ARRAY OF PIXEL VALUE SUMS, AT LEAST SOME OF
SAID PIXEL VALUE SUMS REPRESENTING ENERGY RECOVERED FROM

DIFFERENT PORTIONS OF SAID VLC LIGHT SIGNAL, SAID DIFFERENT
PORTIONS BEING OUTPUT AT DIFFERENT TIMES AND WITH DIFFERENT
INTENSITIES

418

420

MODULE CONFIGURED TO PERFORM A FIRST DEMODULATION OPERATION ON THE
FIRST ARRAY OF PIXEL VALUE SUMS TO RECOVER INFORMATION COMMUNICATED BY
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DETERMINE THE FREQUENCY OF THE
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MODULE CONFIGURED TO
DETERMINE A BIT SEQUENCE WHICH
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MODULE CONFIGURED TO PERFORM ADDITIONAL FRAME 432
PROCESSING AND GENERATE SYMBOLS VALUES THERE FROM
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MODULE CONFIGURED TO IDENTIFY A SECOND REGION OF THE IMAGE SENSOR CORRESPONDING
TO A SECOND SUBSET OF PIXEL SENSOR ELEMENTS IN SAID SENSOR WHERE SAID VLC SIGNAL IS
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SIGNAL, SAID DIFFERENT PORTIONS BEING OUTPUT AT DIFFERENT TIMES AND WITH
DIFFERENT INTENSITIES

440

|

|

|

|

|

|

|

|

|

|

|

|

|

|

|

|

|

| | MODULE CONFIGURED TO PERFORM A SECOND DEMODULATION OPERATION ON THE SECOND
| | ARRAY OF PIXEL VALUE SUMS TO RECOVER INFORMATION COMMUNICATED BY THE VLC SIGNAL
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|

442 446

MODULE CONFIGURED TO PERFORM ONE OF: AN
OFDM DEMODULATION, A CDOMA DEMODULATION, A
PULSE POSITION MODULATION (PPM)

MODULE CONFIGURED TO DETERMINE
THE FREQUENCY OF THE TONE BEING
COMMUNICATED, EACH ALTERNATIVE

FREQUENCY CORRESPONDING TO A
DIFFERENT SYMBOL VALUE

DEMODULATION, OR AN ON-OFF KEYING
DEMODULATION TO RECOVER MODULATED
SYMBOLS

444
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500

START METHOD OF USING A DEVICE INCLUDING A
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IDENTIFY A FIELD OF VIEW REGION OF THE PIXEL SENSOR U8
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Oa

524
CAPTURE PIXEL VALUES CORRESPONDING TO A RECEIVED FRAME
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IDENTIFY, AS A FIELD OF VIEW REGION OF THE IMAGE SENSOR, A
SUBSET OF PIXEL SENSOR ELEMENTS IN SAID SENSOR WHERE SAID VLC 026
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OF SAID VLC LIGHT SIGNAL, SAID DIFFERENT PORTIONS BEING OUTPUT
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530
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MODULE CONFIGURED TO IDENTIFY A FIELD OF VIEW REGION OF
THE PIXEL SENSOR WHERE THE SOURCE OF THE VLC SIGNAL IS | _ 608
VISIBLE

612 614

MODULE CONFIGURED TO 'MODULE CONFIGURED TO ESTIMATE DC-OFFSET |

SYNCHRONIZE CAMERA FRAME TIMING | E.G., BACKGROUND LIGHT INTENSITY OVER THE )
BASED ON THE DETECTION OF THE | IDENTIFIED FIELD OF VIEW REGION OF THE PIXELI
SYNCHRONIZATION SIGNAL IN THE | SENSOR DURING THE TIME THAT THE

IDENTIFIED FIELD OF VIEW REGION OF [ | SYNCHRONIZATION SIGNAL WAS TRANSMITTED |
THEPIXELSENSOR @~ | ———————————— —— -

\
|
|
|
-

{ MODULE CONFIGURED TO RECEIVE A PILOT SIGNAL IN THE IDENTIFIED FIELD: 616
: OF VIEW REGION OF THE PIXEL SENSOR v

MODULE CONFIGURED TO ESTIMATE A SAMPLING RATE BASED ON '/ 618
THE DETECTED PILOT SIGNAL

MODULE CONFIGURED TO APPLY THE ESTIMATED ¢  g2¢
SAMPLING RATE :

FIGURE 6A '

FIGURE 6



U.S. Patent May 19, 2015 Sheet 12 of 16 US 9,037,001 B2

003

ASSEMBLY OF MODULES (Part B)

MODULE CONFIGURED TO CAPTURE PIXEL VALUES CORRESPONDING TO A 624
RECEIVED FRAME
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METHOD AND APPARATUS OF DECODING
LOW-RATE VISIBLE LIGHT
COMMUNICATION SIGNALS

FIELD

Various embodiments are directed to visible light commu-
nications, and more particularly, to recovering and decoding
low-rate VLC signals using a device including a camera.

BACKGROUND

Light Emitting Diodes (LEDs) capable of generating white
light are projected to become the dominant source of lighting
in the commercial and residential sectors in the future. LED
lighting provides an opportunity to communicate visible light
communications (VLC) signaling for a wide range of appli-
cations.

In many applications there 1s, or 1s expected to be, aneed to
decode low-rate visible light communication messages. The
envisioned use cases 1nclude, e.g., indoor positioning, secu-
rity for building/network access, augmented displays, mobile
device pairing, etc. Specialized dedicated VLC recerver
devices can be built to detect and decode VLC signals. Unfor-
tunately, using specialized dedicated VLC receiver devices
can be costly, and the specialized VLC receiver devices may
not be widely distributed 1n the general population. It would
be advantageous 11 new method and apparatus were devel-
oped such that commonly available devices, or slightly modi-
fied commonly available devices, ¢.g., smartphones, could be
utilized to recover low-rate VLC communications messages
and/or other information communicated via a VLC signal.

SUMMARY

Various embodiments, are directed to methods and appa-
ratus related to the detection of low-rate visible light commu-
nication (VLC) signals and the recovery of information com-
municated by the VLC signals. In some embodiments, the
detection of the VLC signal 1s performed by a device, e.g., a
smartphone, equipped with a camera. In at least some such
embodiments, no additional photo-detecting hardware 1s
required at the recerver with the camera serving as the VLC
receiver. Various exemplary methods and apparatus are well
suited for embodiments 1n which adevice, e.g., a smartphone,
includes a camera which uses a rolling shutter. The rolling
shutter facilitates the collection of different time snapshots of
a recerved low rate time varying VLC signal with different
pixel rows 1n the 1mage sensor of a frame corresponding to
different time snapshots. In some embodiments, demodula-
tion 1s used to recover and identily a single tone, e.g., Ire-
quency, being communicated in a frame from among a plu-
rality of possible alternative tones, e.g., frequencies, that may
be communicated, each different tone corresponding to a
different set of information bits. In some other embodiments,
information bits are demodulated from the position of the
light pulse 1n time. In some such embodiments, Pulse Position
Modulation (PPM) 1s used to convey the information bits.

An exemplary method of using a device including a camera
to receive and recover information from a visible light com-
munication (VLC) signal, 1n accordance with some embodi-
ments, mcludes summing pixel values 1n each row of pixel
values corresponding to a first region of an 1image sensor to
generate a first array of pixel value sums, at least some of said
pixel value sums representing energy recovered from differ-
ent portions of said VLC light signal, said different portions
being output at different times and with different intensities;
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2

and performing a first demodulation operation on the first
array of pixel value sums to recover information communi-

cated by the VLC signal. An exemplary device including a
camera which receives and recovers information from a vis-
ible light communication (VLC) signal, in accordance with
some embodiments, includes: an 1mage sensor, at least one
processor coupled to said 1mage sensor, said processor con-
figured to: sum pixel values 1n each row of pixel values
corresponding to a first region of an 1mage sensor to generate
a first array of pixel value sums, at least some of said pixel
value sums representing energy recovered from different por-
tions of said VLC light signal, said different portions being
output at different times and with different intensities; and
perform a first demodulation operation on the first array of
pixel value sums to recover information communicated by the
VLC signal. The exemplary device including a camera further
includes memory coupled to said at least one processor.

While various embodiments have been discussed in the
summary above, it should be appreciated that not necessarily
all embodiments include the same features and some of the
features described above are not necessary but can be desir-
able 1n some embodiments. Numerous additional features,
embodiments, and benefits of various embodiments are dis-
cussed 1n the detailed description which follows.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1ncludes an exemplary communications system sup-
porting VLC communications 1n accordance with an exem-
plary embodiment.

FIG. 2A 1s a first part of a flowchart of an exemplary
method of operating a device including a camera to receive
and recover information from a visible light communications
(VLC) signal in accordance with an exemplary embodiment.

FIG. 2B 1s a second part of a flowchart of an exemplary
method of operating a device including a camera to receive
and recover information from a visible light communications
(VLC) s1 gnal in accordance with an exemplary embodiment.

FIG. 2C 1s a third part of a flowchart of an exemplary
method of operating a device including a camera to receive
and recover information from a visible light communications
(VLC) s1gnal 1n accordance with an exemplary embodiment.

FIG. 3 1s a drawing of an exemplary device including a
camera 1n accordance with various exemplary embodiments.

FIG. 4A 1s a drawing illustrating a first part of an assembly
of modules, which can, and in some embodiments i1s, used 1n
the exemplary device including a camera illustrated in FIG. 3.

FIG. 4B 15 a drawing 1llustrating a second part of an assem-
bly of modules, which can, and 1n some embodiments 1s, used
in the exemplary device including a camera 1llustrated 1n FI1G.
3.

FIG. 4C 1s a drawing illustrating a third part of an assembly
of modules, which can, and 1in some embodiments i1s, used 1n
the exemplary device including a camera 1llustrated in FIG. 3.

FIG. 5A 1s a first part of a flowchart of an exemplary
method of using a device including a camera to receive and
recover information from a visible light communications
(VLC) signal 1n accordance with various exemplary embodi-
ments.

FIG. 5B 1s a second part of a flowchart of an exemplary
method of using a device including a camera to recerve and
recover mnformation from a visible light communications
(VLC) signal in accordance with various exemplary embodi-
ments.

FIG. 6 A 1s a drawing illustrating a first part of an assembly
of modules, which can, and 1in some embodiments i1s, used 1n
the exemplary device including a camera illustrated in FIG. 3.
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FIG. 6B 1s a drawing 1llustrating a second part of an assem-
bly of modules, which can, and 1n some embodiments 1s, used

in the exemplary device including a camera 1llustrated 1n FIG.
3.

FIG. 7 includes a drawing illustrating an exemplary image
sensor, an 1dentified region of the image sensor 1n which a
VLC signal 1s visible during a first frame time, and a corre-
sponding generated array of pixel sum values, 1n accordance
with an exemplary embodiment.

FIG. 8 illustrates a drawing illustrating an exemplary
image sensor, an identified region of the 1mage sensor in
which the VLC signal 1s visible during a second frame time,
and a corresponding generated array of pixel sum values 1n
accordance with an exemplary embodiment.

FIG. 9 includes drawing which illustrates a VLC signaling
frame structure, exemplary signaling corresponding to each
frame, and a tone to bit pattern look-up table in accordance
with an exemplary embodiment.

FIG. 10 includes drawing which 1llustrates an exemplary
VLC signaling frame structure, exemplary signaling corre-
sponding to each frame, and a tone to bit pattern look-up table
in accordance with an exemplary embodiment.

FIG. 11 includes an exemplary plot illustrating recovered
sums of rows of pixel values 1n a field of view of a frame and
a plot indicating the 1dentified tone (frequency) being com-
municated 1n the frame by the VLC signal.

DETAILED DESCRIPTION

FIG. 1 includes an exemplary communications system 100
supporting VLC communications in accordance with an
exemplary embodiment. Exemplary communications system
100 includes a plurality of devices including cameras (device
1102 including camera 1 114, e.g., smartphone 1, . . ., device
N 104 including camera N 124, e¢.g., smartphone N), a plu-
rality of VLC access points (VLC access pont 1 106, . . .,
VLC access pomnt N 108), and a plurality of wireless base
stations (wireless base station 1 110, . . ., wireless base station
N 112). In some embodiments, the VLC access points are
light emitting diode (LED) access points. In some embodi-
ments, at least some of the VLC access points serve to both
illuminate an area of a room and to communicate information
using VLC signals. Exemplary communications system 100
turther includes a plurality of power line communications
(PLC) gateway devices such as PLC gateway 105. PLC gate-
way device 105 1s coupled to VLC access point N 108 via
power line link 107.

Device 1 102 and device N 104 are mobile communica-
tions devices which may move through the system 100. At
different times, a mobile communications device (102, . . .,
104) may be at a different location 1n the system and may be
in range of a different set of VLC access points and wireless
base stations.

Device 1102, e.g., a smartphone, includes a camera 114, a
processor 116, memory 118, a wireless radio interface 120,
and a network interface module 122 coupled together via a
bus 146 over which the various elements (114,116,118, 120,
122) may interchange data and imnformation. Device N 104,
¢.g., a smartphone, includes a camera 124, a processor 126,
memory 128, a wireless radio interface 130, and a network
interface module 132 coupled together via a bus 147 over
which the various elements (124, 126, 128, 130, 132) may
interchange data and information.

VLC access pomnt 1 106 generates and transmits VLC
signal 150. In one example VLC signal 150 communicates an
identifier corresponding to VLC access poimnt 1 106. VLC
signal 150 1s detected and processed by device 1 102. Recov-
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ered data, communicated in VLC signal 150, may be, and
sometimes 1s communicated in output uplink signal 152
transmitted, via antenna 121 to wireless base station 1 110.
Device 1 102 also receives downlink signals 154 from wire-
less base station 1 110.

PLC gateway device 105 recerves, via the Internet and/or a
backhaul network including other network nodes, informa-
tion to be communicated to device N 104. PLC gateway
device 105 communicates the information via PLC signals
over power line 107 to VLC access point N 108. VLC access
point N 108 recovers the information to be communicated to
device N 104 from the received PLC signals and encodes the
information to be communicated to device N 104 into VLC
signal 156. VLC access point N 108 transmits generated VLC
signal 156 to device N 104. VL.C signal 156 1s detected and
processed by device N 104. Recovered data, communicated
in VLC signal 156, may be, and sometimes 1s communicated
in output uplink signal 158 transmitted, via antenna 131 to
wireless base station N 112. Device N 104 also receives
downlink signals 160 from wireless base station N 112.

FIG. 2, comprising the combination of FIG. 2A, FIG. 2B,
and FIG. 2C, 1s a tlowchart 200 of an exemplary method of
operating a device including a camera to receive and recover
information from a visible light communications (VLC) sig-
nal in accordance with various exemplary embodiments. The
camera 1s, €.g., a camera with a rolling shutter. In various
embodiments, the device including a camera 1s, €.g., a smart-
phone. In some embodiments, the camera supports an auto
exposure lock which when enabled disables automatic expo-
sure. In an auto exposure mode, exposure time will typically
vary as a function of light intensity, which 1s undesirable for
recovering information from VLC signals. Operation of the
exemplary method starts 1n step 202, 1n which the camera 1s
powered on and 1mitialized.

Operation proceeds from step 202 to step 204, in which the
device activates auto exposure lock. Operation proceeds from
step 204 to step 206, 1n which the device captures pixel values
using a fixed exposure time setting. In some embodiments,
the fixed exposure setting 1s predetermined by the camera,
¢.g., 30 frames per second (Ips). This 1s important so that the
exposure time 1s uniform for different rows and frames so that
frequency of the sampling does not affect the determined
frequency of the recovered symbols, e.g., thereby avoiding
frequency shiits due to changes sampling times. Operation
proceeds from step 206 to step 208. In step 208 the device
detects a beginning of a codeword including a predetermined
number of symbols. Step 208 includes steps 210 and 212. In
step 210 the device detects a predetermined VLC sync signal
having a duration equal to or less than the duration of a frame.
In some embodiments, the predetermined sync signal 1s a
nominal low intensity light output. In some other embodi-
ments, the predetermined sync signal 1s a fully off light out-
put. In various embodiments, the nominal low intensity light
output 1s used for synchronization instead of the fully off
signal since it 1s less annoying to a human observer 1n the
vicinity. In some other embodiments, the sync signal 1s a
sequence of light intensity pulses whose pattern 1s known to
the receiver. Operation proceeds from step 210 to step 212. In
step 212 the device mterprets said VLC sync signal as an
identifier of the beginming of a codeword. Operation proceeds
from step 208, via connecting node A 214 to step 216.

In step 216, the device 1dentifies, as a first region of the
image sensor, a first subset of pixel sensor elements 1n said
sensor where said VLC signal 1s visible during a first frame.
Operation proceeds from step 216 to step 218. In step 218 the
device sums pixel values in each row of pixel values corre-
sponding to the first region of the pixel sensor to generate a




US 9,037,001 B2

S

first array ol pixel value sums, at least some of said pixel value
sums representing energy recovered from different portions
of said VLC light signal, said different portions being output
at different times and with different intensities. Operation
proceeds from step 218 to step 220. In step 220 the device
performs a first demodulation operation on the first array of
pixel value sums to recover information communicated by the
VLC signal.

In some embodiments, the recovered information includes
a first symbol value, different information being recovered
from said VLC signal over a period of time. In some embodi-
ments, the first array of pixel value sums represents an array
of temporally sequential light signal energy measurements
made over a period of time.

In some embodiments, the portion of the VLC signal cor-
responding to a first symbol from which said first symbol
value 1s produced has a duration equal to or less than the
duration of a frame captured by the 1image sensor.

In some embodiments, step 220 includes steps 222 and
224. In other embodiments, step 220 includes steps 226 and
228.

In some embodiments, the transmitted VLC signal

includes pure tones or square waves corresponding to tone
frequencies equal to or greater than 150 Hz, and the lowest
frequency component of said VLC signal 1s 150 Hz or larger.
In some embodiments, the transmitted VLC signal includes
pure tones or square waves corresponding to tone frequencies
equal greater than 150 Hz, and the lowest frequency compo-
nent of said VLC signal 1s larger than 150 Hz. In some
embodiments, the transmitted VLC signal 1s a digitally modu-
lated signal with binary amplitude (ON or OFF). In some such
embodiments, the transmitted VLC signal 1s a digitally modu-
lated signal with binary ON-OFF signals whose frequency
content 1s at least 150 Hz. Returning to step 222, in step 222
the device determines the frequency of the tone being com-
municated, each alternative frequency corresponding to a
different symbol value. Operation proceeds from step 222 to
step 224. In step 224, the device determines a bit sequence
which corresponds to the determined tone frequency 1n accor-
dance with a predetermined mapping.
In some other embodiments, the position, in time of the
light intensity pulse 1s demodulated and mapped to an infor-
mation bit. In some such embodiments, the codeword 1s the
sequence of recovered bits.

Returming to step 226, 1n step 226, the device performs one
of: an OFDM demodulation, CDMA demodulation, Pulses
Position Modulation (PPM) demodulation, or ON-OFF key-
ing demodulation to recover modulated symbols. Operation
proceeds from step 226 to step 228, in which the device
determines a bit sequence from the recovered modulated
symbols 1n accordance with a predetermined mapping of
symbols to bits.

Operation proceeds from step 220, via connecting node B
230, to step 232. In step 232, the device performs additional
frame processing and generates symbol values therefrom.
Operation proceeds from step 232 to step 234. In step 234, the
camera recovers additional information bits from the symbol
values generated from the additional frame processing.
Operation proceeds from step 234 to step 236.

In step 236 the device identifies a second region of the
image sensor corresponding to a second subset of pixel sensor
clements 1n said sensor where said VLC signal 1s visible
during a second time frame, said first and second regions
being different. In various embodiments, the device identifies
a second region of the image sensor because the device
including the camera has moved relative to the VLC trans-
mitter device, e.g., VLC access point transmitting the VLC
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signal. In some such embodiments, the device i1dentifies a
second region of the 1image sensor in response to a detected
motion, e.g., a seli-detected motion, of the camera. In some
such embodiments, the device 1dentifies a second region of
the 1mage sensor 1n response to a failure to successtully
recover information from a previously processed Irame.
Operation proceeds from step 236 to step 238. In step 238 the
device sums pixel values in each row of pixel values corre-
sponding to the second region of the pixel sensor to generate
a second array of pixel value sums, at least some of said pixel
value sums representing energy recovered from different por-
tions of said VLC light signal, said different portions being
output at different times and with different intensities. Opera-
tion proceeds from step 238 to step 240. In step 240 the device
performs a second demodulation operation on the second
array of pixel value sums to recover imformation communi-
cated by the VLC signal. In some embodiments, step 240
includes steps 242 and 244. In other embodiments, step 240
includes steps 246 and 248.

Returning to step 242, in step 242 the device determines the
frequency of the tone being communicated, each alternative
frequency corresponding to a different symbol value. Opera-
tion proceeds from step 242 to step 244. In step 244, the
device determines a bit sequence which corresponds to the
determined tone frequency 1n accordance with a predeter-
mined mapping.

Returning to step 246, 1n step 246, the device performs one
of: an OFDM or CDMA demodulation, Pulse Position Modu-
lation (PPM) demodulation, or ON-OFF keying demodula-
tion to recover modulated symbols. Operation proceeds from
step 246 to step 248, 1n which the device determines a bit
sequence from the recovered modulated symbols in accor-
dance with a predetermined mapping of symbols to bits.

Operation proceeds from step 240 to step 250, in which the
device performs more additional frame processing and gen-
erates symbols therefrom. Operation proceeds from step 250
to step 252. In step 252 the camera recovers additional infor-
mation bits from the symbol values generated from the more
additional frame processing.

In some embodiments, the device receives VLC pilot sig-
nals 1n addition to VLC synchronization signals and VL.C data
signals. In some such embodiments, a VLLC pilot signal 1s a
tone at a predetermined frequency. In some embodiments, the
VLC pilot signal 1s transmitted in a frame following synchro-
nization. In various embodiments, the device measures the
frequency of the pilot signal tone, compares it to an expected
frequency and performs an adjustment, e.g., a calibration, 1n
response to the amount of deviation detected, e.g., adjusting a
sampling rate.

In some embodiments, 1f the device 1s unable to detect and
successiully decode a VLC signal in the brightest region of an
image, the device revises the test criteria for identifying the
region of the image to be processed to attempt to recover the
VLC signal. For example, the device may identily a second
brightest contiguous area in the 1mage to process and try to
recover the VLC signal being communicated.

FIG. 3 1s a drawing of an exemplary device 300 including
a camera 301 1n accordance with various exemplary embodi-
ments. Device 300 1s, e.g., one of the devices mncluding a
camera (device 1102, . .., device N 104), e.g., a smartphone,
of system 100 of FIG. 1. Exemplary device 300 may, and
sometimes does, implement a method in accordance with
flowchart 200 of FIG. 2.

Device 300 includes a camera 301, a processor 302,
memory 304, an input module 306 and an output module 308
coupled together via a bus 309 over which the various ele-

ments (301, 302, 304, 306, 308) may interchange data and
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information. In some embodiments, memory 304 includes
routines 311 and data/information 313. In some embodi-
ments, the mput module 306 and output module 308 are
located 1nternal to the processor 302.

Camera 301 includes a lens 350, a rolling shutter 352, a
photo-detector array 354 which 1s an 1mage sensor, a rolling
shutter control module 356, a photodector readout module
358, an auto exposure lock activation module 360, and a
interface module 362. The rolling shutter control module 356,
and photodector readout module 338 and interface module
362 are coupled together via bus 364. In some embodiments,
camera 301 further includes auto exposure lock activation
module 360. Rolling shutter control module 356, photodector
readout module 358, and auto exposure lock activation mod-
ule 360 may, and sometimes do, receive control messages
from processor 302 via bus 309, intertace module 362 and bus
364. Photodector readout module 358 communicates readout
information of photo detector array 354 to processor 302, via
bus 364, interface module 362, and bus 309. Thus, the image
sensor, photo-detector array 354, 1s coupled to the processor
302 via photodetctor readout module 358, bus 364, interface
module 362, and bus 309.

Rolling shutter control module 356 controls the rolling
shutter 350 to expose different rows of the image sensor to
input light at different times, e.g., under the direction of
processor 302. Photodector readout module 358 outputs
information to the processor, e.g., pixel values corresponding
to the pixels of the 1mage sensor.

Input module 306 includes a wireless radio receiver mod-
ule 310 and a wired and/or optical receiver iterface module
314. Output module 308 includes a wireless radio transmitter
module 312 and a wired and/or optical receiver interface
module 316. Wireless radio receiver module 310, e.g., aradio
receiver supporting OFDM and/or CDMA, receives input
signals via recerve antenna 318. Wireless radio transmitter
module 312, e.g., a radio transmitter supporting OFDM and/
or CDMA, transmits output signals via transmit antenna 320.
In some embodiments, the same antenna 1s used for transmit
and recerve. Wired and/or optical recerver interface module
314 1s coupled to the Internet and/or other network nodes,
¢.g., via a backhaul, and receives 1input signals. Wired and/or
optical transmitter interface module 316 1s coupled to the
Internet and/or other network nodes, e.g., via a backhaul, and
transmits output signals

In various embodiments, processor 302 1s configured to:
sum pixel values 1n each row of pixel values corresponding to
a first region of an 1mage sensor to generate a first array of
pixel value sums, at least some of said pixel value sums
representing energy recovered from different portions of said
VLC light signal, said different portions being output at dif-
ferent times and with different intensities; and perform a first
demodulation operation on the first array of pixel value sums
to recover mnformation communicated by the VLC signal.

In some embodiments, processor 302 1s further configured
to: 1dentily, as said first region of the image sensor, a first
subset of pixel sensor elements 1n said sensor where said VLC
signal 1s visible during a first frame time. In some such
embodiments, processor 1s further configured to i1dentity, a
second region of the image sensor corresponding to a second
subset of pixel sensor elements 1n said sensor where said VLC
signal 1s visible during a second frame time, said first and
second regions being different. In some such embodiments,
processor 302 1s further configured to: sum pixel values in
cach row of pixel values corresponding to the second region
of the image sensor to generate a second array of pixel value
sums, at least some of said pixel value sums 1n the second
array representing energy recovered from different portions
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of said VLC light signal, said different portions being output
at different times and with different intensities; and perform a
second demodulation operation on the second array of pixel
value sums to recover information communicated by the VLLC
signal; and wherein said first demodulation operation pro-
duces a first symbol value and said second demodulation
produces a second symbol value.

In wvarious embodiments, the recovered 1nformation
includes a first symbol value, and different information 1s
recovered from said VLC signal over a period of time. In some
embodiments, the array of pixel value sums represents an
array ol temporally sequential light signal energy measure-
ments made over a period of time. In various embodiments,
the portion of the VLC signal corresponding to a first symbol
from which said first symbol value 1s produced has a duration
equal to or less than the duration of a frame captured by said
1mage sensor.

In some embodiments, processor 302 1s configured to 1den-
tify a frequency from among a plurality of alternative fre-
quencies, as part of being configured to perform a demodu-
lation operation. In some embodiments, the transmitted VLC
signal includes pure tones or square waves corresponding to
tone frequencies equal to or greater than 150 Hz, and the
lowest frequency component of said VLC signal 1s 150 Hz or
larger. In some embodiments, the transmitted VLC signal
includes pure tones or square waves corresponding to tone
frequencies greater than 150 Hz, and the lowest frequency
component of said VLC signal 1s larger than 150 Hz. In some
embodiments, the transmitted VLC signal 1s a digitally modu-
lated signal with binary amplitude (ON or OFF). In some such
embodiments, the transmitted VLC signal 1s a digitally modu-
lated signal with binary ON-OFF signals whose frequency
content 1s at least 150 Hz.

In some embodiments, processor 302 1s configured to per-
form one of: a OFDM demodulation, CDMA demodulation,

Pulse Position Modulation (PPM) demodulation, or ON-OFF
keying demodulation to recover modulated symbols, as part
of being configured to perform a demodulation operation.

In some embodiments, said 1mage sensor 1s part of a cam-
era that supports an auto exposure lock which when enabled
disables automatic exposure, and processor 302 1s further
configured to: activate said auto exposure lock; and capturing
said pixels values using a fixed exposure time setting.

In some embodiments processor 302 1s further configured
to detect a beginning of a codeword 1ncluding a predeter-
mined number of symbols. In some such embodiments, pro-
cessor 302 1s configured to: detect a predetermined VLC sync
signal having a duration equal to or less than the duration of a
frame; and interpreting said VLC sync signal as an identifier
of the beginning of the codeword, as part of being configured
to detect a beginning of a codeword.

FIG. 4, comprising the combination of FIG. 4A, FIG. 4B,
and F1G. 4C 1s a drawing 1llustrating an assembly of modules
400, comprising the combination of Part A 401, Part B 403,
and Part C 405, which can, and 1n some embodiments 1s, used
in the exemplary device 300 including a camera illustrated 1in
FIG. 3. The modules in the assembly 400 can be implemented
in hardware within the processor 302 of FIG. 3, e.g., as
individual circuits. Alternatively, the modules may be imple-
mented 1n soitware and stored in the memory 304 of device
300 shown 1n FIG. 3. In some such embodiments, the assem-
bly of modules 400 1s included 1n routines 411 of memory 304
of device 300 of FIG. 3. While shown in the FIG. 3 embodi-
ment as a single processor, €.g., computer, 1t should be appre-
ciated that the processor 302 may be implemented as one or
more processors, €.g., computers. When implemented 1n soft-
ware the modules include code, which when executed by the
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processor, configure the processor, e.g., computer, 302 to
implement the function corresponding to the module. In some
embodiments, processor 302 1s configured to implement each
of the modules of the assembly of modules 400. In some
embodiments where the assembly of modules 400 1s stored 1n
the memory 304, the memory 304 1s a computer program
product comprising a computer readable medium, €.g., a non-
transitory computer readable medium, comprising code, e.g.,
individual code for each module, for causing at least one
computer, e.g., processor 302, to implement the functions to
which the modules correspond.

Completely hardware based or completely software based
modules may be used. However, 1t should be appreciated that
any combination of software and hardware (e.g., circuit
implemented) modules may be used to implement the func-
tions. As should be appreciated, the modules illustrated in
FIG. 4 control and/or configure the device 300 or elements
therein such as the processor 302, to perform the functions of
the corresponding steps illustrated and/or described in the
method of flowchart 200 of FIG. 2.

Assembly of modules 400 comprises the combination of
Part A 401, Part B 403, and Part C 405. Assembly of modules
400 1includes a module 404 configured to activate auto expo-
sure lock, a module 406 configured to capture pixel values
using a fixed exposure time, and a module 408 configured to
detect a beginning of a codeword including a predetermined
number of symbols. Module 408 includes a module 410 con-
figured to detect a predetermined VLC sync signal having a
duration equal to or less than the duration of a frame, and a
module 412 configured to interpret said VLC sync signal as an
identifier of a beginning of the codeword.

Assembly of modules 400 further includes a module 416
configured to identify, as a first region of the image sensor, a
first subset of pixel sensor elements in said sensor where said
VLC signal 1s visible during a first time frame, and a module
418 configured to sum pixel value sums 1n each row of pixel
values corresponding to a first region of an 1image sensor to
generate a first array of pixel value sums, at least some of said
pixel value sums representing energy recovered from differ-
ent portion of said VLC light signal, said different portion
being output at different times and with different intensities.
Assembly of modules 400 further includes a module 420
configured to perform a first demodulation operation on the
first array of pixel value sums to recover information com-
municated by the VLC signal. Module 420 includes a module
422 configured to determine the frequency of the tone being
communicated, each alternative frequency corresponding to a
different symbol value, a module 424 configured to determine
a bit sequence which corresponds to the determined tone
frequency 1n accordance with a predetermined mapping.
Module 420 further includes a module 426 configured to
perform one of: an OFDM demodulation, CDMA demodu-
lation, Pulse Position Modulation (PPM) demodulation, or
ON-OFF keying demodulation to recover modulated sym-
bols and a module 428 configured to determined a bit
sequence from the recovered modulated symbols 1n accor-
dance with a predetermined mapping of symbols to bits.

Assembly of modules 400 further includes a module 432
configured to perform additional frame processing and gen-
crate symbol values therefrom, a module 434 configured to
recover additional information bits from the symbol values
generated from the additional frame processing. Assembly of
modules 400 further includes a module 436 configured to
identify a second region of the 1image sensor corresponding to
a second subset of pixel sensor elements, 1n said sensor where
said VLC signal 1s visible during a second time {frame, said
first and second regions being different, a module 438 con-
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figured to sum pixel value sums 1n each row of pixel values
corresponding to the second region of the image sensor to
generate a second array of pixel value sums, at least some of
said pixel value sums representing energy recovered from
different portions of said VLC light signal, said different
portion being output at different times with different imntensi-
ties, and a module 440 configured to perform a second
demodulation operation on the second array of pixel value
sums to recover information communicated by the VLC sig-
nal. Module 440 includes a module 442 configured to deter-
mine the frequency of the tone being communicated, each
alternative frequency corresponding to a different symbol
value, a module 444 configured to determine a bit sequence
which corresponds to the determined tone frequency in accor-
dance with a predetermined mapping. Module 440 further

includes a module 446 configured to perform one of: an
OFDM demodulation, CDMA demodulation, Pulse Position

Modulation (PPM) demodulation, or ON-OFF Kkeying

demodulation to recover modulated symbols and a module
448 configured to determined a bit sequence from the recov-
ered modulated symbols 1n accordance with a predetermined
mapping of symbols to bits.

Assembly of modules 400 further includes a module 450
configured to perform more additional frame processing and
generate symbol values therefrom, and a module 452 config-
ured to recover additional information bits from the symbol
values generated from the more additional frame processing.

In some embodiments, assembly of modules 400 turther
includes a module 454 configured to detect a pilot signal and
a module 456 configured to perform an adjustment 1in
response to the detected pilot signal. In some embodiments,
module 454 estimates the frequency of a detected pilot signal
tone. In some embodiments, module 456 compares the ire-
quency estimation obtained from module 454 to an expected
frequency of the pilot tone, and adjusts at least one of a clock
rate and sampling rate based on the amount of deviation of the
estimated frequency from the estimated frequency. In various
embodiments, assembly of modules further includes a mod-
ule 458 configured to adjust a threshold used to identily an
area of an 1mage which 1s suspected to be communicating a
VLC signal.

In some embodiments, the first demodulation operation
produces a first symbol value and the second demodulation
operation produces a second symbol value. In various
embodiments, the recovered information includes a first sym-
bol value and different mformation 1s recovered from the
VLC signal over a period of time.

In some embodiments, the array of pixel values represents
an array ol temporally sequential light signal energy mea-
surements over a period of time.

In various embodiments, the portion of the VLC signal
corresponding to a first symbol which the first symbol value 1s
produces has a duration equal to or less than the duration of a
frame captured by the image sensor. In some embodiments,
the transmitted VLC signal includes pure tones or square
waves corresponding to tone frequencies equal to or greater
than 150 Hz, and the lowest frequency component of said
VLC signal 1s 150 Hz or larger. In some embodiments, the
transmitted VLC signal includes pure tones or square waves
corresponding to tone frequencies greater than 150 Hz, and
the lowest frequency component of said signal greater than
150 Hz. In some embodiments, the transmitted VLC signal 1s
a digitally modulated signal with binary amplitude (ON or
OFF). In some such embodiments, the transmitted VLC sig-
nal 1s a digitally modulated signal with binary ON-OFF sig-
nals whose frequency content 1s at least 150 Hz.
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FIG. 5, comprising the combination of FIG. 5A and FIG.
5B, 1s a flowchart 500 of an exemplary method of using a
device including a camera to recerve and recover information
from a visible light communications (VLC) signal in accor-
dance with various exemplary embodiments. Operation starts
in step 502, where the device 1s powered on and mitialized. In
some embodiments, the device includes an auto exposure
lock feature, and operation proceeds from step 502 to step
504, 1n which the device activates auto exposure lock. This
fixes the frame timing at a predetermined time, e.g., 30 frames
per second (Ips). Operation proceeds from step 504 to step
506. Returning to step 502, 1n some embodiments, the device
does not 1include auto exposure lock and operation proceeds
from step 502 to step 506.

In step 506, the device captures pixel values, e.g., corre-
sponding to one or more frames. Operation proceeds from
step 506 to step 508, 1n which the device 1identifies a field of
view region of the pixel sensor where the source of the VLLC
light signal 1s visible. Operation proceeds from step 508 to
step 510.

In step 510 the device detects a synchronization signal in
the 1dentified field of view region of the pixel sensor. In some
embodiments, the transmitted synchronization signal 1s a null
signal, e.g., the light transmitter 1s turned-off for a predeter-
mined time interval. In some embodiments, the synchroniza-
tion signal 1s a low power signal transmitted at a predeter-
mined power level, e.g., the light transmitter transmits at a
lower level and does not vary in time. Operation proceeds
from step 510 to step 512, and 1n some embodiments, to step
514. In step 514, the device estimates a DC-olfset, e.g., back-
ground light intensity over the 1dentified field of view region
of the pixel sensor during the time that the synchronization
signal was transmitted.

Returming to step 512, in step 312 the device synchronizes
camera frame timing based on the detection of the synchro-
nization signal in the identified field of view of the pixel
sensor. In some embodiments, e.g., an embodiment, 1n which
the device does not include an auto exposure lock capability,
operation proceeds from step 312 to step 516. In other
embodiments, e.g., an embodiment 1n which the device
includes an auto exposure lock feature, operation proceeds
from step 512 to step 524.

Returning to step 516, 1n step 316 the device recerves a pilot
signal i the 1dentified field of view region of the pixel sensor
during a frame immediately following a synchronization sig-
nal. In one exemplary embodiments, the transmitted pilot
signal 1s a 150 Hz tone. Operation proceeds from step 516 to
step 318, 1n which the device estimates a sampling rate based
on the detected pilot signal. Operation proceeds from step 518
to step 520 1n which the device applies the estimated sampling,
rate.

In one example, the light transmaitter transmits a pilot signal
at a frequency of 150 Hz. The receiver detects the pilot signal
in step 516 and estimates the sampling rate 1n step 518. For
example, consider that the pilot tone 1s detected at 165 Hz
instead of 150 Hz, the device shiits the sampling rate from 30
Hz to 27 Hz (10% change) to compensate, ¢.g., calibrating the
device. Operation proceeds from step 3520, via connecting
node A 522 to step 524.

In step 524 the device captures pixel values corresponding
to a received frame. Operation proceeds from step 524 to step
526. In step 526 the device 1dentifies, as a field of view of the
image sensor a subset of pixel sensor elements 1n said sensor
where said VLC signal 1s visible during a frame time corre-
sponding to the recerved frame. Operation proceeds from step
526 to step 528. In step 528 the device sums pixel values 1n
cach row of pixel values corresponding to the field of view
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region of the 1mage sensor to generate an array of pixel value
sums, at least some of said pixel value sums representing
energy recovered from different portions of said VLC light
signal, said different portion being output at different times
and with different intensities. Operation proceeds from step

328 to step 330.

In step 530 the device performs a demodulation operation
on the array of pixel value sums to recover information com-
municated by the VLC signal. In some embodiments, step
530 includes step 532 and step 534. In other embodiments,
step 530 1ncludes step 536 and step 538. In step 532 the device
determines the frequency of the tone being communicated
during the frame. Operation proceeds from step 532 to step
534. In step 534 the device determines a bit sequence which
corresponds to the determined tone frequency 1n accordance
with a predetermined mapping.

Returning to step 536, in step 336, the device performs one
of an OFDM demodulation, CDMA demodulation Pulse
Position Modulation (PPM) demodulation, or ON-OFF key-
ing demodulation to recover modulated symbols. Operation
proceeds from step 536 to step 538, i which the device
determines a bit sequence from the recovered modulated
symbols 1n accordance with a predetermined mapping of
symbols to bits.

Operation proceeds from step 530 to step 340, 1n which the
device captures pixel values corresponding to another frame.
Operation proceeds from step 540 to step 542, 1n which the
device determines if a synchronization (sync) signal was
detected 1n the recerved frame of step 540. IT a sync signal was
not detected, operation proceeds from step 542, via connect-
ing node C 548, to step 526 to start processing of the another
received frame to recover information, e.g., additional infor-
mation bits, from the visible light signal.

However, 11 a sync signal was detected in step 542, then
operation proceeds from step 542 to step 544 1n which the
device outputs a set of information bit recovered from the data
frames which have been processed. For example, in one
embodiment information bits are recovered from each itera-
tion of step 530 between synchronization signals are concat-
cnated to form a codeword.

Returning to step 544, operation proceeds from step 544,
via connecting node D 546 to the imnput of step 512.

FIG. 6, comprising the combination of FIG. 6 A and FIG.
6B, 1s a drawing illustrating an assembly of modules 600,
comprising the combination of Part A 601 and Part B 603,
which can, and 1n some embodiments 1s, used 1n the exem-
plary device 300 including a camera illustrated 1n F1G. 3. The
modules 1n the assembly 400 can be implemented in hardware
within the processor 302 of FIG. 3, e.g., as individual circuits.
Alternatively, the modules may be implemented 1n software
and stored 1n the memory 304 of device 300 shown in FIG. 3.
In some such embodiments, the assembly of modules 600 1s
included in routines 311 of memory 304 of device 300 of FIG.
3. While shown 1n the FIG. 3 embodiment as a single proces-
sor, €.g., computer, 1t should be appreciated that the processor
302 may be implemented as one or more processors, €.g.,
computers. When implemented in software the modules
include code, which when executed by the processor, config-
ure the processor, e.g., computer, 302 to implement the func-
tion corresponding to the module. In some embodiments,
processor 302 1s configured to implement each of the modules
of the assembly of modules 600. In some embodiments where
the assembly of modules 600 1s stored 1n the memory 304, the
memory 304 1s a computer program product comprising a
computer readable medium, e.g., a non-transitory computer
readable medium, comprising code, e.g., individual code for
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cach module, for causing at least one computer, e.g., proces-
sor 302, to implement the functions to which the modules
correspond.

Completely hardware based or completely software based
modules may be used. However, 1t should be appreciated that
any combination of solftware and hardware (e.g., circuit
implemented) modules may be used to implement the func-
tions. As should be appreciated, the modules 1llustrated in
FIG. 6 control and/or configure the device 300 or elements
therein such as the processor 302, to perform the functions of
the corresponding steps illustrated and/or described in the
method of flowchart 500 of FIG. 5.

Assembly of modules 600 includes a module 606 config-
ured to capture pixel value, a module 608 configured to 1den-
tify a field of view region of the pixel sensor where the source
of the VLC signal 1s visible, a module 610 configured to
detect a synchronization signal 1n the identified field of view
region of the pixel frame, a module 612 configured to syn-
chronize camera frame timing based on the detection of the
synchronization signal in the identified field of view region of
the pixel sensor, a module 624 configured to capture pixel
values corresponding to a recerved frame, and a module 626
configured to identify as a field of view region of the image
sensor, a subset of pixel sensor elements 1n said sensor where
said VLC signal 1s visible during a frame time corresponding
to the received frame. Assembly of modules 600 further
includes a module 628 configured to sum pixel values 1n each
row of pixel values corresponding to the field of view region
of the 1mage sensor to generate an array of pixel value sums,
at least some of the pixel value sums representing energy
recovered from diflerent portions of the said VLC light signal,
said different portions being output at different times and with
different intensities, and a module 630 configured to perform
a demodulation operation on the array of pixel value sums to
recover information communicated by the VLC signal. Mod-
ule 630 includes a module 632 configured to determine the
frequency of the tone being communicated during the frame
and a module 634 configured to determine a bit sequence
which corresponds to the determined tone frequency 1n accor-
dance with a predetermined mapping, a module 636 config-
ured to perform one of an OFDM demodulation, CDMA
demodulation, Pulse Position Modulation (PPM) demodula-
tion, or ON-OFF keying demodulation to recover modulated
symbols and a module 638 configured to determine a bit
sequence from the recovered modulated symbols in accor-
dance with a predetermined mapping of symbols to bits.
Assembly of modules 600 further includes a module 640
configured to capture pixel value sums corresponding to
another recerved frame, a module 642 configured to deter-
mine whether or not a synchronization signal was detected in
the previously received frame, a module 643 configured to
control operation to process the received data frame, when
module 642 determined that the sync signal was not recerved,
and a module 644 configured to output a set of information
bits recovered from the data frames processed 1n response to
the determination by module 642 that a sync signal was
recetved. In some embodiments, a code word 1S communi-
cated via a plurality of data frames 1n between sync signals.

In some embodiments, assembly of modules 600 further
includes one or more or all of a module 604 configured to
activate auto exposure lock, a module 614 configured to esti-
mate DC-oflset, e.g., background light intensity over the
identified field of view of view region of the pixel sensor
during that time that the synchronization signal was transmiut-
ted, a module 616 configured to receive a pilot signal 1n the
identified field of view region of the pixel sensor, e.g., during
a frame immmediately following a synchronization signal
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frame, a module 618 configured to estimate a sampling rate
based on the detected pilot signal, and a module 620 config-
ured to apply the estimated sampling rate. In various embodi-
ments, module 604 controls the camera to operate at a fixed
predetermined frame per second rate, e.g., 30 Ips, which
matches the VLC transmission data frame rate being used by
the VLC access point. In some embodiments, the camera does
not include an auto exposure lock feature, and the pilot signal
transmission, detection, measurement, and adjustment of
sampling rate 1s used to compensate for the possibility that the
exposure setting may be expected to vary. In some embodi-
ments, the pilot signal transmission, detection, measurement,
and adjustment of sampling rate 1s used to compensate for the
possibility that an mternal clock within the device including
the camera does not precisely match the internal clock within
the VLC access point transmitter, €.g., based on component
tolerance, and/or drift, e.g., due to thermal eflects.

FIG. 7 includes a drawing 1400 illustrating an exemplary
image sensor, an identified region of the image sensor in
which the VLC signal 1s visible during a first frame time, and
a corresponding generated array of pixel sum values. Vertical
ax1is 1403 corresponds to capture time; and the rolling shutter
implementation 1n the camera results 1n different rows of
pixels corresponding to different times. Large block 1402
represents an 1mage sensor including an array of 192 pixels
which 1s represented by 12 rows and 16 columns. The small
image sensor size (192 pixels) 1s used for the purpose of
explanation. In one exemplary embodiment, the image sensor
includes 307200 pixels represented by 480 rows and 640
columns.

Each pixel in the array has a pixel value representing
energy recovered corresponding to that pixel during expo-
sure. For example, the pixel of row=1 and column=1 has pixel
value V, ;.

Block 1404 1s an 1dentified first region of the image sensor
in which the VLC signal 1s visible during the first frame. In
some embodiments, the first region 1s identified based on
comparing individual pixel values, e.g., an imndividual pixel
luma value, to a threshold and 1dentitying pixels with values
which exceed the threshold, e.g., 1n a contiguous rectangular
region in the image sensor. In one exemplary embodiment,
the threshold 1s 50% the average luma value of the 1mage. In
some embodiments, the threshold may be, and sometimes 1s,
dynamically adjusted, e.g., in response to a failure to identity
a first region or a failure to successtully decode information
being communicated by a VLC signal 1n the first region.

Array 1406 1s a first array of pixel value sums of the of first
region, in which each element of the array 1406 corresponds
to a different row of the first region. For example, array
element S, 1410 represents the sum of pixel values: V5 4,V s,
Ve Vazs Vass Vi, Va0, Va,i. and Vs ;) and array ele-
ment S, 1412 represents the sum ot pixel values: V, 4, V, s,
Vaes Vaz: Vags Yaos Vai0s Yar,and Vy 5.

Array element 1410 and array element 1412 correspond to
different sample times as the rolling shutter advances. The
array 1406 1s used to recover a VLC signal being communi-
cated. In some embodiments, the VLC signal being commu-
nicated 1s a signal tone, e.g., one particular frequency 1n a set
of predetermined alternative frequencies, during the first
frame, and the single tone corresponds to a particular bit
pattern 1 accordance with known predetermined tone to bit
pattern mapping information.

FIG. 8 1llustrates a drawing 1450 illustrating an exemplary
image sensor, an identified region of the image sensor in
which the VLC signal 1s visible during a second frame time,
and a corresponding generated array of pixel sum values.
Consider that the camera has moved with respect to the light




US 9,037,001 B2

15

source transmitting the VLC signal from the time correspond-
ing to the frame recovered for the example of FIG. 7.

Vertical axis 1455 corresponds to capture time; and the
rolling shutter implementation in the camera results in ditfer-
ent rows of pixels corresponding to different times. Large
block 1452 represents an image sensor including an array of
192 pixels which 1s can be represented by 12 rows and 16
columns.

Each pixel in the array has a pixel value representing
energy recovered corresponding do that pixel during expo-
sure. For example, the pixel of row=1 and column=1 has pixel
value v, ;.

Block 1454 1s an i1dentified second region of the image
sensor 1n which the VLC signal 1s visible during the second
frame. In some embodiments, the second region 1s identified
based on comparing individual pixel values to a threshold and
identifying pixels with values which exceed the threshold,
¢.g., 1n a contiguous rectangular region 1n the 1mage sensor.

Array 1456 1s a second array of pixel value sums of the of
second region, 1n which each element of the array 1456 cor-
responds to a different row of the first region. For example,
array element s, 1460 represents the sum of pixel values: v, ,
Voas Vass Vags Vaory Vags Voo Vaig, and v, ; and array
element s, 1462 represents the sum of pixel values: v, 5, v; 4,
Vi,ss Va6 V3,7, Va g, Va0 V3 10, a0 V3 5.

Array element 1460 and array element 1462 correspond to
different sample times as the rolling shutter advances. The
array 1456 1s used to recover a VLC signal being communi-
cated. In some embodiments, the VLC signal being commu-
nicated 1s a signal tone, €.g., one particular frequency 1n a set
of predetermined alternative frequencies, during the first
frame, and the single tone corresponds to a particular bit
pattern 1n accordance with known predetermined tone to bit
pattern mapping information.

In various embodiments, the size of first region 1404 may
be, and sometimes 1s, different than the size of second region
1454.

FIG. 9 includes drawing 1200 which illustrates a VLC
signaling frame structure 1204, exemplary signaling corre-
sponding to each frame 1206, and a tone to bit pattern look-up
table 1208 1n accordance with an exemplary embodiment.
Horizontal axis 1202 represents time. In this exemplary
embodiment, consider that the device including the camera
includes a rolling shutter, supports auto exposure lock, and 1s
operating 1n an auto exposure lock enabled mode which dis-
ables automatic exposure and captures pixels using a fixed
predetermined time setting, e.g., 30 frames per second.

The exemplary recurring VLC signaling frame structure
1204 includes a synchronization signal frame, followed by a
plurality of data frames (data frame 1, data frame 2, data
frame 3, data frame 4, . . . , data frame N). Exemplary VLC
signaling 1206 includes: a null or low power signal during the
synchronization frame, a tone 4 signal during data frame 1, a
tone 1 signal during data frame 2, a tone 20 signal during data
frame 3, a tone 50 s1ignal during data frame 4, . . . , and a tone
3 signal during data frame N.

Each different tone corresponds to a different bit pattern in
accordance with the tone (frequency) to bit pattern mapping
look-up table 1208. Column 1210 represents tone and column
1214 1dentifies the corresponding bit pattern for each tone.
For example, tone 1 corresponds to bit pat-
tern=000000000000; tone 2 corresponds to bit pat-
tern=000000000001; and tone N corresponds to bit pat-
tern=111111111111. Each of the tones in table 1208 are at
different frequencies above 150 Hz.

In various embodiments, frame structure information 1204
and the tone (frequency) to bit pattern mapping information
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look-up table 1208 1s stored 1n memory of the device includ-
ing the camera, e.g., memory 304 of device 300 of FIG. 3.

FIG. 10 includes drawing 1300 which illustrates an exem-
plary VLC signaling frame structure 1304, exemplary signal-
ing corresponding to each frame 1306, and a tone to bit
pattern look-up table 1308 1n accordance with an exemplary
embodiment. Horizontal axis 1302 represents time. In this
exemplary embodiment, consider that the device including
the camera includes a rolling shutter; however, the camera
may not operate at a fixed frame rate. The sampling rate may
drift 1n the case that auto-exposure 1s enabled. In this
example, a pilot signal of known frequency 1s occasionally
transmitted, e.g., during the frame following the synchroni-
zation. The device including the camera detects the pilot
signal and estimates the sampling rate, and the device includ-
ing the camera shifts, e.g., adjusts the sampling rate to com-
pensate.

The exemplary recurring VLC signaling frame structure
1304 includes a synchronization signal frame, followed by a
pilot signal frame, followed by a plurality of data frames (data
frame 1, data frame 2, data frame 3, . . . , data frame N).
Exemplary VLC signaling 1306 includes: a null or low power
signal during the synchronization frame, a pilot tone signal,
¢.g.,a 150 Hz tone s1gnal, during the pilot signal {frame, a tone
5 signal during data frame 1, a tone 75 signal during data
frame 2, a tone 13 signal during data frame 3, . . ., and a tone
17 signal during data frame N.

Each different tone corresponds to a different bit pattern in
accordance with the tone (frequency) to bit pattern mapping
look-up table 1308. Column 1310 represents tone and column
1314 1dentifies the corresponding bit pattern for each tone.
For example, tone 1 corresponds to bit pat-
tern=000000000000; tone 2 corresponds to bit pat-
tern=000000000001; and tone N corresponds to bit pat-
tern=111111111111. Each of the tones 1n table 1308 are at
different frequencies above 150 Hz.

In various embodiments, frame structure information 1304
and the tone (frequency) to bit pattern mapping information
look-up table 1308 1s stored 1n memory of the device includ-
ing the camera, e.g., memory 304 of device 300 of FIG. 3.

In some embodiments, data frames of the VLC signal con-
vey more information than frequency, e.g., a VLC signal
corresponding to a data frame conveys frequency and phase
information, €.g., communicating one or more OFDM QAM
modulation symbols. In some such embodiments, a look-up
table mapping QAM modulation symbol values to bit pattern
mapping 1s stored 1n the memory of the device including the
camera, e.g., memory 304 of device 300 of FIG. 3.

In some embodiments, the synchronization frame is inten-
tionally longer than the data frame. In one embodiment, the
synchronization frame has a duration of 1.5 the duration of a
data frame. In another embodiment, the synchronization
frame has a duration of 2 data frames.

Various aspects and/or features of some, but not necessar-
ily all, embodiments, are further discussed below. Typical
smartphone cameras have a rolling shutter implementation,
which means that consecutive rows of the photodetector
array, e€.g., CMOS photodetector array, are read-out at differ-
ent times. For example, for 720p video recording, there are
480 rows and 640 columns in the array. The read-out of the
array occurs row by row so that the first row 1s read out {first,
after which the second row 1s read out and so on. If the frame
rate 1s 30 Hz, this means that the rate of row read-out 1s
30*480=14.4 KHz, hence the recerver bandwidth 1s 7.2 KHz.
In higher-end cameras, the available recerver bandwidth may
be higher due to the fact that either the resolution or the frame
rate, or both, may be higher. For example, 1n a 1080p record-
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ing at 60 Hz frame rate, the receiver bandwidth may be
1080%60/2=30.24 KHz. In general, the receiver bandwidth
may denoted as W. The operation of an exemplary receiver
and exemplary transmitter are further discussed below. Aside
from dictating the bandwidth available for signaling, the
receiver also imposes other constraints which are discussed
next.

The receiver processing element such as, e.g., the Video
Front End or the Applications Processor, obtains a sequence
of frames from the camera sensor. Each frame 1s as an NxM
matrix of pixel values, where the n-th row and m-th column
pixel value 1s denoted by P_nm.

The first step for the recerver 1s to 1dentily the subset of the
pixel array where the source of the VLC signal 1s visible. This
region may be referred to as the Field of View (FOV) of the
receiver. The FOV 1s characterized by a much larger SNR than
the rest of the 1image. In one embodiment, the receiver 1den-
tifies this region by performing identifying pixels that are
brighter than the others. For example, the receiver sets a
threshold T, such that 11 the pixel intensity 1n luma values 1s
greater than T, the pixel 1s considered to be part of the FOV.
The threshold T 1s, for instance, 50% of the average luma
value of the image.

Once the FOV has been i1dentified, the receiver adds the
energy 1n the pixels that fall in the FOV, one row at a time. For
instance, 11 the FOV 1s the sub-matrix F containing the top 100
rows and 100 columns of the overall {frame, the receiver will
add the pixel luma values of each of the 100 rows to come up
with a 1x100 array of values representing the energy 1n the
rows of the FOV. The signal array 1s denoted by S. An example
of this signal 1s plotted in drawing 1550 of FIG. 11, where the
transmitted signal was 100 Hz and the FOV occupied the
entire 480 rows. As can be seen from the FFT plot 1500 of
FIG. 11, sinusoidal signal detected 1s at 100 Hz identified by
arrow 1502. In some embodiments, the transmitted signal 1s
intentionally 150 Hz or higher, so as not to annoy a human
observer in the vicinity.

The recerver performs the demodulation of the signal S.
The demodulation method depends on the modulation for-
mat, which 1s either a prior1 known to the recerver (through a
prior agreement over an out-oi-band channel) or transmitted
by the transmitter 1n a pre-amble signal. The demodulation
may be, and 1n some embodiments 1s, as simple as detecting
the frequency of the tone and mapping 1t into the correspond-
ing bit-sequence depending on the codeword. The modula-
tion can be, and 1 some embodiments 1s, more complex in
that the information may be transmitted in the phase of a tone
(using a QAM constellation) and multiple tones may be used
in an OFDM scheme.

Within the available bandwidth W, the transmitter may use
any modulation scheme such as OFDM/CDM/TDM on top of
coherently modulated constellations such as QAM. In various
embodiments, a simple OFDM signaling technique 1n the
frequency of the pure tone conveys the information. This
simple transmission technique has benefits 1n terms of Peak-
to- Average-Power-Ration (PAPR) reduction and simplifies
the receiver design. Various important parameters and com-
ponents of an exemplary transmitted signal are further dis-
cussed below.

In some embodiments, the signal 1tself 1s a pure tone. In
some such embodiments, the tone frequency conveys the
information bits. In various embodiments, the tone frequency
1s intentionally larger than 150 Hz. This 1s because the human
eye can detect light flicker at frequencies below this “fusion
threshold”. The highest frequency 1s determined by the avail-
able bandwidth of the recerver, W. Alternatively, the transmiut-
ter, in some embodiments, transmits at frequencies that are
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much higher than W and relies on aliasing at the recerver. For
example, the lowest frequency may be 2W+150 Hz and the
highest frequency may be 3 W.

The frequency increment between different tones 1s deter-
mined by the stability of the transmitter and recerver sampling
clocks and 1s usually close to 1 Hz. This means that, 1n the
case that W=7.2 KHz and a resolution of 1 Hz, each tone can
convey 12 bits of information. Since the location of the FOV
in the overall image 1s unknown to the receiver, the tone
duration, 1n one exemplary embodiment, 1s equal to the dura-
tion of the frame. For example, for a frame rate o1 30 Hz, each
tone will be transmitted for 33 ms. In this way, no matter what
portion of the overall image 1s contained 1n the matrix F, the
tone carrying the information bits will be detectable. The total
amount of information that can be carried 1n this way, for this
particular example, 1s then 360 bits per second which should
be suilicient to convey a MAC address (48 bits) or SSID 1n a
reasonable amount of time.

The recerver needs to know the start and end of the
sequence of symbols (for the pure tones embodiment) 1n
order to decode the overall message. In some embodiments
where the symbols are pure tones and occupy the duration of
one frame, synchromization 1s performed by the transmitter
shutting off transmission for the duration of one frame. The
receiver knows that the start of the codeword (sequence of
symbols) begins after the silent period. The added benefit of
shutting off the transmitter for the duration of one frame 1s
that the receiver can use that time to estimate the DC-offset
(background light intensity) over the region occupied by the
FOV.

In some embodiments, the camera of the receiver may not
operate at a fixed frame rate. The sampling rate may driit n
the case that auto-exposure 1s enabled. Clearly an accurate
estimation of the frame rate 1s crucial 1n correctly detecting
the tone symbols. Because of this, in some embodiments, the
transmitter may need to transmit a pilot signal of known
frequency occasionally. In one exemplary embodiment, the
transmitter transmits a pilot signal at a frequency of 150 Hz
during the frame immediately following the silent period that
1s used for synchronization. The receiver detects the pilot
signal and estimates the sampling rate. For example, 1f the
pilot tone 1s detected at 165 Hz instead of 150 Hz, the receiver
shifts the sampling rate from 30 Hz to 27 Hz (10% change).
Another way around this problem 1s 11 the receiver hardware
accurately reports the frame rate 1n which case the transmuitter
need not use a pilot. In some embodiments, the receiver
reports the frame rate. Yet another way 1s by disabling auto-
exposure. Most commercial phones do not have ability to
disable this feature through software, however, and would
require low-level access to camera drivers. In some embodi-
ments, the camera driver of a commercial phone 1s modified
to include the capability to disable auto-exposure.

In various embodiments a device, e.g., device including a
camera, e.g., device 102 or device 104 1n system 100 of FIG.
1, and/or device 300 of FIG. 3, and/or a device including a
camera of any of the FIGS. 1-11 includes a module corre-
sponding to each of the individual steps and/or operations
described with regard to any of the FIGS. 1-11 1n the present
application and/or described in the detailed description of the
present application. In some embodiments, the modules are
implemented in hardware, ¢.g., 1n the form of circuits. Thus,
in at least some embodiments the modules may, and some-
times are implemented in hardware. In other embodiments,
the modules may, and sometimes are, implemented as soft-
ware modules including processor executable instructions
which when executed by the processor of the device, e.g.,
device including a camera, cause the device to implement the
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corresponding step or operation. In still other embodiments,
some or all of the modules are implemented as a combination
of hardware and software.

The techniques of various embodiments may be 1mple-

mented using soitware, hardware and/or a combination of 5

software and hardware. Various embodiments are directed to
apparatus, e.g., devices including camera such as smart-
phones including cameras, VLC access points, €.g., an LED
VLC access point, base stations supporting wireless radio
communications, network nodes, other mobile nodes such as
mobile terminals supporting cellular and/or peer to peer com-
munications, access points such as base stations including,
¢.g., femto base stations and macro base stations, cellular
base stations, non-cellular base stations, PLC gateway
devices, and/or communications systems. Various embodi-
ments are also directed to methods, e.g., method of control-
ling and/or operating devices including cameras such as
smartphones including cameras, network nodes, VLC access
points, PLC gateway devices, mobile nodes, access points
such as base stations including macro base stations and femto
base stations and/or communications systems, €.g., hosts.
Various embodiments are also directed to machine, e.g., com-
puter, readable medium, e.g., ROM, RAM, CDs, hard discs,
etc., which include machine readable instructions for control-
ling a machine to implement one or more steps of a method.
The computer readable medium 1s, e.g., non-transitory coms-
puter readable medium.

It 1s understood that the specific order or hierarchy of steps
in the processes disclosed 1s an example of exemplary
approaches. Based upon design preferences, 1t 1s understood
that the specific order or hierarchy of steps in the processes
may be rearranged while remaining within the scope of the
present disclosure. The accompanying method claims present
clements of the various steps 1n a sample order, and are not
meant to be limited to the specific order or hierarchy pre-
sented.

In various embodiments nodes described herein are imple-
mented using one or more modules to perform the steps
corresponding to one or more methods, for example, signal
processing, signal generation and/or transmission steps.
Thus, 1n some embodiments various features are imple-
mented using modules. Such modules may be implemented
using soitware, hardware or a combination of software and
hardware. Many of the above described methods or method
steps can be implemented using machine executable instruc-
tions, such as software, included 1n a machine readable
medium such as a memory device, e.g., RAM, tloppy disk,
etc. to control a machine, e.g., general purpose computer with
or without additional hardware, to implement all or portions
of the above described methods, e.g., in one or more nodes.
Accordingly, among other things, various embodiments are
directed to amachine-readable medium, e.g., anon-transitory
computer readable medium, including machine executable
instructions for causing a machine, e.g., processor and asso-
ciated hardware, to perform one or more of the steps of the
above-described method(s). Some embodiments are directed
to a device, e.g., a device including a camera such as a smart-
phone including a camera, including a processor configured
to implement one, multiple or all of the steps of one or more
methods of the invention.

In some embodiments, the processor or processors, €.g.,
CPUs, of one or more devices, e.g., smartphones including
cameras, VLC access points, gateway devices, network
nodes, access nodes such as base stations including macro
base stations and femto base stations and/or wireless termi-
nals, are configured to perform the steps of the methods
described as being performed by the communications nodes.
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The configuration of the processor may be achieved by using
one or more modules, e.g., software modules, to control pro-
cessor configuration and/or by including hardware in the
processor, €.g., hardware modules, to perform the recited
steps and/or control processor configuration. Accordingly,
some but not all embodiments are directed to a device, e.g., a
communications node such as device including a camera,
¢.g., a smartphone including a camera, with a processor
which includes amodule corresponding to each of the steps of
the various described methods performed by the device n
which the processor 1s included. In some but not all embodi-
ments a device, e.g., a communications node such as a device
including a camera, includes a module corresponding to each
of the steps of the various described methods performed by
the device 1n which the processor 1s included. The modules
may be implemented using software and/or hardware.

Some embodiments are directed to a computer program
product comprising a computer-recadable medium, e.g., a
non-transitory computer-readable medium, comprising code
for causing a computer, or multiple computers, to implement
various functions, steps, acts and/or operations, €.g. one or
more steps described above. Depending on the embodiment,
the computer program product can, and sometimes does,
include different code for each step to be performed. Thus, the
computer program product may, and sometimes does, include
code for each individual step of a method, e.g., a method of
controlling a communications device or node. The code may
be 1n the form of machine, e.g., computer, executable instruc-
tions stored on a computer-readable medium, e.g., a non-
transitory computer-readable medium, such as a RAM (Ran-
dom Access Memory), ROM (Read Only Memory) or other
type of storage device. In addition to being directed to a
computer program product, some embodiments are directed
to a processor configured to implement one or more of the
various functions, steps, acts and/or operations of one or more
methods described above. Accordingly, some embodiments
are directed to a processor, e¢.g., CPU, configured to imple-
ment some or all of the steps of the methods described herein.
The processor may be for use in, €.g., a communications
device or other device described i the present application.

Various embodiments are well suited for communications
systems supporting both wireless radio communications and
VLC signaling. While described 1n the context of an OFDM
system, at least some of the methods and apparatus of various
embodiments are applicable to a wide range ol communica-
tions systems including many non-OFDM and/or non-cellu-
lar systems.

Numerous additional variations on the methods and appa-
ratus of the various embodiments described above will be
apparent to those skilled in the art in view of the above
description. Such variations are to be considered within the
scope. The methods and apparatus may be, and 1n various
embodiments are, used with Code Division Multiple Access
(CDMA), OFDM, and/or various other types of communica-
tions techniques which may be used to provide wireless com-
munications links between communications devices. In some
embodiments one or more communications devices are
implemented as access points such as VLC access points,
wireless radio cellular macro base stations, wireless radio
femto base stations, and/or wireless radio non-cellular base
stations, which establish communications links with mobile
nodes using VLC signaling, OFDM and/or CDMA and/or
may provide connectivity to the internet or another network
via a wired or wireless communications link. In various
embodiments the mobile nodes are implemented as smart-
phones including camera, notebook computers including
cameras, personal data assistants (PDAs) including cameras,
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or other portable devices including a camera and including
receiver/transmitter circuits and logic and/or routines, for
implementing the methods.

What 1s claimed 1s:

1. A method of using a device including a camerato recerve
and recover information from a visible light communication
(VLC) signal, the method comprising:

summing pixel values 1n each row of pixel values corre-

sponding to a first region of an 1mage sensor to generate
a first array of pixel value sums, at least some of said
pixel value sums representing energy recovered from
different portions of said VLC light signal, said different
portions being output at different times and with differ-
ent intensities; and

performing a first demodulation operation on the first array

of pixel value sums to recover information communi-
cated by the VLC signal.

2. The method of claim 1, wherein said recovered informa-
tion includes a first symbol value, different information being
recovered from said VLC signal over a period of time.

3. The method of claim 1, wherein said array of pixel value
sums represents an array of temporally sequential light signal
energy measurements made over a period of time.

4. The method of claim 2, wherein the portion of the VLLC
signal corresponding to a first symbol from which said first
symbol value 1s produced has a duration equal to or less than
the duration of a frame captured by said image sensor.

5. The method of claim 1, wherein said 1image sensor 1s part
of a camera that supports an auto exposure lock which when
enabled disables automatic exposure, the method further
comprising;

activating said auto exposure lock; and

capturing said pixels values using a fixed exposure time

setting.

6. The method of claim 1, wherein the transmitted VL.C
signal includes pure tones or square waves corresponding to
tone frequencies equal to or greater than 150 Hz, and the
lowest frequency component of said VLC signal 1s 150 Hz or
larger.

7. The method of claim 1, further comprising detecting a
beginning of a codeword including a predetermined number
of symbols, said detecting including:

detecting a predetermined VLC sync signal having a dura-

tion equal to or less than the duration of a frame; and
interpreting said VLC sync signal as an 1dentifier of the
beginning of the codeword.

8. A device including a camera which recerves and recovers
information from a visible light communication (VLC) sig-
nal, the device comprising:

means for summing pixel values in each row ol pixel values

corresponding to a first region of an 1mage sensor to
generate a first array of pixel value sums, at least some of
said pixel value sums representing energy recovered
from different portions of said VLC light signal, said
different portions being output at different times and
with different intensities; and

means for performing a first demodulation operation on the

first array of pixel value sums to recover information
communicated by the VLC signal.

9. The device of claim 8, wherein said recovered 1nforma-
tion includes a first symbol value, different information being,
recovered from said VLC signal over a period of time.

10. The device of claim 9, wherein the portion of the VLC
signal corresponding to a first symbol from which said first
symbol value 1s produced has a duration equal to or less than
the duration of a frame captured by said image sensor.

10

15

20

25

30

35

40

45

50

55

60

65

22

11. The device of claim 8, wherein said array of pixel value
sums represents an array of temporally sequential light signal
energy measurements made over a period of time.

12. The device of claim 8, wherein said image sensor 1s part
ol a camera that supports an auto exposure lock which when
enabled disables automatic exposure, the device further com-
prising:

means for activating said auto exposure lock; and

means for capturing said pixels values using a fixed expo-

sure time setting.

13. The device of claim 8, wherein the transmitted VLC
signal includes pure tones or square waves corresponding to
tone frequencies equal to or greater than 150 Hz, and the
lowest frequency component of said VLC signal 1s 150 Hz or
larger.

14. The device of claim 8, further comprising means for
detecting a beginning of a codeword including a predeter-
mined number of symbols, said means for detecting 1nclud-
ng:

means for detecting a predetermined VLC sync signal hav-

ing a duration equal to or less than the duration of a
frame; and

means for interpreting said VLC sync signal as an identifier

of the beginning of the codeword.

15. A computer program product for use 1n a device includ-
ing a camera which receives and recovers information from
visible light communication (VLC) signal, the computer pro-
gram product comprising;

a non-transitory computer readable medium comprising;:

code for causing at least one computer to sum pixel
values 1n each row of pixel values corresponding to a
first region of an 1mage sensor to generate a first array
of pixel value sums, at least some of said pixel value
sums representing energy recovered from different
portions of said VLC light signal, said different por-
tions being output at different times and with different
intensities; and

code for causing said at least one computer to perform a
first demodulation operation on the first array of pixel
value sums to recover information communicated by

the VLC signal.

16. A device including a camera which receives and recov-
ers information from a visible light communication (VLC)
signal comprising:

an 1mage sensor;

at least one processor coupled to said 1image sensor, said

processor being configured to:

sum pixel values 1n each row ol pixel values correspond-
ing to a first region of said 1mage sensor to generate a
first array of pixel value sums, at least some of said
pixel value sums representing energy recovered from
different portions of said VLC light signal, said dii-
ferent portions being output at different times and
with different intensities; and

perform a first demodulation operation on the first array
ol pixel value sums to recover information communi-
cated by the VLC signal; and

memory coupled to said at least one processor.

17. The device of claim 16, wherein said recovered infor-
mation includes a first symbol value, different information
being recovered from said VLC signal over a period of time.

18. The device of claim 17, wherein the portion of the VLLC
signal corresponding to a first symbol from which said first
symbol value 1s produced has a duration equal to or less than
the duration of a frame captured by said 1mage sensor.
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19. The device of claim 16, wherein said array of pixel
value sums represents an array of temporally sequential light
signal energy measurements made over a period of time.

20. The device of claim 16, wherein said 1mage sensor 1s
part of the camera, and wherein the camera supports an auto 3
exposure lock which when enabled disables automatic expo-
sure, and wherein said at least one processor 1s further con-
figured to:

activating said auto exposure lock; and

capturing said pixels values using a fixed exposure time 10

setting.
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