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1

APPARATUS AND TECHNIQUES FOR IMAGE
PROCESSING

TECHNICAL FIELD

Embodiments described herein generally related to elec-
tronic imaging and in particular to white balancing for image
processing.

BACKGROUND

In the present day sensors that are used to capture digital
images typically contain an array of pixels that each records
light intensity or luminance. Such sensors may employ
charge coupled devices (CCD) or other semiconductor
devices as the detector part of a sensor element or cell. In
order to record color images 1n a digital format a twodimen-
sional color filter 1s typically applied to filter light before the
light impinges on sensor pixels. The color filter includes an
array ol sub-filters that are each designed to transmit light of
only a given wavelength (range) to a given cell or sub-pixel.
As an example, 1n some filters, the array of sub-filters may be
composed of red, green, and blue sub-filters. Thus, any given
detector of the sensor covered by such a filter may recerve red,
green, or blue light, rendering each detector of the sensor as a
respective red, green, or blue sub-pixel. Each sub-pixel
thereby records photons of the respective red, green or blue
light wavelength range and transforms the photons into a
charge that 1s proportional to the amount of light.

In some cameras cyan, magenta, and yellow (CMY') sub-
filters are used rather than red, green, blue (RGB) filters
because the former transmit more light. Other filters may
employ four different color sub-filters. Regardless of the
color filter scheme, a common factor 1n all color filter array
sensors or cameras 1s that each cell in the camera sensor
captures light of one color and converts the received light into
a gray level intensity or grayscale value for that color.

Typically, the captured gray-levels are transformed to a
new set of gray levels that can be presented either on a screen
or via some media format. This process 1s commonly known
as a camera image/signal processing (ISP). The image usually
1s 1nitially captured as a one-channel image such that the
desired color of a three-channel image 1s subsampled (mosa-
icked) along the 1imaging sensor matrix upon capture.

In order to output a full-color image for a mosaicked
image, an 1interpolation process called demosaicking 1is
employed. However, before demosaicking, a “white balanc-
ing”” process 1s commonly performed to the captured image.
White balancing refers to a procedure that adjusts intensity
values for different color channels 1n white (gray) regions of
an 1mage such that the adjusted values for different colors,
such as red, green and blue, are as i1dentical to one another
other as possible. Thus if a gray patch 1s captured with uni-
form lighting, all of the sub-pixels or cells (whether red,
green, or blue) should report nearly the same mtensity level.
In general, known methods that correct white-imbalance
involve the computation of global (full image) gains for the
red, the green and the blue cells. Provided that the pedestal
(black level) has been removed from the image, these gains, 1f
chosen properly, may correct the white-imbalance 1n the
image.

However, image processing based upon the commonly
employed approaches used in the present day equally treat all
the pixels of the recorded image, even though 1n typical
images many or most the pixels may not represent gray
regions. Accordingly, white balancing based upon known
procedures may be 1naccurate.
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2

Accordingly, there may be a need for improved techniques
and apparatus to solve these and other problems.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 depicts an embodiment of a system.

FIG. 2A depicts an exemplary sensor.

FIG. 2B depicts an exemplary detector level of the sensor
of FIG. 2A.

FIG. 3 depicts operation of an exemplary white balance
module.

FIG. 4 depicts 1in graphical form an exemplary function;

FIG. 5 depicts more details of operation of an exemplary
white balance module.

FIG. 6 depicts another exemplary function,

FIG. 7 depicts a further exemplary function.

FIG. 8 depicts yet another exemplary function.

FIG. 9 depicts an exemplary first logic flow.

FIG. 10 shows an exemplary second logic flow.

FIG. 11 1llustrates an exemplary system architecture.

DETAILED DESCRIPTION

Embodiments are related to processing of digitally
recorded color 1images. In various embodiments, techniques
are provided to efficiently and accurately determine white
balance gains to be applied to color pixel cells of a color
sensor system, such as an RGB sensor. Various embodiments
overcome 1naccuracies based upon current white balancing
approaches.

Various embodiments harness the strengths of currently
employed gray world and gray-patch approaches and com-
bine aspects of those approaches in a novel and powertul
manner that takes advantages of the best of both approaches.

Several methodologies are currently in practice for deter-
mining white balance gains for mosaicked images. One com-
mon approach 1s known as the gray world assumption. This
methodology “assumes”™ that most of the world 1s gray and to
this end, sums up the red, green, and blue pixel values over the
entire recorded image, and equates the different colors. In one
example, 1if SR=Sum(Red), SG=Sum(Green) and SB=Sum
(Blue), and the green gain, GG, 1s defined as 1.0, then the Red
(Gain, RG=SG/SR and the Blue Gain, BG=SG/SB.

Another approach, known as the gray edge Assumption,
assumes that most 1image edges are “gray” and therelore
equates the gradients of the red, green and blue pixels in a
similar manner as 1n the gray world Assumption. A further set
of approaches, termed gray (white) patch, mvolves algo-
rithms that attempt to locate gray patches 1n an image using
various strategies. Once these patches are found, the white
balance gains can be automatically calculated.

However, since all the pixel values are equally weighted 1n
the gray world approach, calculation of the appropriate gains
to be applied to difierent pixels may be inaccurate.

The present embodiments instead provide approaches that
determine a proportional contribution to gray-like pixels of an
image from each color channel as detailed below. Depicted by
the respective R, G, B grayness likelthood functions 506 A,
5068, and 506C, the final values once an enftire 1image 1is
processed 1ndicate the proportional contribution to grey-like
pixels of the image from a respective R, GG, B color channel.

Moreover, 1 various embodiments white balancing 1s
based upon data collected over an entire 1mage so that calcu-
lation of appropriate gains 1s more global than the known
approaches that employ analysis of local white patches. This
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has the advantage of avoiding the necessity ol automatic
determination of white patches which involves non-trivial
calculations.

Various embodiments may comprise one or more ele-
ments. An element may comprise any structure arranged to
perform certain operations. Some elements may be 1mple-
mented as hardware, software, or any combination thereof, as
desired for a given set of design parameters or performance
constraints. Although an embodiment may be described with
a limited number of elements 1n a certain topology by way of
example, the embodiment may include more or less elements
in alternate topologies as desired for a given implementation.
It 1s worthy to note that any reference to “one embodiment™ or
“an embodiment” means that a particular feature, structure, or
characteristic described 1n connection with the embodiment
1s included 1n at least one embodiment. The appearances of
the phrase “in one embodiment™ in various places in the
specification are not necessarily all referring to the same
embodiment.

FIG. 1 depicts an embodiment of a system 100 consistent
with the present embodiments. The system 100 includes a
processor circuit (termed “CPU” hereimn) 102, an 1image sen-
sor 104, a white balance module 106, memory 108, and
display device 110. The CPU 102 and image sensor 104 may
form part of a platform that includes other components, such
as display engine, memory, memory controllers, and other
components as will be apparent to those of skill 1n the art. In
some embodiments, the system 100 may be embodied 1n a
digital camera, video camera, smartphone, cellular telephone,
laptop computer, tablet computing device, desktop computer,
clectronic game device, a home appliance, or other electronic
device. The embodiments are not limited in this context.

In particular, in various embodiments the CPU 102 and/or
white balance module 106 1n particular may comprise various
hardware elements, software elements, or a combination of
both. Examples of hardware elements may include devices,
components, processors, microprocessors, circuits, circuit
clements (e.g., transistors, resistors, capacitors, inductors,
and so forth), integrated circuits, application specific inte-
grated circuits (ASIC), programmable logic devices (PLD),
digital signal processors (DSP), field programmable gate
array (FPGA), memory units, logic gates, registers, semicon-
ductor device, chips, microchips, chip sets, and so forth.
Examples of software elements may include software com-
ponents, programs, applications, computer programs, appli-
cation programs, system programs, machine programs, oper-
ating system software, middleware, firmware, soltware
modules, routines, subroutines, functions, methods, proce-
dures, software interfaces, application program interfaces
(API), instruction sets, computing code, computer code, code
segments, computer code segments, words, values, symbols,
or any combination thereof. Determining whether an embodi-
ment 1s implemented using hardware elements and/or soft-
ware elements may vary 1n accordance with any number of
factors, such as desired computational rate, power levels, heat
tolerances, processing cycle budget, input data rates, output
data rates, memory resources, data bus speeds and other
design or performance constraints, as desired for a given
implementation.

Examples of a display device 110 include a liquid crystal
display (LCD), light emitting diode display (LED), touch
sensitive display, plasma display, cathode ray tube, and other
display types. In various embodiments, the system 100 may
include various input devices (not shown) including, but not
limited to, keyboards, keypads, mouse, joystick, touchscreen,
or other input devices.

In operation, and as detailed below, the white balance mod-
ule 106 may execute on a processor in the system 100 such as
the CPU 102, to generate white balance gains for images
recorded by the image sensor 104. Unless otherwise noted,
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the terms “image sensor’” and ““sensor’” are used herein gen-
crally to refer to the same entity, namely a device that detects
and/or records electromagnetic radiation that can be used to
generate an 1mage. More particularly, the sensors of the
present embodiments are color sensors that are arranged 1n an
array of pixels which employ three of more different color
cells or sub-pixels. After generation of white balance gains, a
white balanced image may be processed through an ISP chain
according to known techniques for storage or presentation on
a dagital display, for example.

FIG. 2A depicts details of a sensor 200 according to various
embodiments. The sensor 200 1ncludes a color filter 202 and
detector 204. The color filter 202 1s arranged to cover the
detector 204 1n a manner that intercepts light incident on the
sensor 200 before the light strikes the detector 204. Visible
wavelength light 1s filtered by the color filter 202 as described
below.

As further illustrated 1in FIG. 2A, the color filter 202 of
sensor 200 includes a two dimensional pattern or sub-filters
208,210, 212, each or which represents a different color filter.
Each sub-filter, together with an underlying detector element
214 may represent a sub-pixel or cell. In one implementation,
the color filter 202 1s a Bayer filter in which the sub-filters 208
are red filters, the sub-filters 210 are green filters, and the
sub-filters 212 are blue filters. FIG. 2A also illustrates a pixel
clement 206 which represents a 2x2 array of sub-pixels
within the sensor 200. In particular embodiments, the pixel
clement 206 includes a Bayer filter portion or component
206 A that includes two green sub-filters, sub-filters 210, one
red sub-filter 208, and one blue sub-filter 212. The pixel
clement 206 also includes a 2x2 array 206B of detector ele-
ments 214 that underlays the Bayer filter component 206 A.
Consistent with various embodiments, the sub-pixels 1n a
pixel element may include an RGGB, BGGR, GRBG, or
GBRG arrangement.

For clarity, F1G. 2B illustrates only the detector 204, which
1s arranged as a series of arrays 2068, each of which contains
four detector elements 214. As shown in FIG. 2A, the Bayer
filter component 206A repeats itself 1 a regular array
throughout the filter 202. Thus, although the detector ele-
ments 214 may be substantially similar or identical to one
another, neighboring detector elements 214 form a part of
different subpixels according to the respective sub-filter (208,
210, 212) that overlies a given detector element 214.

Consistent with the present embodiments, gray level val-
ues are detected and recorded at the level of a pixel element,
which includes three or more sub-pixels representing there or
more different colors. As used herein, the terms “gray level,”
and “gray level values” are used interchangeably to refer to
the discrete integral values associated with the detected light
intensity ol a sensor element. The terms may be used 1n
conjunction with components such as sensors, sub-pixels, or
pixels, as well as distributions, such as functions described
herein below. In the embodiments generally depicted in the
FIGs. the pixel element may be that of a Bayer filter sensor as
described above, but other embodiments may employ other
known color filters as will be appreciated by those of skill in
the art. In the case of Bayer {ilters, each pixel element may
output 1n a set of color-specific memory elements (channels),
which includes a gray level (value) for a red sub-pixel, a gray
level for a blue sub-pixel and a gray level for two green
sub-pixels having the geometrical arrangement shown 1in
FIG. 2A. The gray level output for the two different green
sub-pixels may be averaged in some implementations.

Once an 1mage 1s recorded, the red, green, and blue gray
level intensities (denoted respectively as R, G, B herein)
detected by an array of sensor pixel elements 206 may be
processed by the white balance module 106 to determine the
appropriate white balance gains to be applied to the raw

image recorded by each pixel element 206. In particular, as
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detailed below, the white balance module 106 converts the
gray level intensities R, G, B, mto respective normalized
intensities nR, nG, nB, for each pixel element. These normal-
1zed 1intensities are used to generate a set of “grayness likel-
hood” functions for the different color channels used to
record the image at hand. When all the pixel elements of an
image are processed the final grayness likelihood functions
are used to set white balance gains for two or more color
channels of the detected image.

FIG. 3 depicts general features of operation of the white
balance module 106 consistent with the present embodi-
ments. A raw 1image 302 1s detected by the sensor 200, which
1s arranged as discussed above. For clarity, in FIG. 3, a sepa-
rate Bayer {ilter 1s not explicitly shown. Each pixel element
206 of sensor 200 records a set of grey level intensities or
values R, G, B. In particular R 1s detected by sub-pixel 222,
two sub-pixels 220 are used to detect G, and sub-pixel 224
detects B. These gray level intensities are recorded for the
different pixel elements 206 of sensor 200, which generates a
Bayer image that represents a mosaicked image of respective
R, G, B, gray level intensities for each pixel element 206 used
to record the raw 1image 302. The mosaicked image 1s received
by the white balance module 106 as a mosaicked image 304,
tor further processing.

As further illustrated 1n FI1G. 3, the white balance module
106 recerves a grayness indicator function 306, which may be
stored 1in the memory 108. The grayness indicator function
306, discussed in detail below with respect to FIG. 4, 1s
employed by the white balance module 106 1n order to deter-
mine a degree of grayness corresponding to R, G, B values
recorded for a given pixel element 206 being processed. As
the data recorded by pixel elements 206 are processed the
degree of grayness for each pixel element 206 i1s used to
incrementally build a set of grayness likelihood functions for
cach color channel (1n this case, R, G, B) of the sensor 200.

After processing the pixel elements 206 of sensor 200, the
final grayness likelihood functions are employed by the white
balance module 106 to generate the white balance gains 308.
These white balance gains may then be used to adjust relative
intensity of color channels corresponding to the pixel ele-
ments 206 used to record portions of the raw 1mage 302,
including portions of the raw 1mage that are deemed to be
white (gray). In this manner individual red, green, and blue
values are equal to one another or more closely match one
another 1n grey regions of an 1mage. This procedure has the
elfect of using a weighted average approach to white balanc-
ing such that the contribution of each pixel element 206 is
based upon the closeness of the pixel element 206 to being
gray, where an 1deal gray condition exists when the different
color channels have equal gray level intensities.

In particular embodiments, 1n order to determine the like-

lihood of a pixel to be gray, the R, G, B values may be
converted normalized-R, G, B values (nR, nG, nB), wherein

R (1)

i = .
R+G+ 8B

& 2

6= (2)
R+G+ B

B (3)
B = .
Y RYG+B

Consistent with the present embodiments, a function 1s
generated to determine the amount of grayness of a pixel
clement based upon the nR, nG, nB for that pixel element. In
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6

particular, this grayness indicator function (IFUNC) 1s used
to specity the degree or amount of grayness as a function of
the exact combination of nR, nG, nB of the pixel element
being analyzed. This grayness indicator function (IFUNC) 1s
proportional to a probability distribution, which may be
expressed as Pr(Grayl(R,G,B)). In the discussion to follow,
the latter function may be used interchangeably with the term
IFUNC, to represent the grayness indicator function.

As evident from the equations (1) to (3) above, 1t 1s to be
noted that for any given pixel element only two of three
equations are independent. In other words, by definition, the
sum of nR+nG+nB 1s equal a fixed value of 1. Thus, 1f any two
of the three normalized values nR, nG, nB are specified, the
third normalized value 1s also determined, that 1s, the third
normalized value 1s specified inherently as being the ditfer-
ence between the value 1 and the sum of the other two nor-
malized values. Accordingly, the grayness indicator function
IFUNC may be conveniently plotted as a function of two
independent normalized values.

Consistent with various embodiments a grayness indicator
function 1s generated 1n which the grayness indicator function
reaches a maximum when all nR, nG, nB are all equal and
reaches a mimimum when one of the normalized gray level
intensities equals one. Thus, a maximum in the grayness
indicator function indicates a perfect grayness for a given
pixel, while a mimimum 1n the grayness indicator function
indicates a pure single color 1n that pixel. FIG. 4 depicts one
exemplary grayness indicator function 306, which is plotted
as a function of nR and nG. In particular, FIG. 4 represents a
three dimensional graph having a set of mutually orthogonal
axes 1n which axis 402 corresponds to the value of nR, axis
404 corresponds to the value of nG and axis 406 corresponds
to the value of IFUNC. As evident, in this embodiment
IFUNC may vary between O and 1. In order to incorporate the
amount of grayness for a given pixel element in a continuous
and stable manner, the grayness indicator function IFUNC
may be constructed 1n the following manner. At a point in the
nR-nG plane 408 corresponding to where the coordinates of
nR, nG equal (13, 143), the value of the grayness indicator
function IFUNC 1s set to equal 1. Notably, at this point 1n
parameter space, the value of nB 1s also 14 1n accordance with
the boundary conditions established by the equations (1) to
(3) above. Accordingly, the point (13, 13) 1n the nR-nG plane
408 specifies a condition in which all the normalized grayness
levels nR, nG, nB of a given pixel element (see, e.g., pixel
clement 206 of FIG. 3) are equal. Under this condition the
portion of an 1image recorded by the pixel element may be
deemed to be 1ideally gray, which corresponds to a value of 1,
representing the highest value of the grayness indicator func-
tion IFUNC.

It 1s to be noted that the point (13, 13) 1n the nR-nG plane
may be generated from different pixel elements in a sensor
where the different pixel elements exhibit different gray level
intensities for a recorded 1mage. For example, using an 8-bit
gray level scheme, the gray level intensity values for R, G, and
B 1n a first pixel element 206 may be ““124,”*“124,” and “124,”
respectively. It can be easily seen from equations (1)-(3) and
from FI1G. 4 that these gray level intensity values yield a value
of 1 for the of the grayness indicator function IFUNC 306. In
a second pixel element 206, the gray level intensity values for
R, G, and B may be “193,” “193.” and “193,” respectively.
Similarly, these gray level intensity values yield a value of 1
for the of the grayness indicator function IFUNC 306. Thus,
the overall detected luminance may vary among different
pixel elements that are determined to be 1deally gray accord-
ing to the grayness indicator function IFUNC 306.
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As further shown in FIG. 4, the value of the grayness
indicator function IFUNC 306 decreases from 1 at nR, nG=
(13, 13) for any other point of the nR-nG plane. AtnR, nG=(0,
0),nR,nG=(1, 0), andnR, nG=(0, 1), the value of the grayness
indicator function IFUNC 306 1s zero. These points corre-
spond respectively to a pixel element in which the gray level
intensity R and gray level intensity G are zero, the gray level
intensity R 1s zero and gray level intensity B 1s zero, and the
gray level intensity R 1s zero and B 1s zero. Each of these latter
three points thus represents the case where only a single color
cell of a pixel element detects a recordable signal. Accord-
ingly, the grayness indicator function IFUNC 306 vields a
value of 0 indicating that such a pixel element 1s the opposite
ol gray, since only a single color 1s detected.

In the example of FIG. 4 the grayness indicator function
IFUNC 306 decreases from a value of 1 1n a symmetrical
manner about the point nR, nG=(%4, 1/3) shown as peak 410 in
FIG. 4. However, 1n other embodiments, the grayness 1indica-
tor Tunction IFUNC 306 need not decrease 1n a symmetrical
tashion so long as the grayness indicator function IFUNC 306
1s strictly decreasing about nR, nG=(14, 13) and vanishes at
nR, nG=(0, 0); nR, nG=(1, 0), and nR, nG=(0, 1).

In various embodiments, a grayness indicator function,
such as the grayness indicator function IFUNC 306, may be
prestored 1n a memory for use by a white balance module
during 1image processing of a mosaicked image. For example,
the grayness indicator function IFUNC 306 may be stored in
a table or other data structure at discrete values of nR, nG. In
some cases, the values for grayness indicator function IFUNC
306 may be discretized using a chosen bit resolution of the
unit value.

In accordance with various embodiments, as detailed with
respect to FIGS. 6A to 6C below, the white balance module
106 may employ the grayness indicator function IFUNC 306
to build so called grayness likelihood functions for the differ-
ent colors of a mosaicked 1mage, which are 1n turn used to
determine appropriate white balance gains to be applied to the
mosaicked image. In particular, FIG. 5 depicts the general
flow for building a series of R, G, B grayness likelihood
tfunctions 506. The R, G, B grayness likelihood functions 506
project the grayness indicator function IFUNC 306 1nto each
individual color component red, green, blue recorded by pixel
clements of a sensor. In various embodiments as generally
shown 1 FIG. 5, the R, G, B grayness likelihood functions
506 are incrementally built by the white balance module 106
as each pixel element 1s evaluated.

In various embodiments, the R, G, B grayness likelithood
functions 506 may be represented by Pr (GraylR), Pr
(Grayl|(G), and Pr (Gray|B), respectively. These functions may
constitute discrete functions that each have a predefined
domain, such as [0, 255] for an eight-bit scheme. The range of
the R, G, B grayness likelithood functions 506 may be a subset
of the set of non-negative real numbers.

FIGS. 6,7, and 8 depict exemplary red grayness likelihood
function 506 A, green grayness likelihood function 506B, and
blue grayness likelithood function 506C, respectively. The
grayness likelithood functions 506 A, 5068, 506C, which are
shown 1n histogram form, may represent the situation after a
number of pixel elements 206 have been processed, as sug-
gested by FIG. 5. The grayness likelihood functions 506 A,
5068, 506C may be thought of as marginal conditional prob-
ability densities that express, for each color channel, the
grayness “‘contribution” to gray-like pixels of an image as a
function of gray level.

Turning in particular to FIG. 6, the red grayness likelithood
function 506 A may define a series of gray level values repre-
sented by different points along the axis 602. As noted, 1n
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some embodiments a total of 256 different levels or values
may be spanned by the red grayness likelihood function
506A. Accordingly, the histograms of FIGS. 6-8 are shown
for the purposes of general 1llustration and are not meant to
denote any specific number of gray levels that participate 1n a
given grayness likelihood function. In general, each of these
gray levels of the grayness likelihood function S06A may
correspond to a different red (pixel) gray level value R, which
in some embodiments may correspond to an 8-bit grayscale.
The green grayness likelihood function 506B, and blue gray-
ness likelihood function 506C may be arranged to span the
same range ol grayscale values.

In detail, each of the grayness likelithood functions S06A,
506B, 506C may be built as follows. When processing an
image, for each pixel element 206, the white balance module
106 may receive a triplet of red, green, and blue gray level
values R, G, B, which are detected by a respective sub-pixel of
the given pixel element 206. Subsequently, the white balance
module 106 may convert the R, G, B triplet of the given pixel
into atriplet ofnormalized RGB values nR, nG, and nB for the
pixel element, as described above. The white balance module
106 may then evaluate a grayness indicator function such as
IFUNC 306 for the determined normalized R, G, B triplet.

Following the example of FIG. 4, the grayness indicator
function IFUNC, or Pr (Grayl(R, G, B)), may be may be
evaluated as a function of nR, nG determined for each pixel
clement 206 of a sensor. The white balance module 106 then
generates a pixel grayness factor 504 for a current pixel ele-
ment, which represents the value of Pr (Grayl(R, G, B)) given
the calculated values of nR, nG (nB 1s determined according
to Egs (1)-(3) once the other pair 1s determined) of the current
pixel element. In FIG. 4, there 1s shown an example of deter-
mination of a grayness factor that 1s indicated by the point
414. This point represents the surface of the grayness indica-
tor function IFUNC 306 for (nR, nG)=(0.3, 0.25). Inthis case,
the value of the pixel grayness factor i1s represented by the
projection 414 of point 412 onto the axis 406. For the par-
ticular example shown, the pixel grayness factor equals 0.6.

Once the pixel grayness factor 1s calculated for a pixel
clement, the value of the pixel grayness factor 1s added to the
R, G, B grayness likelthood functions, Pr (GraylR), Pr
(Grayl|G), and Pr (Gray|B). As illustrated 1n the example of
FIG. 5, the pixel grayness factor 504 1s output to update the R,
G, B grayness likelithood functions 506. For any given pixel
clement, the calculated pixel grayness factor 504 1s added to
a specilic R, G, B grayness likelihood function at the respec-
tive detected R, G, B values of the pixel element. Following
the example ol FIG. 4, for (nR, nG)=(0.3, 0.25), (and
nB=0.45), the pixel grayness factor of 0.6 may be added to
bins or columns 1n a histogram that correspond to the detected
gray level intensity for the color pixel from which nR, nG are
determined. In the example of FIG. 6 these gray levels corre-
spond to the features (levels) 604, 606, 608 1n respective R, G,
B grayness likelihood functions, S06A, 506B, and 506C, to
which the value of pixel grayness factor of 0.6 1s added.

As further depicted by the respective R, G, B grayness
likelihood functions 506 A, 506B, and 506C, the final values
once an entire 1mage 1s processed indicate the proportional
contribution to grey-like pixels of the image from a respective
R, G, B color channel. In other words, the R, G, B grayness
likelihood functions 506A, 506B, and 506C indicate how
much each gray level for red, green and blue sub-pixels par-
ticipated 1n the gray-like pixels in the image. Thus, for
example, 1n the grayness likelihood function 506A for red
sub-pixels, the histogram height varies strongly as a function
of gray level values along the axis 602. In particular, the
teature 610 indicates a relatively greater participation for that
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gray level as compared to most other gray levels, while the
feature 612 indicates a relatively lesser participation for that
gray level as compared to most other gray levels.

Once determined for the full image, the grayness likeli-
hood functions may be used to calculate white balance gains
to be applied to the mosaicked 1image as follows. The gray
level values R, G, B may be elements of V, where V=0, 1,

2, ..., 255] for the case of an 8-bit grayscale image. The
parameters GVAL, RVAL, BVAL may be determined as fol-

lows:

GVAL=X.V Pr(Gray|G.=V,) (4)

RVAL=S V.Pr(Gray|R,=V)) (5)

BVAL=S.V.Pr(Gray|B,=V)) (6)

In one implementation, the gain for green sub-pixels
Green, ., may be set to equal a value of 1. In this manner the
gains for red sub-pixels Red . and for blue sub-pixels
Blue . may be determined as follows:

Red. . =GVAL/RVAL (7)

Blue,, ., =GVAL/BVAL (8).

After determination of the respective white balance gains,
these gains may be applied to adjust sub-pixel grayscale
values. Notably, these white balance gains represent a more
accurate set of gains than the gains determined by Gray World
or Gray Edge methods, because the white balance gains of the
present embodiments constitute a weighted sum of the like-
lithood of the combinations of red, green and blue to “be” gray
within the given 1image.

It 1s to be further noted that in various embodiments, the
white balance gains may or may not be exactly associated
with known white balance gains for the given sensor at a
known color temperature. In one example, the given sensor
tor all potential source temperatures might be calibrated fol-
lowed by stabilizing the gains by choosing the closest set of
gains along the color temperature profile to the calculated
gains. Additionally, white balancing might smoothly proceed
from one set of gains to another, remaining along the color
temperature profile, utilizing a smoothing algorithm between
consecutive 1mages.

Included herein 1s a set of flow charts representative of
exemplary methodologies for performing novel aspects of the
disclosed architecture. While, for purposes of simplicity of
explanation, the one or more methodologies shown herein,
for example, 1n the form of a flow chart or tlow diagram, are
shown and described as a series of acts, it 1s to be understood
and appreciated that the methodologies are not limited by the
order of acts, as some acts may, 1 accordance therewith,
occur 1n a different order and/or concurrently with other acts
from that shown and described herein. For example, those
skilled 1n the art will understand and appreciate that a meth-
odology could alternatively be represented as a series of inter-
related states or events, such as 1n a state diagram. Moreover,
not all acts 1llustrated in a methodology may be required for a
novel implementation.

FI1G. 9 depicts an exemplary first logic flow 900. The logic
flow 900 may be implemented, for example, by a white bal-
ance component or module for processing an 1image. At block
902, gray level values are received for three or more color
channels from pixel elements of a sensor array. In some
implementations, a pixel element may include a 2x2 “super-
pixel” comprising a red sub-pixel, blue sub-pixel and two
green sub-pixels. At block 904, grey level values for the three
or more color channels are converted to normalized values for
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cach pixel element. At block 906, a pixel grayness factor 1s
generated for each pixel element based upon the normalized
values of that pixel element.

At block 908 grayness likelihood functions are generated
for each color channel based upon the pixel grayness factors
determined for each pixel. At block 910, white balance gains
are determined for two or more color channels based upon
respective grayness likelihood functions.

FIG. 10 depicts an exemplary second logic flow 1000. At
block 1002, gray level values are recerved for a pixel element
comprising a 2x2 array of sub-pixels, where each sub-pixel
includes a detector element covered by a Bayer filter element.
At block 1004, the gray level values of color channels corre-

sponding to the sub-pixels of each pixel element are con-

verted 1nto a Red, Green Blue (RGB) gray level triplet
At block 1006, the RGB triplet for a pixel element 1is
converted into a normalized triplet nR, nG, nB triplet where

R
nk =
R+G+ B
G
(s =
R+G+ 5B
B
nb = .
R+G+ 5B

At block 1008, a grayness indicator function (IFUNC) 1s
evaluated for the nR, nG, nB triplet, where IFUNC=1, when
nR=nG=Y4, and where IFUNC=0, when one or two of nR, nG,
ornB=0. Atblock 1010 a set of grayness likelihood functions,
Pr (Gray|R); Pr (Gray|G); Pr (Gray|B) 1s updated based upon
the value of the grayness indicator function for the pixel
clement.

The flow then proceeds to decision block 1012 where a
determination 1s made as to whether there are more pixel
clements to process. If so, the tlow returns to block 1002. If
not, the tlow proceeds to block 1014. At block 1014, white
balance gains are determined for two or more color channels
based upon the updated grayness likelihood functions.

FIG. 11 1s a diagram of an exemplary system embodiment
and 1 particular, FIG. 11 1s a diagram showing a platiorm
1100, which may include various elements. For instance,
FIG. 11 shows that platform (system) 1100 may include a
processor/ graphics core 1102, a chipset/platform control hub
(PCH) 1104, an mput/output (I/0) device 1106, a random
access memory (RAM) (such as dynamic RAM (DRAM))
1108, and a read only memory (ROM) 1110, display elec-
tronics 1120, display backlight 1122, and various other plat-
form components 1114 (e.g., a fan, a crosstlow blower, a heat
sink, DTM system, cooling system, housing, vents, and so
forth). System 1100 may also include wireless communica-
tions chip 1116 and graphics device 1118. The embodiments,
however, are not limited to these elements.

As shown 1n FIG. 11, I/O device 1106, RAM 1108, and
ROM 1110 are coupled to processor 1102 by way of chipset
1104. Chipset 1104 may be coupled to processor 1102 by a
bus 1112. Accordingly, bus 1112 may include multiple lines.

Processor 1102 may be a central processing unit compris-
1ng one or more processor cores and may include any number
ol processors having any number of processor cores. The
processor 1102 may include any type of processing unit, such
as, for example, CPU, multi-processing umt, a reduced
instruction set computer (RISC), a processor that have a pipe-
line, a complex nstruction set computer (CISC), digital sig-
nal processor (DSP), and so forth. In some embodiments,
processor 1102 may be multiple separate processors located
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on separate integrated circuit chips. In some embodiments
processor 1102 may be a processor having integrated graph-
ics, while 1 other embodiments processor 1102 may be a
graphics core or cores.

The following examples pertain to further embodiments.

Example 1 1s an apparatus for processing an image, com-
prising an image sensor containing a multiplicity of pixel
clements to detect one or more 1mages, a processor circuit
coupled to the image sensor, and a white balance module for
execution on the processor circuit to recerve, based upon a
detected image of the one or more 1mages, three or more gray
level values for a respective three or more color channels for
a plurality of pixel elements of the multiplicity of pixel ele-
ments; to determine three or more grayness likelithood func-
tions for the respective three or more color channels, the three
or more grayness likelihood functions comprising a propor-
tional contribution to grey pixels of the detected image from
one or more gray levels for each respective color channel; and
to determine a white balance gain for two or more color
channels of the three or more color channels based upon the
determined three or more grayness likelithood functions.

In Example 2, the sensor of Example 1 can optionally
include a red channel, green channel, and blue channel, and
the white balance module may be for execution on the pro-
cessor circuit to apply a grayness indicator function IFUNC
to each pixel element of the multiplicity of pixel elements to
determine each of the grayness likelihood functions, IFUNC
having a value equal to 1 when a normalized red color channel
intensity nR and a normalized green color channel intensity
nG are equal to V3, and IFUNC having a value o1 O when one
or two of nR, n(G, or nB are equal to 0, where

R
Rk =
R+G+ 8B
: G
N S RYG+B
. B
Y R+G+ B

In Example 3, the subject matter of any one of Examples
1-2 can optionally include a memory to store the grayness
indicator function as a set of discrete values of normalized
values, nR, nG, nB.

In Example 4, the pixel element of any one of Examples 1-3
can optionally include a red sub-pixel, blue sub-pixel, and
two green sub-pixels, a green color channel comprising an
average intensity value of the two green sub-pixels.

In Example 5, the white balance module of any one of
Examples 1-4 can optionally be for execution on the proces-
sor circuit to determine the set of grayness likelithood func-
tions by determining a respective gray level value R, GG, and B,
for respective red, green, and blue sub-pixels of each pixel

clement, by determining a normalized intensity level nR, nG,
and nB for each of R, G, and B, where

o R
M Ry G+B
G
n(G =
R+G+ 8B
B
nb = :
R+G+ B

by determining a grayness factor for the each pixel compris-
ing a value of IFUNC at the determined normalized intensity
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levels nR, nG, and by adding the grayness factor to a gray
level of each of the respective R, G, B grayness likelihood
functions corresponding, the gray level corresponding to the
detected gray level value R, G, and B.

In Example 6, the three or more color channels of any one
of Examples 1-5 may optionally include red, green, and blue
channels that comprise intensity of respective red, green and,
blue components of a pixel element of the image, wherein
cach pixel element 1s composed of a red sub-pixel, blue sub-
pixel, and two green sub-pixels.

In Example 7, the three or more grayness likelithood func-
tions of any one of Examples 1-6 may optionally include a
respective red, green and blue grayness likelihood function,
Pr (Gray|R), Pr (Gray|G), and Pr (Gray|B) that each spans a
range of gray values V., the white balance module for execu-
tion on the processor circuit to determine the white balance
gain by setting gain for green pixel components Green,, ., to
equal 1, by determining gain for red pixel components
Red, . ., to equal GVAL/RVAL, and by determining gain for
blue pixel components Blue. ., to equal GVAL/BVAL,
where: GVAL=2V Pr(Gray|G=V,); RVAL=2.V Pr
(GraylR =V ,): and BVAL=XV Pr(Gray|lB,=V ).

In Example 8, the white balance module of any one of
Examples 1-7 may optionally be for execution on the proces-
sor circuit to identily one or more white regions within the
image, and send instructions to adjust intensity for pixel com-
ponents corresponding to two or more color channels 1n each
or the one or more white regions according to a respective two
or more determined white balance gains.

In Example 9, the white balance module of any one of
Examples 1-8 may optionally be for execution on the proces-
sor circuit to generate white balance gains for a successive
images of the one or more 1mages by applying a smoothing
algorithm between a first set of gains calculated for a first
image and a second set of gains calculated for a second image
subsequent to the first image.

In Example 10, the white balance module of any one of
Examples 1-9 may optionally be for execution to post process
the 1mage.

In Example 11, the apparatus of any one of Examples 1-10
may optionally comprise a network interface to transmit the
post-processed 1image.

In Example 12, at least one computer-readable storage
medium optionally 1ncludes a plurality of instructions that,
when executed, cause a system to recerve, based upon a
detected 1image of the one or more 1images, for a plurality of
pixel elements of the multiplicity of pixel elements, three of
more gray level values for a respective three or more color
channels, to determine three or more grayness likelihood
functions for the respective three or more color channels, the
three or more grayness likelihood functions comprising a
proportional contribution to grey pixels of the detected 1image
from one or more gray levels for each respective color chan-
nel, and to determine a white balance gain for two or more
color channels of the three or more color channels based upon
the determined three or more grayness likelihood functions.

In Example number 13, the at least one computer-readable
storage medium of example 12 optionally includes instruc-
tions that, when executed, cause a system to apply a grayness
indicator function IFUNC to each pixel element of the mul-

tiplicity of pixel elements to determine each of the grayness
likelihood functions, IFUNC having a value equal to 1 when
a normalized red color channel intensity nR and a normalized
green color channel intensity nG are equal to 143, and IFUNC
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having a value o1 0 when one or two of nR, nG, ornB are equal
to 0, where

. R

M RTG+B
: G

S R+ G+B
B

nh = .

R+G+ B

In Example number 14, the at least one computer-readable
storage medium of any one of Examples 12-13 optionally
includes 1nstructions that, when executed, cause a system to
determine a green color channel gray level value for a pixel
clement by averaging values of two green sub-pixels.

In Example number 15, the at least one computer-readable
storage medium of any one of Examples 12-14 may option-
ally include instructions that, when executed, cause a system
to determine the set of grayness likelihood functions by:
determining a respective gray level value R, G, and B, for
respective red, green, and blue sub-pixels of each pixel ele-
ment, by determine a normalized intensity level nR, nG, and

nB for each of R, G, and B, where

R
ik =
R+G+ B
G
n(G =
R+G+ 8B
B B
O Ry G+ B

determining a grayness factor for the each pixel comprising a
value of IFUNC at the determined normalized intensity levels

nR, nG, and adding the grayness factor to a gray level of each
of the respective R, G, B grayness likelihood functions cor-

responding, the gray level corresponding to the detected gray
level value R, G, and B.

In Example number 16, the at least one computer-readable
storage medium of any one of Examples 12-15 may option-
ally include 1nstructions that, when executed, cause a system
to determine the white balance gain by setting gain for green
pixel components Green,, ;. , to equal 1, by determiming gain
for red pixel components Red . . ., to equal GVAL/RVAL, and
by determining gain for blue pixel components Blue,, . , to
equal GVAL/BVAL, where GVAL=2V Pr (GraylG=V ),
RVAL=2.V Pr (GraylR =V ), and BVAL=2.V Pr
(Gray|B,=V,), where V, 1s a gray level range.

In Example number 17, the at least one computer-readable
storage medium of any one of Examples 12-16 may option-
ally include instructions that, when executed, cause a system
to 1dentily one or more white regions within the image, and
send 1nstructions to adjust intensity for pixel components
corresponding to two or more color channels 1n each or the
one or more white regions according to a respective two or
more determined white balance gains.

In Example number 18, the at least one computer-readable
storage medium of any one of Examples 12-17 may option-
ally include instructions that, when executed, cause a system
to generate white balance gains for a successive images of the
one or more 1mages by applying a smoothing algorithm
between a {irst set of gains calculated for a first image and a
second set of gains calculated for a second 1mage subsequent
to the first image.
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In Example number 19, the at least one computer-readable
storage medium of any one of Examples 12-18 may option-
ally include instructions that, when executed, cause a system
to post process the image.

In Example number 20 a computer-implemented method
includes receiving, based upon a detected 1image, for a plu-
rality of pixel elements of a multiplicity of pixel elements,
three of more gray level values for a respective three or more
color channels, determining a set of three or more grayness
likelihood functions for a respective three or more color chan-
nels of the image, the three or more grayness likelithood
functions comprising a proportional contribution to grey pix-
¢ls of the 1image from a respective color channel, and deter-
mining a white balance gain for two or more color channels of
the three or more color channels based upon the determined
set of three or more grayness likelihood functions.

In Example number 21 the three or more color channels of
Example 20 may optionally include a red channel, green
channel, and blue channel, and the method includes applying
a grayness indicator function IFUNC to each pixel element of
the multiplicity of pixel elements to determine each of the
grayness likelithood functions, IFUNC having a value equal to
1 when a normalized red color channel intensity nR and a
normalized green color channel intensity nG are equal to V3,
and IFUNC having a value of O when one or two of nR, nG, or
nB are equal to 0, where

R
ik =
R+G+ B
. G
= RYG+B
. B
Y RYG+ B

In Example number 22 the computer-implemented method
of any one of Examples 20-21 may optionally include storing
the grayness indicator function as a set of discrete values of
normalized values, nR, nG, nB.

In Example number 23 the computer-implemented method
of any one of Examples 20-22 may optionally include deter-
mining a respective gray level value R, G, and B, for respec-
tive red, green, and blue sub-pixels of each pixel element,
determining a normalized intensity level nR, nG, and nB for

each of R, 3, and B, where

R
nk =
R+G+ 5B
G
(s =
R+G+ 5B
B
nb = :
R+G+ 5B

determining a grayness factor for the each pixel comprising a
value of IFUNC at the determined normalized intensity levels
nR, nG, and adding the grayness factor to a gray level of each
of the respective R, G, B grayness likelithood functions cor-
responding, the gray level corresponding to the detected gray
level value R, G, and B.

In Example number 24 the computer-implemented method
of any one of Examples 20-23 may optionally include deter-
mining the white balance gain by setting gain for green pixel
components Green. ., to equal 1, by determining gain for
red pixel components Red; . ., to equal GVAL/RVAL, and by
determining gain for blue pixel components Blue . , to




US 9,036,047 B2

15

equal GVAL/BVAL, where GVAL=2V Pr(GraylG=V,),
RVAL=XV Pr(GraylR =V,.), and BVAL=2V Pr
(Gray|B,=V,), where V, 1s a gray level range.

In Example number 25 the computer-implemented method
of any one of Examples 20-24 may optionally include 1den-
tifying one or more white regions within the image, and
sending 1nstructions to adjust intensity for pixel components
corresponding to two or more color channels 1n each or the
one or more white regions according to a respective two or
more determined white balance gains.

In Example number 26 the computer-implemented method
ol any one of Examples 20-25 may optionally include gener-
ating white balance gains for successive 1mages by applying
a smoothing algorithm between a first set of gains calculated
for a first image and a second set of gains calculated for a
second 1mage subsequent to the first image.

In Example number 2'7 the computer-implemented method
of any one of Examples 20-26 may optionally include post
processing the image.

In Example number 28, an apparatus may optionally
include means to perform the method of any one of Examples
20-27.

In Example number 29 at least one machine readable
medium may optionally comprise a plurality of mnstructions
that 1n response to being executed on a computing device,
cause the computing device to carry out a method according
to any one of the Examples 20-28.

In Example number 30 a camera may include an image
sensor to detect an 1mage, a processor circuit coupled to the
image sensor to generate a mosaicked image based upon the
detected 1mage, the mosaicked 1mage comprising a set of
detected gray levels for three or more color channels for a
plurality of pixel elements of the image sensor, and a white
balance module for execution on the processor circuit to:
generate normalized intensity values for the three or more
color channels for a plurality of pixel element portions of the
mosaicked image, to determine a value of a grayness indicator
function based upon the normalized intensity values for the
plurality of pixel element portions, the grayness indicator
function equaling a maximum when all normalized intensity
values for a pixel element are equal, and to determine a white
balance gain for two or more color channels of the three or
more color channels based upon the determined indicator
function value for the plurality of pixel element portions.

In Example number 31, the white balance module of
Example 30 may optionally be for execution on the processor
circuit to: generate respective grayness likelihood functions
for the respective three or more color channels, each grayness
likelihood function being determined by adding for the plu-
rality of pixel element portions a value of the determined
grayness indicator function to a respective gray level bin
corresponding to a detected gray level for a given color chan-
nel, and to determine a white balance gain for two or more
color channels of the three or more color channels based upon
the generated respective grayness likelihood functions.

In Example number 32, the three or more grayness likeli-
hood functions of any one of Examples 30-31 may optionally
include a respective red, green and blue grayness likelihood
tunction, Pr (GrayIR), Pr (Gray|G), and Pr (Gray|B) that each
spans a range of gray values V,, the white balance module for
execution on the processor circuit to determine the white
balance gain by: setting gain for green pixel components
Green, . ,to equal 1, determining gain for red pixel compo-
nents Red to equal GVAL/RVAL, and determining gain

Gairn?
for blue pixel components Blue_ ., , to equal GVAL/BVAL,
where GVAL=2.V Pr(Gray|G=V ), RVAL=2.V Pr

(Gray|R =V ), and BVAL=2.V Pr (Gray|B=V ).
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In Example number 33, the sensor of any one of Examples
30-32 may optionally include a red channel, green channel,
and blue channel, the grayness indicator function having a
value equal to 1 when a normalized red color channel 1nten-
sity nR and a normalized green color channel intensity nG are
equal to 14, and the grayness indicator function having a value
of O when one or two of nR, nG, or nB are equal to 0, where

R
Rk =
R+G+ B
G
(s =
R+G+ B
B
nhb = .
R+G+ B

In Example number 34, the sensor of any one of Examples
30-33 may optionally include a memory to store the grayness
indicator function as a set of discrete values of normalized
values, nR, nG, nB.

In Example number 33, the mosaicked image of any one of
Examples 30-34 may optionally include a Bayer image
including detected gray levels for red, green, and blue color
channels generated by a pixel element comprising a red sub-
pixel, blue sub-pixel, and two green sub-pixels, a green color
channel comprising an average intensity value of the two
green sub-pixels.

Some embodiments may be described using the expression
“one embodiment” or “an embodiment” along with their

derivatives. These terms mean that a particular feature, struc-
ture, or characteristic described in connection with the
embodiment 1s included in at least one embodiment. The
appearances of the phrase “in one embodiment”™ 1n various
places 1n the specification are not necessarily all referring to
the same embodiment. Further, some embodiments may be
described using the expression “coupled” and “connected”
along with their derivatives. These terms are not necessarily
intended as synonyms for each other. For example, some
embodiments may be described using the terms “connected”
and/or “coupled” to indicate that two or more elements are 1n
direct physical or electrical contact with each other. The term
“coupled,” however, may also mean that two or more ele-
ments are not 1n direct contact with each other, but yet still
co-operate or interact with each other.

It 1s emphasized that the Abstract of the Disclosure 1s
provided to allow a reader to quickly ascertain the nature of
the technical disclosure. It 1s submitted with the understand-
ing that it will not be used to 1nterpret or limit the scope or
meaning of the claims. In addition, 1n the foregoing Detailed
Description, 1t can be seen that various features are grouped
together 1n a single embodiment for the purpose of stream-
lining the disclosure. This method of disclosure 1s not to be
interpreted as reflecting an intention that the claimed embodi-
ments require more features than are expressly recited 1n each
claim. Rather, as the following claims reflect, inventive sub-
ject matter lies 1n less than all features of a single disclosed
embodiment. Thus the following claims are hereby incorpo-
rated 1nto the Detailed Description, with each claim standing
on 1ts own as a separate embodiment. In the appended claims,
the terms “including” and “in which™ are used as the plain-
English equivalents of the respective terms “comprising” and
“wherein,” respectively. Moreover, the terms “first,” “sec-
ond,” “third,” and so forth, are used merely as labels, and are
not mtended to impose numerical requirements on their
objects.
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What has been described above includes examples of the
disclosed architecture. It1s, of course, notpossible to describe
every concervable combination of components and/or meth-
odologies, but one of ordinary skill 1n the art may recognize
that many further combinations and permutations are pos-

sible. Accordingly, the novel architecture i1s intended to
embrace all such alterations, modifications and variations that

tall within the spirit and scope of the appended claims.
Various embodiments may be implemented using hard-

ware elements, software elements, or a combination of both.
Examples of hardware elements may include processors,
microprocessors, circuits, circuit elements (e.g., transistors,
resistors, capacitors, inductors, and so forth), integrated cir-
cuits, application specific mtegrated circuits (ASIC), pro-
grammable logic devices (PLD), digital signal processors
(DSP), field programmable gate array (FPGA), logic gates,
registers, semiconductor device, chips, microchips, chip sets,
and so forth. Examples of software may include software
components, programs, applications, computer programs,
application programs, system programs, machine programs,
operating system soltware, middleware, firmware, software
modules, routines, subroutines, functions, methods, proce-
dures, software interfaces, application program interfaces
(API), instruction sets, computing code, computer code, code
segments, computer code segments, words, values, symbols,
or any combination thereof. Determining whether an embodi-
ment 1s implemented using hardware elements and/or soft-
ware elements may vary in accordance with any number of
factors, such as desired computational rate, power levels, heat
tolerances, processing cycle budget, input data rates, output
data rates, memory resources, data bus speeds and other
design or performance constraints.

Some embodiments may be described using the expression
“coupled” and “‘connected” along with their dermvatives.
These terms are not intended as synonyms for each other. For
example, some embodiments may be described using the
terms “connected” and/or “coupled” to indicate that two or
more elements are 1n direct physical or electrical contact with
cach other. The term “coupled,” however, may also mean that
two or more elements are not in direct contact with each other,
but yet still co-operate or interact with each other.

Some embodiments may be implemented, for example,
using a computer-readable medium or article which may store
an struction or a set of instructions that, if executed by a
computer, may cause the computer to perform a method and/
or operations 1n accordance with the embodiments. Such a
computer may include, for example, any suitable processing
platform, computing platform, computing device, processing,
device, computing system, processing system, computer, pro-
cessor, or the like, and may be implemented using any suit-
able combination of hardware and/or software. The com-
puter-readable medium or article may include, for example,
any suitable type of memory unit, memory device, memory
article, memory medium, storage device, storage article, stor-
age medium and/or storage unit, for example, memory,
removable or non-removable media, erasable or non-erasable
media, writeable or re-writeable media, digital or analog
media, hard disk, floppy disk, Compact Disk Read Only
Memory (CD-ROM), Compact Disk Recordable (CD-R),
Compact Disk Rewriteable (CD-RW), optical disk, magnetic
media, magneto-optical media, removable memory cards or
disks, various types of Digital Versatile Disk (DVD), a tape, a
cassette, or the like. The instructions may include any suitable
type of code, such as source code, compiled code, interpreted
code, executable code, static code, dynamic code, encrypted
code, and the like, implemented using any suitable high-level,
low-level, object-oriented, visual, compiled and/or inter-
preted programming language.

Unless specifically stated otherwise, 1t may be appreciated
that terms such as “processing,” “ ” “calculating,”

computing,
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“determining,” or the like, refer to the action and/or processes
of a computer or computing system, or similar electronic
computing device, that mampulates and/or transforms data
represented as physical quantities (e.g., electronic) within the
computing system’s registers and/or memories 1into other data
similarly represented as physical quantities within the com-
puting system’s memories, registers or other such iforma-
tion storage, transmission or display devices. The embodi-
ments are not limited 1n this context.

Although the subject matter has been described 1n lan-
guage specific to structural features and/or methodological
acts, 1t 1s to be understood that the subject matter defined 1n
the appended claims 1s not necessarily limited to the specific
features or acts described above. Rather, the specific features
and acts described above are disclosed as example forms of
implementing the claims.

Numerous specific details have been set forth herein to
provide a thorough understanding of the embodiments. It will
be understood by those skilled 1n the art, however, that the
embodiments may be practiced without these specific details.
In other instances, well-known operations, components and
circuits have not been described 1n detail so as not to obscure
the embodiments. It can be appreciated that the specific struc-
tural and functional details disclosed herein may be represen-
tative and do not necessarily limit the scope of the embodi-
ments.

What 1s claimed 1s:
1. An apparatus, comprising;
an 1mage sensor containing a multiplicity of pixel elements
to detect one or more 1mages;
a processor circuit coupled to the image sensor; and
a white balance module for execution on the processor
circuit to:
receive, based upon a detected image of the one or more
images, three or more gray level values for a respec-
tive three or more color channels for a plurality of
pixel elements of the multiplicity of pixel elements;
determine three or more grayness likelihood functions
for the respective three or more color channels, the
three or more grayness likelihood functions compris-
ing a proportional contribution to grey pixels of the
detected 1image from one or more gray levels for each
respective color channel; and
determine a white balance gain for two or more color
channels of the three or more color channels based
upon the determined three or more grayness likeli-
hood functions.
2. The apparatus of claim 1, the sensor comprising a red
channel, green channel, and blue channel,
the white balance module for execution on the processor
circuit to apply a grayness 1indicator function IFUNC to
cach pixel element of the multiplicity of pixel elements
to determine each of the grayness likelihood functions,
IFUNC having a value equal to 1 when a normalized red
color channel intensity nR and a normalized green color
channel intensity nG are equal to 13, and
IFUNC having a value of 0 when one or two of nR, nG, or
nB are equal to 0, where

R
=
R+G+ B
. G
= RYG+B
. B
Y RYG+ B

3. The apparatus of claim 2, comprising a memory to store
the grayness indicator function as a set of discrete values of
normalized values, nR, nG, nB.
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4. The apparatus of claim 2, the pixel element comprising
a red sub-pixel, blue sub-pixel, and two green sub-pixels, a
green color channel comprising an average intensity value of
the two green sub-pixels.

5. The apparatus of claim 2, the white balance module for
execution on the processor circuit to determine the set of
grayness likelihood functions by:

determining a respective gray level value R, G, and B, for

respective red, green, and blue sub-pixels of each pixel
element;

determining a normalized intensity level nR, nG, and nB
for each of R, G, and B, where

R
ik =
R+G+ B
: G
= R+ G+ B
. B
Y RYG+ B’

determining a grayness factor for the each pixel comprising,
avalue of IFUNC at the determined normalized intensity
levels nR, nG; and

adding the grayness factor to a gray level of each of the

respective R, G, B grayness likelihood functions corre-
sponding, the gray level corresponding to the detected
gray level value R, G, and B.

6. The apparatus of claim 1, the three or more color chan-
nels comprising red, green, and blue channels that comprise
intensity of respective red, green and, blue components of a
pixel element of the image, wherein each pixel element 1s
composed of a red sub-pixel, blue sub-pixel, and two green
sub-pixels.

7. The apparatus of claim 1, the three or more grayness
likelihood functions comprising a respective red, green and
blue grayness likelithood function, Pr (Gray|R), Pr (Gray|G),
and Pr (Gray|B) that each spans a range of gray values V , the
white balance module for execution on the processor circuit
to determine the white balance gain by:

setting gain for green pixel components Green, ..., to equal

1;

determining gain for red pixel components Red

equal GVAL/RVAL; and

determining gain for blue pixel components Blue . , to

equal GVAL/BVAL;

where:

fo

(reatin?

GVAL=3.V Pr(Gray|G,=V));
RVAL=XV Pr(Gray|R,=V,): and

BVAL=%.V Pr(GraylB,=V)).

8. The apparatus of claim 1, the white balance module for
execution on the processor circuit to:

identily one or more white regions within the 1mage; and

send 1nstructions to adjust intensity for pixel components

corresponding to two or more color channels 1n each or
the one or more white regions according to a respective
two or more determined white balance gains.

9. The apparatus of claim 1, the white balance module for
execution on the processor circuit to generate white balance
gains for successive 1images of the one or more 1mages by
applying a smoothing algorithm between a first set of gains
calculated for a first image and a second set of gains calcu-
lated for a second 1image subsequent to the first image.
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10. The apparatus of claim 1, the white balance module for
execution to post process the image.

11. The apparatus of claim 10, further comprising a net-
work interface to transmit the post-processed image.

12. At least one non-transitory computer-readable storage
medium comprising a plurality of instructions that, when
executed, cause a system to:

recerve, based upon a detected image of one or more

images, for a plurality of pixel elements of a multiplicity
of pixel elements, three of more gray level values for a
respective three or more color channels;

determine three or more grayness likelihood functions for

the respective three or more color channels, the three or
more grayness likelihood functions comprising a pro-
portional contribution to grey pixels of the detected
image from one or more gray levels for each respective
color channel; and

determine a white balance gain for two or more color

channels of the three or more color channels based upon
the determined three or more grayness likelihood func-
tions.

13. The at least one non-transitory computer-readable stor-
age medium of claim 12 comprising instructions that, when
executed, cause a system to:

apply a grayness indicator function IFUNC to each pixel

element of the multiplicity of pixel elements to deter-
mine each of the grayness likelihood functions,

IFUNC having a value equal to 1 when a normalized red

color channel intensity nR and a normalized green color
channel intensity nG are equal to 13, and

IFUNC having a value of 0 when one or two of nR, nG, or

nB are equal to 0, where

P K
M R+ G+B
&
s =
R+G+ B
b
nb = .
R+G+ B

14. The at least one non-transitory computer-readable stor-
age medium of claim 13 comprising instructions that, when
executed, cause a system to determine a green color channel
gray level value for a pixel element by averaging values of two
green sub-pixels.

15. The at least one non-transitory computer-readable stor-
age medium of claim 13 comprising instructions that, when
executed, cause a system to determine the set ol grayness
likelihood functions by:

determining a respective gray level value R, G, and B, for

respective red, green, and blue sub-pixels of each pixel
clement; determine a normalized intensity level nR, nG,

and nB for each of R, (G, and B, where

R
ik =
R+G+ B
. G
N RYG+B
B b d
ERrc+B "

determining a grayness factor for the each pixel comprising,
a value of IFUNC at the determined normalized intensity
levels nR, nG; and
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adding the grayness factor to a gray level of each of the
respective R, G, B grayness likelithood functions corre-
sponding, the gray level corresponding to the detected
gray level value R, G, and B.

16. The at least one non-transitory computer-readable stor- 5
age medium of claim 13 comprising instructions that, when
executed, cause a system to post process the image.

17. The at least one non-transitory computer-readable stor-
age medium of claim 12 comprising instructions that, when
executed, cause a system to determine the white balance gain 10
by:

setting gain for green pixel components Green .., to equal

1;
determining gain for red pixel components Red . ., to
equal GVAL/RVAL; and 15
determining gain for blue pixel components Blue . . , to
equal GVAL/BVAL;

where:

GVAL=X V.Pr(Gray|G,=V); 20

RVAL=Z V.Pr(GraylR,=V);

BVAL=2.V.Pr(Gray|B,=V):;

where V., 1s a gray level range. 25

18. The at least one non-transitory computer-readable stor-
age medium of claim 12 comprising instructions that, when
executed, cause a system to:

identily one or more white regions within the 1mage; and

send 1nstructions to adjust intensity for pixel components 3¢
corresponding to two or more color channels 1n each or
the one or more white regions according to a respective
two or more determined white balance gains.

19. The at least one non-transitory computer-readable stor-
age medium of claim 12 comprising instructions that, when 33
executed, cause a system to generate white balance gains for
successive 1images of the one or more 1images by applying a
smoothing algorithm between a first set of gains calculated
for a first image and a second set of gains calculated for a
second 1mage subsequent to the first image. 40

20. A computer-implemented method, comprising:

receiving, based upon a detected 1image, for a plurality of
pixel elements of a multiplicity of pixel elements, three
of more gray level values for a respective three or more
color channels; 45

determining a set of three or more grayness likelithood
functions for a respective three or more color channels of
the 1mage, the three or more grayness likelithood func-
tions comprising a proportional contribution to grey pix-
cls of the 1image from a respective color channel; and 30

determining a white balance gain for two or more color
channels of the three or more color channels based upon
the determined set of three or more grayness likelihood
functions.

21. The computer-implemented method of claim 20, the 35
three or more color channels comprising a red channel, green
channel, and blue channel,

the method comprising applying a grayness indicator func-
tion IFUNC to each pixel element of the multiplicity of
pixel elements to determine each of the grayness likeli- 60
hood functions,

IFUNC having a value equal to 1 when a normalized red
color channel mntensity nR and a normalized green color
channel intensity nG are equal to 14, and

IFUNC having a value of O when one or two of nR, nG, or 65
nB are equal to 0, where

R
Rk =
R+G+ B
G
s =
R+G+ B
B
nb = .
R+G+ B

22. The computer-implemented method of claim 21, com-
prising storing the grayness indicator function as a set of
discrete values of normalized values, nR, nG, nB.

23. The computer-implemented method of claim 21, com-
prising:

determiming a respective gray level value R, G, and B, for

respective red, green, and blue sub-pixels of each pixel
element;

determiming a normalized intensity level nR, nG, and nB
for each of R, G, and B, where

o K
M RYG+B
G
s =
R+G+ 8B
b
nb = ;
R+G+ 5B

determining a grayness factor for the each pixel comprising
a value of IFUNC at the determined normalized intensity
levels nR, nG; and

adding the grayness factor to a gray level of each of the
respective R, G, B grayness likelihood functions corre-
sponding, the gray level corresponding to the detected
gray level value R, G, and B.

24. The computer-implemented method of claim 20, com-

prising determining the white balance gain by:

setting gain for green pixel components Green, . ,to equal
1

determining gain for red pixel components Red
equal GVAL/RVAL; and

determining gain for blue pixel components Blue .. , to
equal GVAL/BVAL;
where:

GVAL=X V.Pr(Gray|G,=V));

1o

(rarir?

RVAL=X,V,Pr(Gray|R,=V,): and
BVAL=X.V Pr(Gray|B,=V)),

where V., 1s a gray level range.
25. The computer-implemented method of claim 20, com-
prising:
identifying one or more white regions within the image;
and
sending instructions to adjust intensity for pixel compo-
nents corresponding to two or more color channels 1n
cach or the one or more white regions according to a
respective two or more determined white balance gains.
26. The computer-implemented method of claim 20, com-
prising generating white balance gains for successive images
by applying a smoothing algorithm between a first set of gains
calculated for a first image and a second set of gains calcu-
lated for a second 1mage subsequent to the first image.
277. The computer-implemented method of claim 20, com-
prising post processing the image.

G o e = x
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