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VIRTUAL TAPE DEVICE, VIRTUAL LIBRARY
SYSTEM, AND VIRTUAL TAPE CONTROL
METHOD

CROSS-REFERENCE TO RELAT
APPLICATION(S)

s
w

This application 1s a continuation of International Appli-
cation No. PCT/JP2007/69073, filed on Sep. 28, 2007, the
entire contents ol which are incorporated herein by reference.

FIELD

The embodiments discussed herein are directed to a virtual
tape device, a virtual library system, and a virtual tape control
method for exporting data stored 1n a logical volume to a
physical volume of a library device.

BACKGROUND

Conventionally, 1n a library system, as illustrated in FIG. 6,
a host directly controls a robot path to control mounting or
unmounting of a storage medium (for example, a tape
medium), and reads or writes data via a physical drive 1n a
library device (i.e., tape library).

Virtual library systems have been widely used that include
a virtual tape device arranged between a host and a library
device. The virtual tape device provides a logical drive and a
logical volume to the host to read data from the host or write
data more quickly (see Japanese Laid-open Patent Publica-
tion No. 11-102262). Specifically, 1n a virtual library system,
data stored 1n a logical volume 1s retained 1n a cache disk, and
then a migration process 1s performed for storing, in a physi-
cal volume of a library device, the data stored 1n the logical
volume not 1n synchronization with a host access. The logical
volume saved in the physical volume 1n the library device 1s
retained as long as the capacity of the cache disk permits.

There 1s a demand that, to prevent a data loss due to a
disaster, such a virtual library system has a redundant con-
figuration including a main center and a sub-center and data is
synchronized between the main center and sub-center (see
Japanese Laid-open Patent Publication No. 2005-267216 and
Japanese Laid-open Patent Publication No. 2006-48103).

Among methods for synchronizing data between a main
center and a sub-center, for example, a technology 1s known
in which a portable medium is transierred to the sub-center to
synchronize data between the main center and the sub-center.
Specifically, as illustrated in FIG. 7, data 1s synchronized
between the main center and the sub-center 1n a way that an
export process for saving data stored 1n a logical volume 1n a
physical volume 1n a library device 1s performed in the main
center, the storage medium of the library device 1s then trans-
ferred to the external sub-center, and an import process 1s
performed for importing the data stored 1n the physical vol-
ume 1n the transferred storage medium to a logical volume of
the sub-center.

As a method of synchronizing data between a main center
and a sub-center, a technology 1s also known for synchroniz-
ing data between a main center and a sub-center by perform-
ing a data triple saving process. Specifically, as illustrated 1n
FIG. 8, data triple saving 1s performed in a way that a library
device 1s arranged in the sub-center and a migration process
using a logical volume in a virtual tape device of the main
center 1s performed as required on the physical volumes 1n the
library devices of the main center and the sub-center. If a
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2

disaster occurs 1n the main center, the sub-center performs a
disaster recovery to synchronize data between the main center

and the sub-center.

In the technology for synchronizing data between the main
center and the sub-center by transferring the portable medium
to the sub-center, however, because recovery 1s performed by
performing the import process on the data of the storage
medium that has undergone the export process and has been
transierred, the export process cannot be performed after the
transter. This leads to a problem 1n that data retained from the
time when the process 1s performed to the time when a disas-
ter occurs 1n the main center 1s lost. This also leads to a
problem 1n that costs are mcurred and time 1s required for
transierring the portable medium on which the export process
has been performed.

In the technology for synchronizing data between the main
center and the sub-center by performing the data triple saving
process, the migration process for retlecting an update of the
logical volume 1n the virtual tape device 1n the physical vol-
ume 1n the library device 1s performed as required. This leads
to a problem that, if a disaster occurs 1n the main center during,
the migration process, the update of the logical volume in the
virtual tape device 1s not completely reflected 1n the physical
volumes of the library devices in both the main center and the
sub-center, and thus data 1s lost.

SUMMARY

According to an aspect of an embodiment of the invention,
a virtual tape device of a main center includes: a logical
volume that stores data received from a host computer; a
migration unit that performs a migration process in the main
center for storing the data stored in the logical volume, 1n a
physical volume of a library device which 1s arranged 1n the
main center and connected to the virtual tape device; and an
export unit that exports the data stored in the logical volume,
on which the migration process 1s completed by the migration
unit, to a physical volume of a library device of a sub-center
via a network, the library device of the sub-center being
connected to a virtual tape device of the sub-center.

According to another aspect of an embodiment of the
invention, a virtual tape device of a sub-center includes: a
logical volume for storing data; an import unit that imports
the data exported by the export unit of the virtual tape device
according to claim 1 and stored in the physical volume of the
library device of the sub-center to the logical volume of the
virtual tape device of the sub-center, the library device of the
sub-center being subordinate to the virtual tape device of the
sub-center and connected to the virtual tape device of the
main center via a network; and a migration unit that, aiter the
import unit completes the importing, performs a migration
process for migrating the data stored 1n the logical volume by
the importing to a physical volume different from the physical
volume to which the data 1s exported by the export unit.

According to still another aspect of an embodiment of the
invention, a virtual library system includes: a virtual tape
device of a main center, the virtual tape device being con-
nected to a library device subordinate to the virtual tape
device of the main center, being connected via a network to a
library device connected to a virtual tape device of a sub-
center, including a logical volume for storing data recerved
from a host computer, and exporting the data stored 1n the
logical volume to a physical volume of the library device; and
a virtual tape device of the sub-center, the virtual tape device
of the sub-center subordinating a library device connected to
the virtual tape device of the main-center via a network,
wherein the virtual tape device of the main center includes a
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migration unit of the main center, the migration unit perform-
ing a migration process for storing the data stored in the
logical volume to a physical volume of the library device
belonging to the virtual tape device of the main center; and an
export unit that exports the data stored 1n the logical volume
on which the migration process 1s completed by the migration
unit to the physical volume of the library device of the sub-
center via the network.

According to still another aspect of an embodiment of the
invention, a virtual tape control method for controlling a
virtual tape device includes: performing a migration process
for storing data stored in a logical volume to a physical
volume of a library device belonging to the virtual tape
device; and automatically extracting the data stored in the
logical volume on which the migration process 1s completed
at the performing, and exporting the data to a physical volume
of a library device of a sub-center via a network.

The object and advantages of the embodiment will be
realized and attained by means of the elements and combina-
tions particularly pointed out in the claims.

It 1s to be understood that both the foregoing general
description and the following detailed description are exem-
plary and explanatory and are not restrictive of the embodi-
ment, as claimed.

BRIEF DESCRIPTION OF DRAWINGS

FI1G. 1 1s a diagram for explaining an overview and features
of a virtual library system according to a first embodiment;

FIG. 2 1s a block diagram 1llustrating a configuration of the
virtual library system according to the first embodiment;

FIG. 3 1s a block diagram 1llustrating a configuration of a
virtual tape device according to the first embodiment;

FIG. 4 1s a diagram for explaining a volume storage unit

illustrated 1n FIG. 3;
FIG. 5 1s a flowchart illustrating a tlow of a process per-

formed by the virtual library system according to the first
embodiment;

FIG. 6 1s a diagram for explaining a conventional technol-
OgY:

FIG. 7 1s a diagram for explaining a conventional technol-
ogy; and

FIG. 8 1s a diagram for explaining a conventional technol-

OgYV.

DESCRIPTION OF EMBODIMENT(S)

Preferred embodiments of the present invention will be
explained with reference to accompanying drawings.

|a] First Embodiment

Regarding the embodiment, an overview and features of a
virtual library system according to a first embodiment and a
configuration and a process flow of a virtual tape device
according to the first embodiment are explained 1n sequence
and effects of the first embodiment are explained lastly.

Overview and Features of Virtual Library System Accord-
ing to First Embodiment

Firstly, an overview and features of the virtual library sys-
tem according to the first embodiment are explained with
reference to FIG. 1. FIG. 1 1s a diagram for explaining the
overview and features of the virtual library system according
to the first embodiment.

The overview of a virtual library system 100 of the first
embodiment 1s that data stored 1n a logical volume 1s exported
to a physical volume of a library device. The features of the
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virtual library system 100 are 1n that costs and time for trans-
ferring a library device are reduced and a data loss 1s pre-
vented.

The main feature 1s specifically explained below. As 1llus-
trated 1n FIG. 1, the virtual library system 100 according to
the first embodiment includes a virtual tape device 10 1n a
main center 1, and a virtual tape device 10a 1n a sub-center 2.
The virtual tape device 10 1s connected to library devices 30qa
and 305 subordinate to the virtual tape device 10. Further, the
virtual tape device 10 i1s connected to a library device 30c
belonging to the virtual tape device 10a of the sub-center 2 via
a network. The virtual tape device 10 includes a logical vol-
ume for storing data recerved from a host computer (herein-
alter also referred to as “host™) 20, and exports data stored 1n
the logical volume to a physical volume of the library device
30c. The virtual tape device 10qa of the sub-center 2 subordi-
nates the library device 30c¢ that 1s connected to the virtual
tape device 10 of the main center 1 via the network, and a
library device 30d that 1s not connected to the virtual tape
device 10 of the main center 1 via the network.

In such a configuration, when the virtual tape device 10 of
the virtual library system 100 recerves a request for writing
data as a back-up process (see (1) of FIG. 1), the virtual tape
device 10 performs a migration process for storing data stored
in the logical volume 1n physical volumes 1n library devices
30a and 305 that belong to the virtual tape device 10 (see (2)
of FIG. 1).

Subsequently, once the host 20 gives the virtual tape device
10 an export instruction (see (3) of FIG. 1), the virtual tape
device 10 exports the data stored 1n the logical volume on
which the migration process has been completed to the physi-
cal volume of the library device 30c¢ of the sub-center 2 (see
(4) of FI1G. 1) via the network.

In other words, because the virtual tape device 10 of the
main center 1 performs the export to the physical volume of
the library device 30c¢ of the sub-center 2 via the network, the
export can be carried out without transferring a library device.
In addition, after the virtual tape device 10 of the main center
1 completes migration, the virtual tape device 10 exports the
data stored 1n the logical volume to the physical volume of the
library device 30c of the sub-center 2. Therefore, even 11 an
accident occurs 1n the virtual tape device 10 of the main center
1 and the process for export to a physical volume of the library
device 30c ofthe sub-center 2 1s not normally completed, tape
medium on which the migration 1s normally completed exist
in the library devices 30a and 305 of the main center 1.

Back to the explanation on FIG. 1, the host 20 then gives an
import istruction to the virtual tape device 10a of the sub-
center 2 (see (5) of FIG. 1). The virtual tape device 10a that
receives the import instruction imports the exported data
stored 1n the physical volume of the library device 30c of the
sub-center 2 to a logical volume (see (6) of FIG. 1).

After the import process, the virtual tape device 10a can-
cels allocation of the physical volume of the library device
30c (see (7) of FIG. 1), data in which has been imported. After

the import 1s completed, the virtual tape device 10a performs
a migration process ol the data imported and stored in the
logical volume to a physical volume of the library device 304
(see (8) of F1G. 1). The library device 304 1s different from the
library device 30¢ to which the data 1s exported. Even when 1t
1s difficult for the virtual tape device 10 of the main center 1
to perform restoration, the sub-center 2 can keep the data in
the library device 304 as 1t 1s at the time when the migration
process 1s completed. Therefore the virtual tape device 10a of
the sub-center 2 can perform a recovery process.




US 9,032,144 B2

S

Thus, as can bee understood from the main features
described above, the virtual library system 100 can reduce
costs and time for transierring a library device and prevents a
data loss.

Configuration of Virtual Library System

The configuration of the virtual library system 100 illus-

trated 1n FIG. 1 1s explained with reference to FIG. 2. FIG. 2
1s a block diagram 1illustrating the configuration of the virtual
library system 100 according to the first embodiment.

As 1llustrated 1n FI1G. 2, the virtual library system 100 has
a redundant configuration including the main center 1 and the
sub-center 2. The main center 1 includes the virtual tape
device 10, the host 20, and the library devices 30a and 305,
whereas the sub-center 2 includes the virtual tape device 10a,
the host 20a, and the library devices 30¢ and 30d. The virtual
tape device 10 of the main center 1 1s connected to the library
device 30c¢ ofthe sub-center 2 via the network, and the host 20
of the main center 1 1s connected to the virtual tape device 10a
ol the sub-center 2 via the network.

The host 20 1s connected to the virtual tape device 10 via a
network such as a LAN and gives the virtual tape device a
request for writing data, an export instruction, and an import
instruction as a backup process. The library devices 30a, 305,
30c¢, and 304 respectively include robots 31a, 315, 31c¢, and
31d that respectively load backup tapes 33a, 335, 33¢, and
33d, and drives 32a, 325, 32¢, and 32d that write data. The
library devices 30a to 304 are connected to one or both of the
virtual tape devices 10 and 10a via a bus or the like.

Configuration of Virtual Tape Device

A configuration of the virtual tape device 10 1llustrated 1n
FIG. 1 1s explained below with reference to FI1G. 3. FIG. 3 1s
a block diagram illustrating the configuration of the virtual
tape device 10 according to the first embodiment. As illus-
trated in FIG. 3, the virtual tape device 10 includes a virtual
library processor (VLP) server 11, a physical library proces-
sor (PLP) server 12, an integrated channel processor (1CP)
server 13, an integrated device processor (IDP) server 14, and
a RAID cache 15. The virtual tape device 10 1s connected to
the host 20 and the library device 30 via the network. The
virtual tape device 10 of the main center 1 1s connected to the
library device 30 of the sub-center 2 via the network. The
process of each unit 1s explained below.

The RAID cache 15 includes a logical volume as a memory
area, includes a disk device, uses the disk device as a primary
cache to enable a quick response to the host 20.

The VLP server 11 1s connected to the host 20 via a net-
work, and recetves a request such as a mounting request from
the host 20. Thereatter, the VLP server 11 1ssues requests for
controlling the logical volume or the logical drive to the ICP
server 13 as required and issues requests for controlling the
physical tape or the physical drive to the IDP server 14. The
VLP server 11 includes a migration processing unit 11a, an
export processing umt 115, an import processing unmt 1lc,
and a volume storage unit 114 as units that are particularly
related closely to the present invention.

In response to an 1nstruction from the VLP server 11, the
PLP server 12 controls the robot 31 of the library device 30 to
mount the physical volume on the drive 32 or unmount the
physical volume from the drive 32 in the library device 30.

The ICP server 13 mounts a channel interface card. The
ICP server 13 1s connected to the host 20 via an FC link or an
OC link. The ICP server 13 reads or writes LV data on the
cache 1n response to a request from the host 20.

The IDP server 14 has a data path to the library device 30
and performs a process for storing in a library data stored 1n
the logical volume on the RAID cache 15 or restoring on the
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6

RAID cache 13 data read tfrom the tape by the import process
1in response to an instruction from the VLP server.

The volume storage unit 114 stores a physical volume
group and a logical volume group, which are used for export,
in association with each other. Specifically, as illustrated 1n
FIG. 4, the volume storage unit 114 stores the logical volume
group (LVG 1n FIG. 4) and the physical volume group (PVG
in FI1G. 4) 1n association with each other and further stores a
time at which a physical volume 1s registered 1n a PVG as a
time stamp. In the virtual tape device 10 of the main center, a
physical volume for export (the physical volume in the library
device 30¢ 1n the sub-center 2 1n the example of FIG. 1) 1s
stored as a physical volume.

The migration processing unit 11a controls the migration
process Ior storing, 1n the physical volume of the library
device 30 belonging to the own virtual tape device 10, data
stored 1n the logical volume. Specifically, once data 1s written
in the logical volume, the migration processing unit 11a auto-
matically performs the migration process on the logical vol-
ume not 1 synchronization with the host access. In the sub-
center 2, alter the import processing umt 11¢ performs the
import process and cancels the allocation of the physical
volume subjected to the import process, the migration pro-
cessing unit 11a performs the migration process on the logi-
cal volume.

In the main center 1, when the number of logical volumes
changed by completing the migration process reaches or
exceeds a predetermined number, the export processing unit
l1b exports the stored data to the physical volume of the library
device 30c ofthe sub-center 2 via the network. In other words,
the export processing unit 115 automatically extracts alogical
volume on which the migration process 1s completed at a
predetermined time interval, and determines whether the
number of logical volumes that belong to an arbitrary LVG
and updated after a specified date or after the latest date of
migration execution stored in hardware reaches a specified
threshold or a predetermined threshold corresponding to a
type of a back-end drive. If the number of the logical volumes
exceeds the threshold, the export processing unit 115 exports
the data stored in the logical volume, which 1s an export
subject, via the network to the physical volume of the library
device of the sub-center.

Specifically, when the export processing unit 115 in the
main center 1 recerves an export instruction and designation
of an exporttarget, 1.e., a physical volume in the library device
30c of the sub-center 2, the export processing unit 115 per-
forms the export process to export data in the logical volume
to the library device 30c¢ of the sub-center 2.

The physical volume specified by the host 20 1s the physi-
cal volume for export that 1s stored 1n the volume storage unit
114, and has the oldest time stamp. Physical volumes are
specified 1n rotation to reduce the wear of the backup tape.

After the export process 1s completed, the export process-
ing unit 115 cancels the allocation of the physical volume
which 1s an export target, from the volume storage unit 114
and notifies the host 20 of the completion of the export pro-
CEesS.

In the sub-center 2, the import processing unit 11¢ imports,
to the logical volume, the data exported from the main center
1 and stored in the physical volume of the library device 30c¢
of the sub-center 2. Specifically, when the import processing
unit 11c¢ receives an import mstruction from the host 20, the
import processing unit 11¢ registers the allocation of a physi-
cal volume, for which the import process is to be performed,
and performs the import process to import the physical vol-
ume, which 1s an import subject, to the logical volume in the
RAID cache 15. In the sub-center 2, after the import process,
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the import processing unit 11¢ cancels the allocation of the
physical volume of the library device 30¢, which 1s the import
process subject.

The import processing unit 11¢ of the sub-center 2 notifies
the host 20 of the main center 1 of the completion of the
import process. When the virtual tape device 10 in the main
center 1 recerves a notification of the completion of the import
process from the host 20, the export processing umt 115
re-registers the allocation of the physical volume of the
library device 30c¢, which 1s an export process subject, 1n the
volume storage unmit 114. When the physical volume 1s re-
registered, a time stamp 1s newly provided.

Process by Virtual Library System

The wvirtual library system 100 according to the first
embodiment 1s explained below with reference to FIG. 5.
FIG. 5 1s a flowchart of the tlow of a process performed by the
virtual library system 100 according to the first embodiment.

As 1llustrated in FIG. 3, 1n the virtual tape device 10, data
1s written 1n the logical volume (step S101). After completion
of data writing in the logical volume, the virtual tape device
10 notifies the host 20 of the completion of the data writing
and then automatically performs the process of migration of
the logical volume not 1n synchronization with a host access
(step S102). In synchronization with the process of migration
to the library device of the main center, the virtual tape device
10 extracts the changed logical volume at an arbitrary interval
to monitor the number of changed logical volumes (step
S103).

Subsequently, after the virtual tape device 10 confirms that
the number of changed logical volumes reaches or exceeds
the threshold, the host 20 gives an export 1nstruction to the
virtual tape device 10 (step S104) and the virtual tape device
10 performs the export process to export the changed logical
volumes of the main center 1, which 1s an export subject, to
the logical volume of the library device 30c¢ of the sub-center
2 (step S105). After the completion of the export process, the
virtual tape device 10 cancels the allocation of the physical
volume, which 1s an export process subject (step S106), and
notifies the host 20 of the end of the export process (step
S107).

Thereafter, the host 20 gives an import instruction to the
virtual tape device 10q of the sub-center 2 (step S108). Upon
receiving the import 1nstruction, the virtual tape device 10a
registers the allocation of the physical volume, which 1s an
import subject (step S109), and performs the import process
to import from the physical volume, which 1s an import pro-
cess subject, to the logical volume of the virtual tape device
10a (step S110).

After the import process, the virtual tape device 10a can-
cels allocation of the physical volume of the library device
30¢, which 1s the import process subject (step S111).

Subsequently, the virtual tape device 10a notifies the host
20 of the main center 1 of the end of the import process (step
S112). The host 20 of the main center 1, which has received
the notification, notifies the virtual tape device 10 of the end
of the import process, and the virtual tape device 10 re-
registers the physical volume of the library device 30c¢, which
1s the export process target, 1n the PV G used for export (step
S113). In the sub-center, migration of the logical volume 1s
performed (step S114).

Effect of First Example

As described above, 1n the virtual library system 100,
because the virtual tape device of the main center performs
export to the physical volume of the library device of the
sub-center via the network, export 1s performed without
transierring a library device. This prevents a loss of data that
1s retained from the time when the export process 1s per-

5

10

15

20

25

30

35

40

45

50

55

60

65

8

formed up to the time when a disaster occurs in the main
center, and reduces costs and time for transferring a library
device.

In the first embodiment, 1n the virtual library system 100,
aiter the virtual tape device of the main center completes the
migration, the virtual library system 100 exports the data
stored 1n the logical volume to the physical volume of the
library device of the sub-center. Therefore, even 1f an accident
occurs 1n the virtual tape device of the main center and the
process for export to the library device of the sub-center 1s not
completed normally, there 1s a tape medium to which data
migration 1s normally finished in the library device of the
main center. This enables the main center to restore the state
betore the accident occurs to prevent a data loss.

In the first embodiment, even 1 restoration 1s difficult 1n the
virtual tape device of the main center, the sub-center retains
the data at the time when the migration process 1s completed.
This enables a recovery process in the virtual tape device of

the sub-center.
[b] Second Embodiment

The embodiment of the present invention 1s explained
above. The present invention may be carried out 1n various
different embodiments other than the above-described
embodiment. Other embodiments of the present invention are
explained below as a second embodiment.

Among the processes explained 1n the above embodiment,
the process that 1s explained as one automatically performed
may be performed manually entirely or partly. Alternatively,
the process explained as one performed manually may be
performed automatically entirely or partly with a known
method. In addition, the process procedures, the control pro-
cedures, the specific names, and information mcluding vari-
ous types of data and parameters may be arbitrarily changed
except for specified cases.

Each element of each device i1s functional and schematic
and thus 1s not required to be physically configured as 1llus-
trated in the drawings. In other words, specific modes of
dispersion or integration of the devices are not limited to
those 1llustrated 1n the drawings. The devices may be config-
ured 1n a way that they are entirely or partly dispersed or
integrated functionally or physically based on an arbitrary
unmt depending on each type of load or use. Furthermore, the
processing functions performed by the devices may be
entirely or arbitrarily partly implemented by a CPU or a
program that 1s analyzed and executed by the CPU, or may be
implemented as wired logic hardware.

The wvirtual tape controlling method explained as the
embodiment may be achieved by executing a prepared pro-
gram on a computer such as a personal computer or a work
station. The program may be distributed via a network such as
the Internet. The program may be recorded in a computer-
readable recording medium, such as a hard disk, a flexible
disk (FD), a CD-ROM, an MO, and a DVD, and may be read
from such a recording medium by a computer.

All examples and conditional language recited herein are
intended for pedagogical purposes to aid the reader 1n under-
standing the invention and the concepts contributed by the
inventor to furthering the art, and are to be construed as being
without limitation to such specifically recited examples and
conditions, nor does the organization of such examples in the
specification relate to a showing of the superiority and infe-
riority of the invention. Although the embodiments of the
present invention have been described 1n detail, it should be
understood that the various changes, substitutions, and alter-
ations could be made hereto without departing from the spirit
and scope of the 1nvention.
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What 1s claimed 1s:
1. A virtual tape device arranged 1n a main center compris-

ng:

a logical volume that stores data received from a host

10

the logical volume of the first virtual tape device to a
physical volume of a library device in the main center,
data in the logical volume of the virtual tape device of the
sub center being synchronized with data in the logical

computer, the logical volume being coupled to a first 5 volume of the first virtual tape device; and
library device arranged 1n the main center and the logical a migration unit that performs a migration process which
volume also being coupled, via a network, to a second stores the data stored in the logical volume of the virtual
library device, the second library device being arranged tape device of the sub center in the importing, in a
in a sub center and coupled to a second virtual tape physical volume of the third library device which 1s
device arranged 1n the sub center, the received data syn- 10 coupled to the virtual tape device of the sub center but
chronized between the logical volume of the virtual tape not directly to the first virtual tape device of the main
device arranged in the main center and a logical volume center,
of the second virtual tape device; the import unit notifies a host computer coupled to the first
a migration unit that performs a migration process which virtual tape device of the main center of a completion of
stores the data stored 1n the logical volume of the virtual 15 the importing.
tape device 1n the main center, 1n a physical volume of 5. A virtual library system comprising;:
the first library device; a first virtual tape device that 1s arranged 1n a main center
an export unit that exports, when receiving an export and that 1s coupled to a first library device arranged in the
instruction and designation of a physical volume of the main center and also coupled via a network to a second
second library device 1n the sub center from the host 20 library device; and
computer, the data stored in the logical volume of the a second virtual tape device that 1s arranged in the sub
virtual tape device 1n the main center, on which the center and that 1s coupled to the second library device
migration process 1s completed by the migration unit, to arranged 1n the sub center, wherein
the physical volume of the second library device via the the first virtual tape device includes
network, so as to import the data exported 1n the second 25  a logical volume that stores data received from a host
library device to the logical volume of the second virtual computer, the logical volume being coupled to the first
tape device for synchronization, and library device and the logical volume also being
a volume storage unit that stores correspondence between coupled, via the network, to the second library device for
the physical volume of the second library device and the storing data recetved from the host computer, the
logical volume of the virtual tape device of the main 30 received data being synchronized between the logical
center, volume of the first virtual tape device and a logical
wherein the export unit cancels allocation of the physical volume of the second virtual tape device;
volume from the volume storage unit after finishing a migration unit that performs a migration process which
exporting the logical volume to the physical volume of stores the data stored 1n the logical volume of the first
the second library device, and notifies the host computer 35 virtual tape device, 1n a physical volume of the first
ol a completion of the exporting. library device; and
2. The virtual tape device according to claim 1, wherein an export unit that exports, when receiving an export
the export unit automatically extracts the loglcal volume on instruction and designation of a physical volume of the
which the migration process 1s completed by the migra- second library device in the subs center from the host
tion unit, determines whether the number of extracted 40 computer, the data stored in the logical volume of the
logical volumes exceeds a predetermined threshold or first virtual tape device, on which the migration process
not, and when the number exceeds the predetermined 1s completed by the migration unit, to the physical vol-
threshold, exports the data stored in the logical volume ume of the second library device via the network, so as to
to the physical volume of the second library device. import the data exported 1n the second library device to
3. The virtual tape device according to claim 1, wherein, 45 the logical volume of the second virtual tape device for

synchronization, and

a volume storage unit that stores correspondence between
the physical volume of the second library device and the
logical volume of the virtual tape device of the main
center,

wherein the export unit cancels allocation of the physical

upon reception of a notification of completion of an import
process from the second virtual tape device, the physical
volume 1n the second library device, for which the notified,
completed import process 1s performed to move the data to a
logical volume of the second virtual tape device, 1s registered 50
in the volume storage unit.

4. A virtual tape device of a sub center comprising:
a logical volume that stores data, that 1s coupled to a second
library device and a third library device arranged 1n the

volume from the volume storage unit after finishing
exporting the logical volume to the physical volume of
the second library device, and notifies the host computer

sub center; 55 of a completion of the exporting.

an 1mport umt that registers, when receiving an import 6. The virtual library system according to claim 3, wherein
instruction from a host computer coupled to a first vir- the logical volume of the second virtual tape device stores
tual tape device of a main center, an allocation of a data, and 1s coupled to the second library device and a
physical volume of the second library device for which third library device arranged 1n the sub center;
an 1mport 1s to be performed, imports data exported to 60  the second virtual tape device further includes
the physical volume of the second library device to the an 1mport umt that registers, when recerving an 1mport
logical volume of the virtual tape device of the sub istruction from a host computer coupled to a first vir-
center, and cancels the allocation of the physical volume tual tape device of a main center, an allocation of a
of the second library device aiter the import, the data 1n physical volume of the second library device for which
the physical volume of the second library device being 65 an 1mport 1s to be performed, imports the data exported

exported from a logical volume of the first virtual tape
device of the main center after the data 1s migrated from

to the physical volume of the second library device via
the network by the export unit to the logical volume of
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the second virtual tape device, and cancels the allocation
of the physical volume of the second library device after
the import;

a migration unit that performs a migration process which
stores the data stored in the logical volume of the second
virtual tape device in the importing in a physical volume
ol the third library device which 1s coupled to the second
virtual tape device of the sub center but not directly to the
first virtual tape device of the main center,

the import unit, after completing the importing, notifies the
host computer of the first virtual library device of the
completion of the importing.

7. A virtual tape control method for controlling a first
virtual tape device and a second virtual device, the first virtual
device being arranged in a main center, coupled to a first
library device arranged in the main center and also coupled
via a network to a second library device, the second library
device being arranged 1n a sub center and coupled to the
second virtual tape device, the virtual tape control method
comprising:

storing data received from a host computer 1n a logical
volume of the first virtual tape device, the logical volume
of the first virtual tape device being coupled to the first
library device and coupled via the network to the second
library device for storing data receirved from the host
computer, the received data being synchronized
between the logical volume of the first virtual tape
device and a logical volume of the second virtual tape
device:

performing a migration process which stores the data
stored 1n the logical volume of the first virtual tape
device 1n a physical volume of the first library device;

extracting the data stored in the logical volume of the first
virtual tape device on which the migration process 1s
completed at the performing; and

exporting, when recerving an export istruction and desig-
nation of a physical volume of the second library device
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in the sub center from the host computer, the data
extracted 1n the extracting to the physical volume of the
second library device via the network, so as to import the
data exported in the second library device to the logical
volume of the second virtual tape device for synchroni-

zation, and

storing correspondence between the physical volume of
the second library device and the logical volume of the
first virtual tape device of the main center,

wherein the exporting further cancels allocation of the
physical volume from the volume storage unit after fin-
1shing exporting the logical volume to the physical vol-
ume of the second library device, and notifies the host
computer of a completion of the exporting.

8. The virtual tape control method according to claim 7,

turther comprising

registering, when receiving an import istruction from the
host computer, an allocation of a physical volume of the
second library device for which an import 1s to be per-
formed, importing the data exported to the physical vol-
ume of the second library device at the exporting to the
logical volume of the second virtual tape device, and
cancelling the allocation of the physical volume of the
second library device after the import, the logical vol-
ume of the second virtual tape device being coupled to
the second library device and a third library device
arranged 1n the sub center;

alter the importing 1s completed, performing a migration
process which stores the data stored in the logical vol-
ume of the second virtual tape device in the importing in
a physical volume of a third library device which 1is
coupled to the second virtual tape device but not directly
to the first virtual tape device; and

after the importing 1s completed, notifying the host com-
puter of the first virtual library device of the completion
of the importing.
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