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FI1G. 4

1) TASK HAVING RELATIVELY LARGE NUMBER
OF CHILD NODES

2) TASK HAVING RELATIVELY SMALL PREDICTION
INTERVAL UP TO CHILD NODE

3) MINIMIZE AVERAGE EXECUTION TIME OF ENTIRE NODES

4) MINIMIZE EXECUTION TIME OF NODE HAVING LONGEST
EXECUTION TIME ON PRECEDENCE GRAPH

5) OTHERS
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FIG. 7

START

ALLOCATE AT LEAST ONE TASK TO AT LEAST 710
ONE SERVER

EXECUTE EACH TASK THROUGH EACH SERVER 720

SELECT TASK CORRESPONDING TO PREDETERMINED
TASK SELECTION INFORMATION WHEN TASK
EXECUTION IS COMPLETED AND IDLE SERVER
| OCCURS IN AT LEAST ONE SERVER

730

SEPARATE SELECTED TASK INTO FIRST TASK

AND SECOND TASK 740

CONTROL FIRST TASK AND SECOND TASK

TO BE ALLOCATED TO EXISTING ALLOCATION 750
SERVER OF SELECTED TASK AND IDLE SERVER,

RESPECTIVELY

| PARALLEL-PROCESS FIRST TASK AND SECOND TASK |
THROUGH EXISTING ALLOCATION SERVER 760
AND IDLE SERVER, RESPECTIVELY

END
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FI1G. 8

START

COMBINE FIRST TASK AND SECOND TASK INTO 210
SINGLE TASK

ALLOCATE COMBINED SINGLE TASK TO EXISTING

ALLOCATION SERVER 520

ALLOCATE DIFFERENT TASKS TO IDLE SERVERS 330

PARALLEL-PROCLESS TASKS THROUGH IDLE SERVERS,

RESPECTIVELY 340

END
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APPARATUS AND METHOD FOR
PROCESSING TASK

CROSS-REFERENCE TO RELAT
APPLICATION

T
»

This application claims the priority benefit of Korean
Patent Application No. 10-2012-0110753, filed on Oct. 3,
2012, 1n the Korean Intellectual Property Oflice, the disclo-
sure of which 1s incorporated herein by reference.

BACKGROUND

1. Field of the Invention

Embodiments of the present invention relate to an appara-
tus and method for processing a large amount of data.

2. Description of the Related Art

To process a large amount of data, for example, weather
satellite image data, a distributed/parallel processing technol-
ogy that configures a cluster using a plurality of servers, and
enables the plurality of servers to simultaneously perform an
operation 1s required. In addition, to provide a method of
processing a large amount of data, a task may need to be
eificiently distributed to each server and be processed by
configuring a distributor i1n the case of using a server on a
cluster.

In general, a client may request the distributor to execute a
predetermined task. The task may wait 1n a waiting queue of
the distributor for load balancing and may be allocated to a
predetermined server and be executed based on a predeter-
mined order. When an already waiting task is present in the
waiting queue and an 1dle server 1s present, the waiting task
may be allocated to the 1dle server and be executed.

Even though a super computer may be generally used to
process a large amount of data, current development in the
distributed/parallel processing technology has achieved a
processing rate more than a processing rate of the super
computer by configuring and simultaneously driving PC clus-
ters. For example, Google 1s processing search queries using
millions or more of Linux-based PCs. Even a large cloud
service provider such as Amazon Corporation 1s providing a
computing service by configuring a large cluster.

In a transaction environment, such as a bank, that requires
frequent updating, deleting, and inserting data, a database
management system may be required.

In the case of mirequently and collectively processing
large bulk data, for example, in the case of constructing a
database of a large search engine, a new paradigm 1s required.
Google Corporation 1s using a MapReduce framework.
Hadoop 1s a new framework that has been developed 1n an
open source by copying the MapRduce framework of Google
Corporation. Hadoop 1s used for various applications since 1t
makes a MapReduce operation easy, for example, makes 1t
casy to generate an mnverted index table of webpages. How-
ever, the above schemes may be applicable only 1n a case 1n
which precedence between tasks 1s not considered and thus,
may inelliciently operate.

SUMMARY

According to an aspect of the present invention, there 1s
provided a task processing apparatus, including: an allocator
to allocate at least one task to at least one server; an executor
to execute each task through each server; a task selector to
select a task corresponding to predetermined task selection
information when a task execution 1s completed and an 1dle
server occurs 1n the at least one server; a separator to separate
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2

the selected task into a first task and a second task; and a
controller to control the first task and the second task to be

allocated to an existing allocation server of the selected task
and the 1dle server, respectively.

The controller may increase a parallelization level of the
first task and the second task compared to a parallelization
level of the selected task.

The task processing apparatus may further include a com-
biner to combine the first task and the second task into a single
task.

The allocator may allocate the combined single task to the
existing allocation server.

The controller may decrease a parallelization level of the
combined task compared to a parallelization level of the first
task and the second task.

The executor may parallel-process the first task and the
second task through the existing allocation server and the idle
server, respectively.

The task selection information may include rule informa-
tion used to select a task having a relatively large number of
child nodes from the at least one task.

The task selection information may include rule informa-
tion used to select a task having a relatively small prediction
interval up to a child node from the at least one task.

The task selection information may include rule informa-
tion used to minimize the average execution time of entire
nodes.

The task selection information may include rule informa-
tion used to minimize an execution time of a node having the
longest execution time.

According to another aspect of the present invention, there
1s provided a task processing method, including: allocating at
least one task to at least one server; executing each task
through each server; selecting a task corresponding to prede-
termined task selection information when a task execution 1s
completed and an 1dle server occurs 1n the at least one server;
separating the selected task into a first task and a second task;
and controlling the first task and the second task to be allo-
cated to an existing allocation server of the selected task and
the 1dle server, respectively.

BRIEF DESCRIPTION OF THE DRAWINGS

These and/or other aspects, features, and advantages of the
invention will become apparent and more readily appreciated
from the following description of exemplary embodiments,
taken 1n conjunction with the accompanying drawings of
which:

FIG. 1 1s a diagram 1llustrating a configuration of a system
capable of applying a task processing apparatus according to
an embodiment of the present invention;

FIG. 2 1s a block diagram 1llustrating a configuration of a
task processing apparatus according to an embodiment of the
present invention;

FIG. 3 1s an example of a precedence graph included 1n a
distributor of FIG. 1;

FIG. 4 1s a diagram illustrating an example of task selection
information according to an embodiment of the present
invention;

FIG. 5 1s a diagram 1llustrating an example of task parallel-
processing according to an embodiment of the present inven-
tion;

FIG. 6 1s a diagram 1illustrating an example of decreasing a
parallelization level of a task according to an embodiment of
the present invention;

FIG. 7 1s a flowchart illustrating a task processing method
according to an embodiment of the present invention; and
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FIG. 8 1s a flowchart illustrating a method of decreasing a
parallelization level of a task according to an embodiment.

DETAILED DESCRIPTION

Reference will now be made 1n detail to exemplary
embodiments of the present invention, examples of which are
illustrated 1n the accompanying drawings, wherein like ret-
erence numerals refer to the like elements throughout. Exem-
plary embodiments are described below to explain the present
invention by referring to the figures.

When it 1s determined detailed description related to a
related known function or configuration they may make the
purpose ol the present invention unnecessarily ambiguous in
describing the present invention, the detailed description will
be omitted here. Also, terminologies used herein are defined
to appropriately describe the exemplary embodiments of the
present invention and thus may be changed depending on a
user, the mtent of an operator, or a custom. Accordingly, the
terminologies must be defined based on the following overall
description of this specification.

According to an embodiment of the present mvention,
when a precedence graph of tasks 1s prescribed, a task pro-
cessing apparatus may allocate and process the tasks by
applying load balancing.

The precedence graph may prescribe an execution order
between tasks. The task processing apparatus may analyze
the precedence graph and then, may insert a task 1nto a wait-
ing queue based on a priority order and execute the task
through a server of a cluster.

FI1G. 1 1s a diagram 1illustrating a configuration of a system
capable of applying a task processing apparatus according to
an embodiment of the present invention.

Referring to FIG. 1, the task processing apparatus may
perform a load balancing scheme based on a precedence
graph. A plurality of users 110 may allocate a large amount of
data to a plurality of servers 130 through a distributor 120, and
may control the allocated data to be parallel-processed by the
plurality of servers 130.

FIG. 2 1s a block diagram 1llustrating a configuration of a
task processing apparatus according to an embodiment of the
present invention.

Referring to FIG. 2, the task processing apparatus may
include an allocator 210, an executor 220, a task selector 230,
a separator 240, a combiner 250, and a controller 260.

The allocator 210 may allocate at least one task to at least
one server. The executor 220 may execute each task through
cach server. The task selector 230 may select a task corre-
sponding to predetermined task selection information when a
task execution 1s completed and an 1dle server occurs 1n the at
least one server. The separator 240 may separate the selected
task 1nto a first task and a second task.

The controller 260 may control the first task and the second
task to be allocated to an existing allocation server of the
selected task and the i1dle server, respectively. Here, the con-
troller 260 may increase a parallelization level of the first task
and the second task compared to a parallelization level of the
selected task.

The combiner 250 may combine the first task and the
second task into a single task, and the allocator 210 may
allocate the combined single task to the existing allocation
server. Here, the controller 260 may decrease a parallelization
level of the combined task compared to the parallelization
level of the first task and the second task.

The executor 220 may parallel-process the first task and the
second task through the existing allocation server and the 1dle
server, respectively.
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Hereinatter, an example of processing large capacity of a
task by applying a load balancing scheme based on a prece-
dence graph will be described, but the present invention 1s not
limited thereto.

FIG. 3 1s an example of a precedence graph included 1n the
distributor 120 of FIG. 1.

Referring to FIG. 3, TASK 01, TASK 02, TASK 03,
TASK_04, and TASK_03 may correspond to tasks that do not
have an ancestor node on the precedence graph, and may be
immediately executed when an execution request 1s recerved
and an 1dle server 1s present.

Here, TASK_32 may be executed only when execution of
TASK 22 and TASK_14 1s completed. For example,
TASK 32 may be executed 1n a state in which execution of all
of TASK_22, TASK_11, TASK_13, TASK_ 14, TASK_01,
TASK_ 03, TASK_02, and TASK_03 1s completed.

It 1s assumed here that TASK 12, TASK 15, TASK 21,
TASK_ 31, and TASK_32 correspond to leat nodes that do not
affect other tasks, and execution times thereof are 5 minutes,
8 minutes, 6 minutes, 2 minutes, and 1 minutes, respectively.

Also, 1t 1s assumed that an execution time of a remaining
task corresponds to a number indicated by an arrow indicator.
For example, an execution time of TASK_11 1s ten minutes.

When 1t 1s assumed that TASK 01, TASK 02, TASK 03,
TASK 04, and TASK 05 are allocated to a cluster and are
simultaneously executed, the cluster may include a total of
five servers. The respective servers may be allocated with a
single task and thus, may simultaneously process five tasks.
Here, TASK_ 01, TASK_ 02, TASK_03, TASK_04, and
TASK_05 may be allocated to SERVER 1, SERVER 2,
SERVER 3, SERVER 4, and SERVER 5, respectively.

At point 1n time when three minutes 1s elapsed since start,
execution of TASK_ 05 1s completed, and TASK_01,
TASK 02, TASK 03, and TASK 04 are still in execution.
Theretore, at the above point 1n time, a single cluster server,
for example, server 3 may enter into an i1dle state. The task
processing apparatus may decrease a data processing time by
quickly allocating a task to the idle server.

For example, to use the 1dle server, the task processing
apparatus may parallelize a portion of TASK_01, TASK 02,
TASK_03, and TASK_04.

The task processing apparatus may perform programming,
of each task to be operated 1n a single server or multiple
servers, and may select a task to be parallelized by applying
various rules included 1n task selection information based on
a purpose.

FIG. 4 1s a diagram illustrating an example of task selection
information according to an embodiment of the present
invention;

Referring to FIG. 4, the task selection information may
include at least one of rule information used to select a task
having a relatively large number of child nodes from at least
one task, rule information used to select a task having a
relatively small prediction interval up to a child node from the
at least one task, rule information used to minimize the aver-
age execution time of entire nodes, and rule information used
to minimize an execution time of a node having the longest
execution time. The task processing apparatus may select a
task without applying the above rules.

Hereinaftter, a method of selecting a task by applying rules
1) and 2) of FIG. 4 will be described.

Referring to FIGS. 3 and 4, TASK_01 and TASK_03 may
have the maximum child nodes (=2). An execution time of
TASK 03 15 “6” minutes and thus, 1s smaller than an execu-
tion time, “7” minutes, of TASK_01. For example, the task
processing apparatus may select TASK_03 for task parallel-
processing.
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FIG. 5 1s a diagram 1llustrating an example of parallel-
processing tasks according to an embodiment of the present
invention.

Referring to FIG. 5, when a task execution 1s completed
and thus, an i1dle server occurs 1n at least one server, a task
processing apparatus may select a task corresponding to pre-
determined task selection information and may separate the
selected task into a first task and a second task.

The task processing apparatus may control the first task
and the second task to be allocated to an existing allocation
server of the selected task and the idle server, respectively,
and may increase a parallelization level of the first task and
the second task compared to a parallelization level of the
selected task.

For example, to use an 1dle server, the task processing
apparatus may perform parallel processing by separating
TASK_03 into TASK_03_1 and TASK_03_2, and by allocat-
ing TASK_03_1 and TASK 03_2 to SERVER 3 and
SERVER 5, respectively. Here, TASK_03 i1s parallelized to
two tasks and thus, a parallelization level of the above process
may be increased to “27.

Here, a predicted execution time of TASK_03 1s six min-
utes, but TASK_03 1s parallelized to two tasks, for example,
TASK_03_1and TASK_03_2 from a point in time when three
minutes 1s elapsed. Accordingly, when 1t 1s assumed that
overhead according to parallelization 1s absent, execution of
TASK 03 may be terminated at four minutes and 30 seconds.

Also, at a point 1n time when four minutes 1s elapsed,
execution of TASK 04 1s completed and TASK_15 and
TASK_ 16 may enter into an executable state. Accordingly,
four 1dle severs may occur. Here, depending on applications,
the task processing apparatus may immediately execute
TASK_15 and TASK_16, and may execute one task, for
example, TASK_15 and execute a remaining task, for
example, TASK_16 at four minutes 30 minutes when execu-
tion of TASK 03 1 and TASK 03 2 1s terminated.

According to an embodiment of the present invention, the
task processing apparatus may combine the first task and the
second task into a single task and may allocate the combined
single task to the existing allocation server. Here, the task
processing apparatus may decrease a parallelization level of
the combined task compared to a parallelization level of the
first task and the second task.

FIG. 6 1s a diagram 1llustrating an example of decreasing a
parallelization level of a task according to an embodiment of
the present invention.

Referring to FIG. 6, the task processing apparatus may
need to allocate two i1dle servers to drive TASK 15 and
TASK 16, but currently only single 1dle server, for example,
SERVER 4 1s present. Here, since TASK 03_1 and
TASK_03_2 are parallelized for using the idle server, for
example, SERVER 5, TASK_03_1 and TASK _increas03_2
may be combined into TASK_03 again as necessary. Here, a
parallelization level of TASK_ 03 may be decreased from *“2”
to “1”. TASK_15 and TASK_16 may be executed through
SERVER 4 and SERVER 5, respectively.

The task processing apparatus may enhance a data process-
ing rate by maximizing utilization of an idle server and by
maintaining a parallelization level to be suitable for each task.

Hereinafter, a task processing method according to an
embodiment of the present invention will be described.

FI1G. 7 1s a flowchart 1llustrating a task processing method
according to an embodiment of the present invention.

Referring to FIG. 7, a task processing apparatus may allo-
cate at least one task to at least one server in operation 710,
and may execute each task through each server in operation

720.
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The task processing apparatus may select a task corre-
sponding to predetermined task selection information when a
task execution 1s completed and an 1dle server occurs in the at
least one server, 1n operation 730, and may separate the
selected task into a first task and a second task 1n operation
740.

In operation 750, the task processing apparatus may con-
trol the first task and the second task to be allocated to an
existing allocation server of the selected task and the idle
server, respectively. In operation 760, the task processing
apparatus may parallel-process the first task and the second
task through the existing allocation server and the 1dle server,
respectively.

FIG. 8 1s a flowchart illustrating a method of decreasing a
parallelization level of a task according to an embodiment.

Referring to FIG. 8, a task processing apparatus may com-
bine the first task and the second task into a single task in
operation 810, and may allocate the combined single task to
the existing allocation server 1n operation 820.

The task processing apparatus may allocate different tasks
to 1dle servers 1n operation 830, and may parallel-process the
tasks through the 1dle servers, respectively, 1n operation 840.

According to an embodiment of the present invention, 1t 1s
possible to more efficiently allocate a task to a data processing
cluster node based on precedence graph information.

According to an embodiment of the present invention, 1t 1s
possible to enhance a data processing rate by minimizing idle
resources.

According to an embodiment of the present invention, 1t 1s
possible to decrease hardware purchase costs by reducing the
number of servers required for processing data.

According to an embodiment of the present invention, 1t 1s
possible to efficiently parallel-process large weather data
received from a stationary orbit weather satellite.

The above-described exemplary embodiments of the
present mvention may be recorded i computer-readable
media including program instructions to implement various
operations embodied by a computer. The media may also
include, alone or 1n combination with the program instruc-
tions, data files, data structures, and the like. Examples of
computer-readable media include magnetic media such as
hard disks, floppy disks, and magnetic tape; optical media
such as CD ROM disks and DVDs; magneto-optical media
such as floptical disks; and hardware devices that are spe-
cially configured to store and perform program instructions,
such as read-only memory (ROM), random access memory
(RAM), flash memory, and the like. Examples of program
instructions include both machine code, such as produced by
a compiler, and files containing higher level code that may be
executed by the computer using an interpreter. The described
hardware devices may be configured to act as one or more
software modules 1n order to perform the operations of the
above-described exemplary embodiments of the present
invention, or vice versa.

Although a few exemplary embodiments of the present
invention have been shown and described, the present mven-
tion 1s not limited to the described exemplary embodiments.
Instead, 1t would be appreciated by those skilled 1n the art that
changes may be made to these exemplary embodiments with-
out departing from the principles and spirit of the ivention,
the scope of which 1s defined by the claims and their equiva-
lents.

What 1s claimed 1s:

1. a task processing apparatus, comprising:

an allocator to allocate a plurality of tasks to a plurality of
servers, each task being allocated to a different server;
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an executor to execute the plurality of tasks through the
plurality of servers;

a task selector to select a task, which 1s allocated to an
existing allocation server from among the plurality of
servers, to be parallel processed by multiple servers
from among the plurality of servers, the task being
selected from among the plurality of tasks based on
predetermined task selection information when a task
execution 1s completed and an 1dle server occurs in the
plurality of servers, wherein the predetermined task
selection information to be parallelized comprises rule
information used to select a task having a relatively large
number of child nodes from the plurality of tasks and a
relatively small prediction interval up to a child node
from the plurality of tasks;

a separator to separate the selected task into a first task and
a second task applying a parallelization level of the first
task and second task;

a controller to control the first task to be allocated to the
existing allocation server and the second task to be allo-
cated to the 1dle server 1n order to parallel process the
first and second tasks; and

a combiner to combine the first task and the second task
into a single task, wherein the allocator allocates the
combined single task to the existing allocation server.

2. The task processing apparatus of claim 1, wherein the
controller decreases a parallelization level of the combined
task compared to a parallelization level of the first task and the
second task.

3. The task processing apparatus of claim 1, wherein the
executor parallel-processes the first task and the second task
through the existing allocation server and the idle server,
respectively.

4. The task processing apparatus of claim 1, wherein the
task selection information comprises rule information used to
mimmize the average execution time of entire nodes.

5. The task processing apparatus of claim 1, wherein the
task selection information comprises rule information used to
mimmize an execution time of a node having the longest
execution time.
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6. a task processing method, comprising:

allocating a plurality of tasks to a plurality of servers, each

task being allocated to a different server;
executing the plurality of tasks through the plurality of
Servers;

selecting a task, which 1s allocated to an existing allocation
server from among the plurality of servers, to be parallel
processed by multiple servers from among the plurality
of servers, the task being selected from among the plu-
rality of tasks based on predetermined task selection
information when a task execution 1s completed and an
idle server occurs 1n the plurality of servers, wherein the
predetermined task selection information to be parallel-
1zed comprises rule imnformation used to select a task
having a relatively large number of child nodes from the
plurality of tasks and a relatively small prediction inter-
val up to a child node from the plurality of tasks;

separating the selected task into a first task and a second
task applying a parallelization level of the first task and
second task;

controlling the first task to be allocated to the existing

allocation server and the second task to be allocated to
the 1dle server i order to parallel process the first and
second tasks; and

combining the first task and the second task 1nto a single

task, wherein the allocator allocates the combined single
task to the existing allocation server.

7. The method of claim 6, further comprising:

decreasing a parallelization level of the combined task

compared to a parallelization level of the first task and
the second task.

8. The method of claim 6, further comprising:

parallel-processing the first task and the second task

through the existing allocation server and the idle server,
respectively.

9. The method of claim 6, wherein the task selection infor-
mation comprises rule information used to minimize the aver-
age execution time of entire nodes.

10. The method of claim 6, wherein the task selection
information comprises rule information used to minimize an

execution time of a node having the longest execution time.

G ex x = e



	Front Page
	Drawings
	Specification
	Claims

