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IMAGE RECTIFICATION USING
SPARSELY-DISTRIBUTED LOCAL
FEATURES

CROSS-REFERENCE TO RELATED
APPLICATIONS

Reference 1s made to commonly assigned, co-pending U.S.
patent application Ser. No. 13/681,472, entitled: “Image rec-
tification using an orientation vector field”, by Wu et al.; and

to commonly assigned, co-pending U.S. patent application
Ser. No. 13/681,488, now U.S. Pat. No. 8,787,695, entitled:
“Image rectification using text line tracks™, by Wu et al., each

of which 1s incorporated herein by reference.

FIELD OF THE INVENTION

This 1invention pertains to the field of digital imaging and
more particularly to a method for rectifying images having,
warped textual information.

BACKGROUND OF THE INVENTION

Documents are frequently digitized using a digital scanner,
such as a flat bed scanner. The scanned documents can be
printed or stored for later viewing, or can be processed with an
optical character recognition method to extract textual infor-
mation. Good quality results can typically be obtained for
original documents that are flat, but problems can occur for
pages which do not lie flat on the scanner platen. For example,
if a page from a book or a magazine 1s scanned, the page will
generally be curved near the bound edge. The curvature of the
document page can result in a geometric distortion of the
scanned 1mage where 1mage content that should have been
horizontal (e.g., lines of text) may be reproduced as curved
lines.

Digital cameras are increasingly being used to digitize
documents. For example, a user may capture an image of a
document (e.g., a page of a book) using an application on a
camera phone. The problem of introducing geometric distor-
tions due to curvature of the original document can be quite
severe 1n many cases due to the fact that the document and
camera positions have fewer constraints. These geometric
distortions will frequently cause horizontal features (e.g.,
lines of text) in the original document to be reproduced as
warped curves. Therefore, there 1s a need for 1image rectifica-
tion methods that can be used to process digital images con-
taining warped textual lines.

Liang et al., 1n an article entitled “Flattening curved docu-
ments 1n 1mages” (Proc. IEEE Computer Society Conference
on Computer Vision and Pattern Recognition, Vol. 2, pp.
338-345, 2003), have described a method for correcting dis-
tortion 1 a document 1mage including page warping. The
method mvolves modeling the page surface as a developable
surface and exploits the parallelism and equal line spacing
properties of printed textual content. Local texture tlow direc-
tions are determined based on dividing the 1mage 1nto small
blocks and performing projection profile analysis. The
method 1s computationally complex and requires a relatively
dense distribution of textual features to enable the determi-
nation of texture flow directions throughout the document.

Shafait et al., 1n an article entitled “Document image dew-
arping contest” (2nd International Workshop on Camera-
Based Document Analysis and Recognition, pp. 181-188,
2007), compare a number of different methods for dewarping
a document 1image. A first method involves constructing an
outer skeleton for text regions using Bezier curves. An image
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2

deformation 1s determined to warp the image based on the
determined Bezier curves. A second method involves detect-

ing words, and linking consecutive words to define text lines.
Upper and lower baselines are calculated for each word, and
transformation factors are determined to rotate and shift the
words accordingly. A third method uses a coordinate trans-
form model and document rectification process for book dew-
arping. The assumption 1s made that the book surface 1s a
cylinder and a transformation function i1s formed based on
straight lines representing the leit and right boundaries of the
page and curved lines representing the top and bottom bound-
aries of the page.

Gatos et al., 1n an article enfitled “Segmentation based
recovery of arbitrarily warped document images” (Proc. Int.
Cont. on Document Analysis and Recognition, pp. 989-993,
2007), disclose a segmentation-based method for dewarping
document 1mages. A horizontal smoothing operation 1s per-
formed based on a determined average character height.
Words are then identified by detecting connected compo-
nents. Upper and lower boundaries of the identified words are
then determined and used to rotate and translate the words to
form a de-warped image. The method relies on accurate deter-
mination of the orientation of the first word on each text line,
which guides the alignment of the entire text line.

Tian et al., in an article entitled “Rectification and 3D
reconstruction of curved document images” (Proc. IEEE
Computer Society Conference on Computer Vision and Pat-
tern Recognition, pp. 377-384, 2011) describe a method for
rectifying images of curved documents. The method involves
tracing text lines using a self-similarity measure. Text orien-
tation 1s estimated using local stroke statistics. Two-dimen-
sional warping 1s used to make the text lines horizontal and
the text orientation vertical. The process of tracing the text
lines 1s computationally mtensive and 1s sensitive to the size
of the searching neighborhood. It 1s not adapted to handle
extended regions that do not contain text lines.

U.S. Patent Application Publication 2010/0073735 to Hunt
et al., enfitled “Camera-based document imaging,” describes
a method to extract textual information from a warped docu-
ment 1mage. The method includes detecting typographical
features indicating the orientation of text, and fitting curves to
the text lines. A grid of quadrilaterals are constructed using
vectors that are parallel to the text lines and vectors that are
parallel to the direction of the vertical stroke lines. The docu-
ment 15 dewarped by stretching the image so that the vectors
become orthogonal, and the dewarped document 1s processed
using optical character recognition. The method relies on the
accurate 1dentification of each text line.

In general, methods using a physical deformation model to
rectily the deformed document image lack the flexibility to
handle various deformations in different situations. Most of
the methods that estimate the deformation directly from the
deformed textual information heavily rely on the accurate
identification of long text lines, which limaits their application
to documents of different types that may contain large areas
without long text lines. There remains a need for areliable and
eificient method to rectily images of documents having a
wide variety of deformations and may or may not include
long warped textual lines.

SUMMARY OF THE INVENTION

The present invention represents a method for rectifying an
input digital image including warped textual information, the
method 1implemented at least 1n part by a data processing
system and comprising:

recerving the mput digital image;
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analyzing the input digital image to locate a plurality of
local features, at least some of the local features including
textual features:

locating a sparse set of local image regions corresponding,
to reliable combinations of spatially-consecutive local fea-
tures;

determining local orientations of the identified local image
regions;

forming a global deformation function by interpolating
between the determined local orientations:

forming a rectified 1image by rectifying the mput digital
image responsive to the global deformation function; and

storing the rectified 1mage in a processor-accessible
memory.

This invention represents a robust and efficient method for
rectifying images of documents captured using a digital cam-
era that have warped textual information to produce
de-warped documents.

This invention has the advantage that 1t 1s insensitive to the
content of the document and does not require that individual
lines of text in the document be 1dentified.

It has the additional advantage that 1t 1s capable of process-
ing text documents having sparsely distributed textual fea-
tures, and documents that do not contained long text lines.

It has the further advantage that 1t 1s not necessary to make

any assumptions about the shape of the document deforma-
tions.

BRIEF DESCRIPTION OF THE DRAWINGS

FI1G. 1 1s a high-level diagram showing the components of
a system for performing the present invention;

FI1G. 2 1s a flow diagram of a method for forming a rectified
image 1n accordance with an exemplary embodiment;

FIG. 3A shows an exemplary input image including
warped textual information;

FIG. 3B shows an exemplary edge image 1llustrating local
features:

FIG. 3C shows an exemplary image illustrating spatially-
consecutive local features;

FIG. 3D shows an exemplary image 1illustrating feature
cllipses corresponding to the spatially-consecutive local fea-
tures of FIG. 3C;

FIG. 3E shows an exemplary image 1llustrating local fea-
ture orientation vectors determined for a set of reliable feature
cllipses;

FIG. 3F shows an exemplary image 1llustrating a dense
orientation vector field:;

FIG. 3G shows an exemplary image illustrating a set of
streamlines;

FI1G. 3H shows the streamlines of FIG. 3G overlaid on the
input 1image of FIG. 3A;

FIG. 31 shows an exemplary rectified image determined in
accordance with an embodiment of the present invention;

FI1G. 4 1s a flow diagram showing additional details of the
determine local textual features orientations step 1in FIG. 2 1n
accordance with an exemplary embodiment;

FIG. 5 1s a flow diagram showing additional details of the
form global deformation function step in FIG. 2 1n accor-
dance with an exemplary embodiment;

FIG. 6 1s a diagram 1llustrating the determination of a
global deformation function from a set of streamlines;

FI1G. 7 1s a flow diagram of a method for forming a rectified
image 1n accordance with an alternate embodiment;

FIG. 8A shows an exemplary input image including
warped textual information;
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FIG. 8B shows an exemplary filtered image determined
using a multi-oriented-Gaussian filter;

FIG. 8C shows an exemplary edge traces image;

FIG. 8D shows an exemplary cleaned edge traces image
where spurious edge traces have been removed;

FIG. 8E shows an exemplary image 1illustrating a set of
streamlines:

FIG. 8F shows the streamlines of FIG. 8E overlaid on the
input 1mage of FIG. 8A;

FIG. 8G shows an exemplary rectified image determined 1n
accordance with the method of FIG. 7;

FIG. 9 1s a flow diagram showing additional details of the
determine text line traces step 1n FIG. 7 1n accordance with an
exemplary embodiment; and

FIG. 10 1s a flow diagram showing additional details of the
form global deformation function step in FIG. 7 in accor-
dance with an exemplary embodiment.

It 1s to be understood that the attached drawings are for
purposes of 1llustrating the concepts of the invention and may
not be to scale.

DETAILED DESCRIPTION OF THE INVENTION

In the following description, some embodiments of the
present mnvention will be described 1n terms that would ordi-
narily be implemented as software programs. Those skilled in
the art will readily recognize that the equivalent of such
soltware may also be constructed in hardware. Because
image manipulation algorithms and systems are well known,
the present description will be directed 1n particular to algo-
rithms and systems forming part of, or cooperating more
directly with, the method in accordance with the present
invention. Other aspects of such algorithms and systems,
together with hardware and software for producing and oth-
erwise processing the image signals involved therewith, not
specifically shown or described herein may be selected from
such systems, algorithms, components, and elements known
in the art. Given the system as described according to the
invention in the following, software not specifically shown,
suggested, or described herein that 1s useful for implementa-
tion of the mvention 1s conventional and within the ordinary
skill 1n such arts.

The 1nvention 1s inclusive of combinations of the embodi-
ments described herein. References to “a particular embodi-
ment” and the like refer to features that are present 1n at least
one embodiment of the invention. Separate references to “an
embodiment” or “particular embodiments™ or the like do not
necessarily refer to the same embodiment or embodiments;
however, such embodiments are not mutually exclusive,
unless so indicated or as are readily apparent to one of skill in
the art. The use of singular or plural in referring to the
“method” or “methods™ and the like 1s not limiting. It should
be noted that, unless otherwise explicitly noted or required by
context, the word “or” 1s used 1n this disclosure 1n a non-
exclusive sense.

FIG. 1 1s a high-level diagram showing the components of
a system for rectilying a digital image according to an
embodiment of the present invention. The system includes a
data processing system 110, a peripheral system 120, a user
interface system 130, and a data storage system 140. The
peripheral system 120, the user iterface system 130 and the
data storage system 140 are commumicatively connected to
the data processing system 110.

The data processing system 110 includes one or more data
processing devices that implement the processes of the vari-
ous embodiments of the present invention, including the
example processes described herein. The phrases “data pro-
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cessing device” or “data processor’” are mtended to include
any data processing device, such as a central processing unit
(“CPU”), a desktop computer, a laptop computer, a main-
frame computer, a personal digital assistant, a Blackberry™,
a digital camera, cellular phone, or any other device for pro-
cessing data, managing data, or handling data, whether imple-
mented with electrical, magnetic, optical, biological compo-
nents, or otherwise.

The data storage system 140 includes one or more proces-
sor-accessible memories configured to store information,
including the information needed to execute the processes of
the various embodiments of the present invention, including,
the example processes described herein. The data storage
system 140 may be a distributed processor-accessible
memory system including multiple processor-accessible
memories communicatively connected to the data processing,
system 110 via a plurality of computers or devices. On the
other hand, the data storage system 140 need not be a distrib-
uted processor-accessible memory system and, consequently,
may 1nclude one or more processor-accessible memories
located within a single data processor or device.

The phrase “processor-accessible memory” 1s intended to
include any processor-accessible data storage device,
whether volatile or nonvolatile, electronic, magnetic, optical,
or otherwise, including but not limited to, registers, floppy
disks, hard disks, Compact Discs, DVDs, flash memories,
ROMs, and RAMs.

The phrase “communicatively connected” 1s imntended to
include any type of connection, whether wired or wireless,
between devices, data processors, or programs 1n which data
may be communicated. The phrase “communicatively con-
nected” 1s intended to 1include a connection between devices
or programs within a single data processor, a connection
between devices or programs located 1n different data proces-
sors, and a connection between devices not located 1n data
processors at all. In this regard, although the data storage
system 140 1s shown separately from the data processing
system 110, one skilled 1n the art will appreciate that the data
storage system 140 may be stored completely or partially
within the data processing system 110. Further 1n this regard,
although the peripheral system 120 and the user interface
system 130 are shown separately from the data processing
system 110, one skilled 1n the art will appreciate that one or
both of such systems may be stored completely or partially
within the data processing system 110.

The peripheral system 120 may include one or more
devices configured to provide digital content records to the
data processing system 110. For example, the peripheral sys-
tem 120 may include digital still cameras, digital video cam-
eras, cellular phones, or other data processors. The data pro-
cessing system 110, upon receipt of digital content records
from a device 1n the peripheral system 120, may store such
digital content records 1n the data storage system 140.

The user interface system 130 may include a mouse, a
keyboard, another computer, or any device or combination of
devices from which data 1s input to the data processing system
110. In this regard, although the peripheral system 120 1s
shown separately from the user interface system 130, the
peripheral system 120 may be included as part of the user
interface system 130.

The user interface system 130 also may include a display
device, a processor-accessible memory, or any device or com-
bination of devices to which data 1s output by the data pro-
cessing system 110. In this regard, 11 the user interface system
130 includes a processor-accessible memory, such memory
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may be part of the data storage system 140 even though the
user interface system 130 and the data storage system 140 are
shown separately 1n FIG. 1.

The present invention will now be described with reference
to FI1G. 2. The mput to the process 1s an input image 200 that
includes warped textual information. The mmput 1image 200
can be, for example, an 1image of a document containing text
(e.g., apage of a book, magazine or newspaper) captured with
a digital camera (e.g., a digital st1ll camera or a camera phone)
or a digital scanner. Often, such images contain geometrical
distortions due to curvature of the page being digitized (e.g.,
due to the book binding or due to the document lying on a
non-flat surface), as well as optical distortion of the lens (e.g.,
pincushion or barrel distortion). As a result, any linear fea-
tures 1n the document (e.g., lines of text or table borders) will
be warped (e.g., curved or angled). FIG. 3A shows an
example of an mput 1mage 200 corresponding to an 1mage of
a page of a book captured using a camera phone. The 1mput
image 200 contains warped textual information 300 where
lines of text that occurred as horizontal lines 1n the original
document (1.e., book page) are reproduced as warped curves
due to geometrical distortion. In this example, most of the
geometrical distortion results from the book page being
curved at the time that the image was captured due to the
binding of the book.

Returning to a discussion of FIG. 2, a determine local
feature orientations step 205 1s used to analyze the input
image 200 to determine local feature orientations 210 for
various local features 1n the input image 200. In a preferred
embodiment, the local features include textual features.
Within the context of the present disclosure, textual features
can be defined to include textual characters, portions of tex-
tual characters or groups ol connected textual characters,
where textual characters can include letters, numbers and
other symbols. In some cases, the local features can also
include other types of features such as table borders or other
types of graphical elements. The present invention takes
advantage of the fact that many such local features have a
horizontal orientation 1n the original document. Therefore,
determining the local feature orientations 210 provides
important imformation about the geometrical distortions
introduced during the image capture process.

The determine local feature orientations step 205 can deter-
mine the local feature orientations 210 using a variety of
different methods. In an exemplary embodiment, the local
feature orientations 210 are determined using the method
shown 1n FI1G. 4. First, a locate local features step 400 1s used
to analyze the input image 200 to identily local features 405.
This step can be performed 1n a variety of different ways. In a
preferred embodiment, the locate local features step 400
applies an edge detection operation to locate edges of struc-
tures (e.g., text characters) that occur in the mput image 200.
FIG. 3B shows an example of an edge image 305 that was
determined by applying the well-known Canny edge detec-
tion algorithm to the input image 200 of FIG. 3A. This algo-
rithm 1nvolves convolving the 1mage with an edge detection
filter and performing a threshold operation to identily strong
edges. Inset 310 shows an enlarged view showing local fea-
tures 403 corresponding to the 1identified text character edges.

In other embodiments, the locate local features step 400
can determine the local features 405 by applying a threshold-
ing operation to the mput image 200. The output of this
operation 1s a binary image where the text characters and
other local 1image features are black, while the image back-
ground 1s white. The thresholding operation can include
applying a simple fixed threshold (which can be either pre-
defined, or can be determined by analyzing the distribution of
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pixel values 1n the 1input image 200). Such approaches work
well when the original document 1s uniformly 1lluminated,
but can be problematic when the brightness varies across the
document. In this case, it 1s known 1n the art to use a spatially
adaptive threshold, or to use a preprocessing operation to
correct the brightness non-uniformity before performing
applying the threshold. One such method 1s described 1n
commonly-assigned U.S. patent application Ser. No. 13/348,
676 by Morales, entitled “Method for enhancing a digitized
document,” which 1s incorporated herein by reference.

Returming to a discussion of FIG. 4, a locate spatially-
consecutive local features step 410 1s used to analyze the local
teatures 403 to determine a set of spatially-consecutive local
teatures 415. In a document containing textual characters, the
local teatures 405 will typically correspond to individual
textual characters (e.g., Arabic characters, Kanji, characters,
numbers, symbols, etc.). The goal of the locate spatially-
consecutive local features step 410 1s to connect groups of
textual characters together that correspond to words or
phrases. In a preferred embodiment, the locate spatially-con-
secutive local features step 410 performs a sequence of mor-
phological operations to connect the local features 405
together.

FIG. 3C shows an example of a connected features image
315 determined from the edge 1mage 305 of FIG. 3B. In this
example, the connected features 1mage 3135 was determined
by applying a dilation operation, followed by a hole-filling
operation and an erosion operation. These morphological
operations are well-known to those skilled i the art. The
dilation operation expands the boundaries of the local fea-
tures 405, thereby merging nearby local features (e.g., spa-
tially-consecutive characters 1n a word) into connected fea-
tures. (In some cases, the erosion operation can be formed
repeatedly to expand the size of the local features 405 by a
plurality of pixels.) The hole-filling operation fills small holes
in the connected features (e.g., open areas 1n characters). The
erosion operation reduces the size of the connected feature
region back to approximately 1ts original size by removing,
pixels around the boundary. This particular sequence of mor-
phological operations is not critical to the present invention,
and other sets of processing operations can be used 1n various
embodiments to obtain a similar result. For example, different
sets of operations could be performed, or the operations could
be performed 1n a different order (e.g., 1n some embodiments,
only the dilation operation can be performed).

The connected features image 315 can then be analyzed to
identify groups of connected pixels. Inset 320 shows an
enlarged view showing spatially-connected local features
415. Each spatially-connected local feature 4135 contains a
plurality of feature pixels (black pixels 1n this example) that
are spatially connected. For the case where the input image
contains textual characters, the spatially-connected local fea-
tures 4135 will include words or phrases (i.e., sequences of
words) 1n the original document. The spatially-connected
local features 415 may also include other features corre-
sponding to 1solated characters or symbols (e.g., parenthesis
or punctuation marks), or graphical image content (e.g., table
borders).

Returming to a discussion of FIG. 4, a determine local
feature orientations step 420 1s used to analyze the spatially-
consecutive local features 415 to determine the local feature
orientations 210. The goal of this step 1s to determine a
predominant orientation for the spatially-consecutive local
teatures 415 that are likely to correspond to horizontal image
content 1n the original document. This determine local feature
orientations step 420 can be performed using any method
known 1n the art. In an exemplary embodiment, an ellipse 1s fit

10

15

20

25

30

35

40

45

50

55

60

65

8

to each of the spatially-consecutive local features 415. Meth-
ods for fitting an ellipse to a set of points are well-known to
those skilled 1n the art.

FIG. 3D shows an example of a feature ellipse 1image 325
corresponding to the connected features image 315 1n FIG.
3C. Inset 330 shows an enlarged view including feature
cllipses 335 which correspond to words (or groups of words)
in the original document. It can be seen that the orientation of
major axis of the feature ellipses 335 provide a good indica-
tion of the local orientation of the horizontal image content
(e.g., text lines) 1n the deformed document. Other unreliable
teature ellipses 340, which correspond to 1solated characters
or symbols, do not provide reliable mformation about the
local orientation of the horizontal 1image content. It 1s there-
fore desirable to 1dentify the unreliable feature ellipses 340
and eliminate them from consideration during future process-
Ing operations.

A series of tests can be applied to the ellipses for each of the
identified spatially-consecutive local features 415 to prune
out unreliable features. It will be obvious to one skilled 1n the
art, that a variety of different tests can be devised to detect
unrcliable features. Consider the exemplary feature ellipse
342, having a major axis 344 with major axis length A, a
minor axis 346 with minor axis length B and a major axis
orientation angle 0. (The major axis orientation angle 0 1s the
angle between the major axis and the positive x-axis direc-
tion.) In a preferred embodiment, two tests are applied to
identify reliable ellipses. In a first test, an aspect ratio (R=A/
B) of each ellipse 1s determined, and any ellipses that do not
satisty a minimum aspect ratio condition (R=zR . ) are elimi-
nated, where R _ . 1s the minimum acceptable aspect ratio. A
value of R, . =4 has been found to work well in many cases.
This first test 1s useful to eliminate unreliable feature ellipses
340 corresponding to 1solated characters and symbols. Such
cllipses do not provide any reliable information about hori-
zontal 1mage content.

In a second test, any ellipses that do not satisiy a major axis
orientation condition (-0_ _ =0<0_ ) are eliminated, where
0_ _1s the maximum acceptable major axis angle. A value of
0 =60° has been tfound to work well in many cases. This
second test 1s useful to eliminate unreliable feature ellipses
340 that are unlikely to correspond to horizontal 1mage con-
tent (e.g., angled text, vertical table borders, or other graphi-
cal features).

In some embodiments, a third test can also be used to
identily any spatially-consecutive local features 415 that have
unacceptable sizes (either too large, or too small). For
example, the size of the spatially-consecutive local features
415 can be characterized by attributes such as the area, the
length, or the width of the ellipse. For example, the length of
the major axis can be used to define a maximum ellipse size
condition (A=A _ ), where A___ 1s a maximum acceptable
cllipse s1ze. A value of A __=0.25xW, where W 1s the width
of the mput image 200 (or alternatively the width of the text
arca within the input image 200), has been found to work well
in many cases. Such large ellipses may correspond to long
strings of words, or to extended graphical features (e.g., table
borders). A difficulty with such large ellipses 1s that the local
orientation of the horizontal image content may change sig-
nificantly across the width of the corresponding spatially-
consecutive local feature 4135 due to curvature of the docu-
ment page. In some embodiments, any such large ellipses can
simply be eliminated from further consideration. In other
embodiments, the corresponding spatially-consecutive local
teature 415 can be split into a plurality of smaller subdivided
features, each having feature ellipses that satisiy the maxi-

mum ellipse size condition. (The feature ellipses for the sub-
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divided features should be evaluated using the minimum
aspect ratio condition and the major axis orientation condi-
tion described above.)

FIG. 3E shows a local feature orientation image 350 cor-
responding to the feature ellipse 1mage 325 1n FIG. 3D. This
image includes only those feature ellipses 335 that passed the
series of tests to prune out the unreliable feature ellipses 340.
Local feature orientation vectors 3355 are shown for each of
the feature ellipses 335. The local feature orientation vectors
355 are unit vectors having an orientation corresponding to
the major axis orientation angle 0. It can be seen that each of
the local feature orientation vectors 355 provide a good esti-
mate of the local orientation of the horizontal image content
in the input 1image 200. The local feature orientation vectors
355 are representations of the local feature orientations 210
(FI1G. 2).

In other embodiments, the local feature orientations 210
can be determined using other processes. For example, 1n
some embodiments, the mput image 200 1s subdivided 1nto a
set ol 1mage regions (e.g., mto a grid of image tiles). Each of
the 1image regions can then be analyzed using the method for
determining local texture flow direction described by Liang et
al. 1n the article entitled “Flattening Curved Documents 1n
Images™ (Proc. IEEE Computer Society Conference on Com-
puter Vision and Pattern Recognition, Vol. 2, pp. 338-345,
20035), which 1s incorporated herein by reference. Using this
method a set of candidate local orientations are evaluated by
determining projection profiles and computing associated
energy values. The projection profiles are determined by 1nte-
grating pixels 1n the image region along paths 1n the direction
of the candidate local orientations. The orientation having the
maximum energy value can be designated to be the local
teature orientation 210 for the 1mage region.

Returming to a discussion of FIG. 2, the local feature ori-
entations 210 are processed using a form global deformation
function step 213 to determine a global deformation function
220 that specifies the deformation (1.e., warping ) that must be
applied to the input digital image as a function of pixel loca-
tion. The global deformation function 220 can be specified in
any appropriate manner. In some embodiments, the global
deformation function 220 relates (X,y) positions 1n the recti-
fied 1mage to corresponding warped 1mage positions in the
input image 200. In a preferred embodiment, the global defor-
mation function 220 specifies displacement vectors (e.g., Ay)
that can be used to shift the mput 1image 200 to form the
rectified image.

In some embodiments, the global deformation function
220 can be a sampled function that gives a deformation value
for an array of document positions. Interpolation can then be
used to determine deformation values for mntermediate docu-
ment positions. In other embodiments, the global deforma-
tion function 220 can be defined as a continuous function
which specifies the deformation value (e.g., deformation off-
sets Ay) as a continuous function of the document position
(X,v). For example, the continuous function can be a paramet-
ric function (e.g., a polynomial function having parameters
for various powers of X and y) which 1s determined by apply-
ing a least squares fitting function to deformation values
determined for a sparse set of document positions. Methods
for fitting parametric functions are well-known 1n the art.

FI1G. 5 shows a flow chart showing additional details for the
form global deformation function step 215 according to a
preferred embodiment. A form dense orientation vector field
step 500 1s used to form a dense orientation vector field 505.
In a preferred embodiment, the form dense orientation vector
field step 500 interpolates between the local feature orienta-
tion vectors 355 (FIG. 3E) to determine orientation vectors
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for a lattice of X-y 1mage positions. In an exemplary embodi-
ment, the lattice of Xx-y 1mage positions uses a sampling
interval of 30 pixels. In other embodiments, the lattice of x-y
image positions can be the positions of every pixel 1n the input
image 200. Any appropriate interpolation algorithm known 1n
the art can be used to perform this interpolation. In a preferred
embodiment, the well-known thin-plate interpolation method
1s used.

In other embodiments, the form dense orientation vector
field step 500 can determine the dense orientation vector field
503 by fitting an appropriate parametric orientation function
to the local feature orientations 210. The parametric orienta-
tion function 1s a function that predicts the orientation angle
as a function of the x-y coordinates of the input image 200.
Methods for fitting parametric functions to a set of data are
well-known 1n the art. For example, the parametric orienta-
tion function can be a polynomial function having parameters
for various powers of x and y, where the parameters are
determined by applying a least squares fitting function to the
local feature orientations 210. Once the parametric function is
determined, 1t can be used to populate the dense orientation
vector field 505 by evaluating the parametric function at a
lattice of x-y 1mage positions. In some embodiments, the
parametric function itself can be used to define the dense
orientation vector field 505 rather than using 1t to form a
sampled representation.

FIG. 3F shows a dense orientation vector field 305 corre-
sponding to the local feature orientation image 3350. The
dense orientation vector field 505 includes a set of local
orientation vectors 360 for a lattice of x-y 1image positions. It
can be seen that each local orientation vector 360 1s consistent
with the nearby local feature ornientation vectors 355 (FIG.
3E) 1n the corresponding region of the local feature orienta-
tion 1mage 350.

Returning to a discussion of FI1G. 5, a form streamlines step
510 determines a set of streamlines 515 responsive to the
dense orientation vector field 505. There are a number of
well-known algorithms that can be used to determine a
streamline from a vector field, and any appropriate method
can be used in accordance with the present invention. In a
preferred embodiment, a streamline for a particular y-posi-
tion 1s determined by starting at the left edge of the image. The
local orientation at that position 1s determined from the dense
orientation vector field 505 (either from the closest node 1n
the lattice, or by interpolating between the orientation vectors
for the surrounding lattice positions). The streamline 1s then
extended 1n that direction for a predefined x-interval (Ax).
The local orientation 1s then determined at this new position,
and the process 1s repeated 1iteratively to connect together a
series of points defining the streamline 5135.

FIG. 3G shows a series of streamlines 315 overlaid on the
dense orientation vector field 505 of FIG. 3F. The streamlines
515 were determined from the dense orientation vector field
5035 using the method described above. It can be seen that the
orientation of the streamlines 5135 at a given 1image position 1s
consistent with the orientation at that position in the dense
orientation vector field 505. FIG. 3H shows the streamlines
515 of FIG. 3G overlaid on the mput image 200 of FIG. 3A.
It can be seen that the streamlines 5135 follow along the
warped text lines 1 a parallel fashion. The streamlines 5135
represent warped lines in the mput image 200 that would
correspond to straight horizontal lines 1n the original unde-
formed document. The streamlines 515 can therefore be used
to determine appropriate deformations needed to rectily the
input 1image 200 so that the warped textual information 1s
transformed back to horizontal lines of text.
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The global deformation function 220 can be determined
from the streamlines 515 1n any appropriate manner. In a
preferred embodiment, the global deformation function 220
1s determined by interpolating between the streamlines 515,
cach of which eflfectively defines a deformation function for a
horizontal line 1n the original undeformed document as was
discussed above.

FIG. 6 shows an exemplary pair of streamline 600 and 605.
The i” streamline 600 is represented by a deformation offset
(Ay.(x)) 1n the y-direction as a function of the x-position. The
y-position corresponding to the leit end of the streamline (y,)
corresponds to a particular y-position 1n the mput image 200
(FIG. 2). Similarly, the (i+1)” streamline 605 is represented
by a detormation offset (Ay,_, (X)) for the y-position Yia1 The
deformation offset (Ay(X.y)) for a coordinate (x,y) in the
undeformed original image (where y <y<y._ ,) can be deter-
mined using the following equation:

Ay(x,y)=w Ay (X )+w; Ay, (X) (1)

where w, and w__ , are weighting functions given by:

I+1

Vigl — ¥ (2)
w; =
Yitl — Vi
Y=V 3
Witl = (9)
Yi+1 — Vi

The deformation offsets (Ay(x,y)) for each (X,y) coordinate
collectively define the global deformation function 220
which can be used to determine a location 1n the mput image
200 corresponding to an (x,y) coordinate in the original unde-
formed 1mage.

Returming to a discussion of FIG. 2, a form rectified image
step 225 15 used to form a rectified image 230 by applying the
global deformation function 220 to the mput 1image 200. In a
preferred embodiment, the pixel value 1n the rectified image
230 for aparticular (x,y) pixel location 1s determined by using
the global deformation function 220 to determine a corre-
sponding pixel location 1n the mput image 200 (x.,y.).

R(xy)=I(x;y;) (4)

where X =x and y~=y+Ay(X,y). In general, y, can be a non-
integer value, corresponding to a position between two dii-
terent pixels 1n the mput image 200. The pixel value for the
rectified 1image 230 (R(X,y)) can be determined using an
appropriate interpolation method. In some embodiments,
nearest neighbor mterpolation can be used 1n which the R(x,
y) 1s just set to the pixel value for the nearest pixel to (x,,y,) in
the mput image 200. In other cases, some other form of
interpolation such as the well-known bilinear or bicubic inter-
polation methods can be used to interpolate between the
nearby pixels in the mput image 200.

For pixels near the edges of the rectified image 230, the
corresponding pixel locations in the input image 200 (x..y,)
may be outside of the boundary of the input image 200. In this
case, the pixel value 1n the rectified 1image 230 can be deter-
mined 1n a number of different ways. In some embodiments,
the pixel locations can simply be clipped to the boundary ef
the input 1mage 200. In other embodiments, the pixel values
in the rectified 1mage 230 can be set to a predeﬁned value
(e.g., white) when (x,,y,) are outside of the boundary of the
input 1image 200.

FIG. 31 shows an example of a rectified image 230 corre-
sponding to the mnput image 200 o FI1G. 3A. It can be seen that
the distorted lines of text in the mput image 200 have now
been warped to form rectified textual information 370 which
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represent substantially horizontal lines of text. In clipped
pixel location 375, the pixel locations (X ,,y ;) determined using
the global deformation function 220 were outside the bound-
ary of the input image 200 and were clipped as was discussed
carlier. It can be seen that this efl

ectively repeats the pixel
values along the boundary of the mput image 200, forming
“streaks” 1n the rectified image 230.

The above-described embodiment 1s directed to correct for
distortions 1n horizontal image content. This method has been
found to produce good results for rectifying images of docu-
ments containing horizontal textual information. However,
since the deformation offsets Ay(x,y) only shift the image
information 1n a vertical direction, 1t will have no effect on
any distortions that were introduced to vertical features in the
original document.

In some embodiments, the image can be rotated by 90° and
the above-described method can be run a second time to
correct distortions to the vertical image features. However,
this makes the assumption that there will be an adequate
number ol vertical image features in order to determine
enough local feature orientations 210 (FIG. 2) to accurately
characterize the distortions. This assumption will be valid for
many documents such as documents containing vertical table
boundaries, graphs or other types of vertical graphical ele-
ments. However, i1t will not be true for many documents that
contain only text. In this case, 1t may be necessary to use
alternate techniques to determine local feature orientations
210. For example, the positions of the left and right margins
for each text line can be connected to form lines that were
vertical 1n the original document.

FIG. 7 illustrates an alternate embodiment of the present
invention wherein the global deformation function 220 is
formed based on determining a set of text line traces 710. As
with the method of FIG. 2, the mput to the process 1s an input
image 200 that includes warped textual information. FIG. 8A
shows an example of an input image 200 corresponding to an
image ol a page of a book captured using a camera phone. The
input 1mage 200 contains warped textual information 300
where lines of text that occurred as horizontal lines in the
original document (1.¢., book page) are reproduced as warped
curves due to geometrical distortion. As with the example
shown 1n FIG. 3A, most of the geometrical distortion 1n this
case results from the book page being curved at the time that
the 1mage was captured due to the binding of the book.

A determine text line traces step 705 1s used to analyze the
input image 200 to determine a set of text line traces 710. The
text line traces 710 are paths through the mnput image 200 that
track along and are substantially parallel with the lines of
warped textual information 300 (FIG. 8A). The text line
traces 710 can be determined using any method known 1n the
art.

Additional details for one embodiment of the determine
text line traces step 705 are shown in FI1G. 9. A multi-oriented-
Gaussian filter step 900 1s used to produce a filtered 1image
905. Preferably, the multi-oriented-Gaussian filter step 900
applies the filtering method described in the article by
Bukhan et al., enfitled “Script-independent handwritten tex-
tlines segmentation using active contours” (10th Interna-
tional Conference on Document Analysis and Recognition,
pp. 446-450, 2009), which 1s incorporated herein by refer-
ence. According to this approach, a bank of amisotropic Gaus-
s1an filters are defined having ox>oy, where the filters have a
variety of orientation angles 0. The input image 200 1s filtered
with each filter in the filter bank, and the smallest (darkest)
filtered pixel value for each pixel position 1s used to define the
filtered 1image 905. FIG. 8B shows an example of a filtered
image 905 determined from the mput image 200 of FIG. 8B.
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It can be seen that the effect of applying the multi-oriented-
Gaussian filter step 900 1s that the characters 1n a text line are
blurred together to form blurred text lines 800, while the
different text lines are not blurred significantly with each
other.

The determine text line traces step 705 can also determine
the text line traces 710 using a variety of other methods. For
example, the article “Rectification and 3D reconstruction of
curved document images™ by Tian (Proc. IEEE Computer
Society Conierence on Computer Vision and Pattern Recog-
nition, pp. 377-384, 2011) describes a line tracing method
that uses a self-similarity measure to determine traces for text
lines 1n a document.

Returming to a discussion of FIG. 9, an edge detection step
910 1s applied to the filtered 1image 905 to determine an edge
traces image 915. Any edge detection method known in the art
can be used 1n accordance in the present invention. In a
preferred embodiment, the edge detection step 910 uses the
well-known Canny edge detection algorithm. FIG. 8C shows
an example of an edge traces 1mage 915 corresponding to the
filtered image 905 of FI1G. 8B. It can be seen that two text line
traces 710 are generally formed for each blurred text line 800
(FIG. 8B)—one corresponding to a lower side of the blurred
text line 800, and one corresponding to an upper side of the
blurred text line 800. The edge traces 1image 915 also includes
spurious edge traces 810 that do not correspond to lines of text
in the mput 1image 200 (FIG. 8A). Such lines can originate
from a variety of different sources including lighting grada-
tions and wrinkles 1n the original document.

A remove spurious edges step 920 1s used to analyze the
edge traces 1mage 9135 and remove any spurious edge traces
810 that are detected. The spurious edge traces 810 can be
identified using any appropriate means. For example, a local
orientation of the edge traces can be determined and any edge
traces having an orientation that 1s imnconsistent with other
nearby edge traces can be removed.

In an exemplary embodiment, the spurious edge traces 810
are 1dentified using the following process. First the edge
traces 1mage 915 1s analyzed to determine the vertical sepa-
ration distance between each edge pixel and the nearest
neighboring edge pixel in the vertical direction (either above
or below the edge pixel). A distribution of the vertical sepa-
ration distances 1s then formed, and a mode (M) of the distri-
bution 1s determined corresponding to the most commonly
occurring vertical separation distance (D,,). As can be seen
from the example edge traces 1mage 915 1n FIG. 8C, the text
line traces 710 generally occur 1n pairs corresponding to the
top and bottom edges of the blurred text lines 800 (FIG. 8B).

The determined mode will therefore generally correspond to
the vertical separation distance between the pairs of text line
traces 710. Any edge pixels that are not separated from the
nearest neighboring edge pixel by a vertical separation dis-
tance approximately equal to this mode are likely to corre-
spond to spurious edge traces 810 rather than text line traces
710. In the exemplary embodiment, the vertical separation
distance (D) for each edge pixel 1s compared to a predefined
range (M-AM=D, =M+AM), where AM 1s a range size
parameter, and any edge pixels having vertical separation
distances that do not fall within the predefined range are
assumed to be spurious edge traces 810 and are eliminated.
For many images, 1t has been found that setting AM=0.5xM
produces good results. It will be obvious to one skilled in the
art that the predefined range can be determined 1n a variety of
ways based on appropriate statistical measures (e.g., the
median or the mean) for the distribution of the vertical sepa-
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ration distances. In other embodiments, the range can be
predefined and does not depend on the distribution of the
vertical separation distances.

FIG. 8D shows a cleaned edge traces image 815 where the
spurious edge traces 810 1n FIG. 8C have been removed,
leaving text line traces 710. It can be seen that the text line
traces 710 provide information about the geometrical distor-
tions associated with the warped textual information 300 in
FIG. 8A.

In some embodiments, the text line traces 710 determined
using the method of FIG. 9 can be used to provide local
feature orientations 210 that can be used in accordance with
the embodiment discussed above with reference to FIG. 2. In
this case, the text line traces 710 can be subdivided 1nto short
line segments (e.g., having a width of 10 pixels) which are
used as local features. The local feature orientations 210 for
the local features can be determined by the vector connecting
the left and right endpoints of the line segments. These local
feature orientations 210 can then be used to determine the
global deformation function 220 and the rectified image 230
as described earlier.

Returning to a discussion of FIG. 7, a form global defor-
mation function step 715 1s then used to form the global
deformation function 220 responsive to the text line traces
710. F1G. 10 shows additional details for how this step can be
performed according to a preferred embodiment.

First, the cleaned edge traces 1image 815 1s divided into a
series of vertical slices 820 as shown 1n FIG. 8D. The vertical
slices 820 have a first slide edge (e.g., aleft edge) and a second
slice edge (e.g., a right edge) separated by a predefined slice
width (e.g., 4 pixels). A form vertical slice deformation mod-
cls step 950 1s then used to determine a vertical slice defor-
mation model 9535 for each of the vertical slices 820.

In a preferred embodiment, the vertical slice deformation
model 955 for a particular vertical slice 820 1s determined by
identifying the set of text line traces 710 that span the width of
the vertical slice 820. The vertical coordinates of the text line
traces 710 at the left and right edges of the vertical slice 820
are then determined as illustrated 1n the inset 8235 in FIG. 8D.
(For the i” text line trace, the vertical coordinate of the left
edge 1s given by y, ; and the vertical coordinate of the right
edge1s given by y, .) Note that for this example, the left edge
1s assumed to be the “first slice edge” and the right edge 1s
assumed to be the “second slice edge,” however those skilled
in the art will recognize that they could be trivially reversed.

The vertical slice deformation model 955 1s then deter-
mined by {itting a parametric model to the set of set of coor-

dinates (y, 7.y, z)- In an exemplary embodiment, the paramet-
ric model 1s a linear model of the form:

(3)

where a; and (3, are fitting constants for the i vertical slice
820. Linear models of this type have been found to work well
in many cases. In other embodiments, a nonlinear parametric
model can be used, such as a higher-order polynomial model:

Ye=c,+P3,Y,+P,1;°

(6)

\;211061'6 o, 3, and v, are fitting constants for the i” vertical slice

Generally, 1n order to determine a reliable vertical slice
deformation model 955 for a particular vertical slice 820 1t 1s
necessary that at least a minimum number (e.g., 6) text line
traces 710 span the width of the vertical slice 820, preferably
distributed at a variety of positions along the vertical slice
820. If any of the vertical slices 820 have an insuificient
number of text line traces 710 to determine a reliable vertical
slice deformation model 955 (for example, the vertical slices
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820 near the left and right sides of the cleaned edge traces
image 815 1n FIG. 8D), then the vertical slice deformation

models 9355 for these vertical slices 820 can be estimated
based on the vertical slice deformation models 955 for other
nearby vertical slices 820. In some embodiments, the vertical
slice deformation model 93535 for the nearest vertical slice 820
for which a valid model was determined 1s simply copied. In
other cases, a fitting constant model can be fit to the fitting
constants (e.g., o;and IV as a function of stripe number j. The
fitting constant model can then be evaluated to estimate the
parametric model for the vertical slices 820 for which a valid
model could not be formed.

Returning to a discussion of FIG. 10, a form streamlines
step 960, 1s then used to form a series of streamlines 515
responsive to the vertical slice deformation models 955, In a
preferred embodiment, the streamlines 315 are determined by
starting with a set of equally spaced 1nitial points at the left
edge of the document. The vertical slice deformation model
955 for the first vertical slice 820 1s then used to find corre-
sponding vertical coordinates for each streamline at the rght
edge of the first (1=1) vertical slice 820. Similarly, the vertical
slice deformation model 955 for the second (3=2) vertical
slice 820 1s then used to find corresponding vertical coordi-
nates for each streamline at the right edge of the second
vertical slice 820. This process 1s repeated to trace the stream-
lines 515 across to the right edge of the document. FIG. 8E
shows a streamline 1image 830 including a set of streamlines
515 determined 1n this manner based on the vertical slice
deformation models 955 for the cleaned edge traces image
815 of FIG. 8D. In FIG. 8F, these streamlines 515 are super-
imposed on the input image 200 o FI1G. 8A. It can be seen that
the streamlines 515 follow along the warped text lines 1n a
parallel fashion.

Continuing with a discussion of FIG. 10, determine global
deformation function step 520 1s used to determine the global
deformation function 220 responsive to the streamlines 515.
This step 1s equivalent to the determine global deformation
function step 520 of FIG. 5, and can be performed 1n a similar
fashion.

Returming to a discussion of FIG. 7, form rectified image
step 2235 can then be used to determine the rectified image 230
responsive to the determined global deformation function
220. This step 1s equivalent to the form rectified 1image step
225 o1 F1G. 2, and can be performed 1n a similar fashion. FIG.
8G shows an exemplary rectified image 230 1ncluding recti-
fied textual information 370 determined in this manner based
on the mput 1image 200 of FIG. 8A.

A computer program product can include one or more
non-transitory, tangible, computer readable storage medium,
for example; magnetic storage media such as magnetic disk
(such as a floppy disk) or magnetic tape; optical storage media
such as optical disk, optical tape, or machine readable bar
code; solid-state electronic storage devices such as random
access memory (RAM), or read-only memory (ROM); or any
other physical device or media employed to store a computer
program having instructions for controlling one or more com-
puters to practice the method according to the present inven-
tion.

The 1nvention has been described 1n detail with particular
reference to certain preferred embodiments thereof, but 1t will
be understood that varniations and modifications can be
eifected within the spirit and scope of the invention.

PARTS LIST

110 data processing system
120 peripheral system
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130 user 1nterface system

140 data storage system

200 1mput 1mage

205 determine local feature orientations step
210 local feature orientations

215 form global deformation function step
220 global deformation function

225 form rectified 1image step

230 rectified 1mage

300 warped textual information

305 edge 1mage

310 1nset

315 connected features 1mage

320 1nset

325 feature cllipse 1mage

330 1nset

335 feature ellipse

340 unreliable feature ellipse

342 feature ellipse

344 major axis

346 minor axis

350 local feature orientation image

355 local feature orientation vector

360 local orientation vector

3770 rectified textual information

375 clipped pixel location region

400 locate local features step

4035 local features

410 locate spatially-consecutive local features step
415 spatially-consecutive local features
420 determine local feature orientations step
500 form dense orientation vector field step
505 dense orientation vector field

510 form streamlines step

515 streamlines

520 determine global deformation function step
600 streamline

605 streamline

705 determine text line traces step

710 text line traces

715 form global deformation function step
800 blurred text lines

810 spurious edge traces

815 cleaned edge traces 1image

820 vertical slice

825 1nset

830 streamline 1mage

900 multi-oniented-Gaussian filter step

905 filtered 1image

910 edge detection step

915 edge traces 1mage

920 remove spurious edges step

950 form vertical slice deformation models step
955 vertical slice deformation models

960 form streamlines step

A major axis length

B minor axis length

0 major axis orientation angle

The invention claimed 1s:

1. A method for rectifying an input digital image including
warped textual information, the method implemented at least
in part by a data processing system and comprising:

recerving the mput digital image;

automatically analyzing the input digital image using the

data processing system to locate a plurality of local
features, at least some of the local features including
textual features:
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locating a sparse set of local image regions corresponding,
to reliable combinations of spatially-consecutive local
features:

determining local orientations of the identified local image
regions;

forming a global deformation function based on the deter-
mined local orientations;

using the data processing system to form a rectified 1mage
by rectitying the mnput digital image responsive to the
global deformation function; and

storing the rectified 1mage in a processor-accessible
memory.

2. The method of claim 1 wherein the analysis of the input

digital 1mage includes an edge detection operation or a

thresholding operation.

3. The method of claim 1 wherein the step of locating the
reliable combinations of spatially consecutive textual fea-
tures includes performing morphological operations to con-
nect groups ol nearby textual features.

4. The method of claim 3 wherein the step of locating the
reliable combinations of spatially consecutive textual fea-
tures 1includes analyzing shapes of the connected groups to
identily and eliminate any connected groups that are unlikely
to correspond to reliable combinations of spatially consecu-
tive textual features.

5. The method of claim 4 wherein the step of analyzing
shapes of the connected groups includes determining an
aspect ratio associated with each connected group and elimi-
nating any connected groups that do not satisfy an aspect ratio
criterion.

6. The method of claim 4 wherein the step of analyzing
shapes of the connected groups includes determining an ori-
entation associated with each connected group and eliminat-
ing any connected groups that do not satisfy an orientation
criterion.

7. The method of claim 4 wherein the step of analyzing
shapes of the connected groups includes determining a size of
cach connected group and eliminating any connected groups
that do not satisiy a size criterion.

8. The method of claim 1 wherein the step of determining,
local orientations includes:

fitting an ellipse having a major axis to each identified local

image region; and

determining an orientation corresponding to an angle of the

major axis of the ellipse relative to a horizontal direction.
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9. The method of claim 1 wherein the step of determining,
the local orientation for a particular local 1image region
includes:
defining a set of candidate orientations;
determining projection profiles by integrating pixels 1n the

local 1mage region along paths in the direction of the

candidate orientations:

determinming associated energy values from the projection

profiles; and

designating the candidate orientation having the maximum

energy value to be the local orientation.

10. The method of claim 1 wherein the step of forming the
global deformation function includes:

determining an orientation vector field by interpolating

between the determined local orientations for a lattice of

positions;

determining a set of streamlines responsive to the orienta-

tion vector field; and

forming the global deformation function by interpolating

between the streamlines.

11. The method of claim 1 wherein the step of forming the
global deformation function includes:

fitting a parametric orientation function to the determined

local orientations;

determining a set of streamlines responsive to the paramet-

ric orientation function; and

forming the global deformation function by interpolating,

between the streamlines.

12. The method of claim 1 wherein the global deformation
function 1s represented using a two-dimensional look-up
table that stores displacement vectors for a lattice of 1image
positions.

13. The method of claim 1 wherein the global deformation
function 1s represented using a two-dimensional look-up
table that stores warped 1mage positions corresponding to a
lattice of rectified 1image positions.

14. The method of claim 1 wherein the global deformation
function 1s represented using a parametric function that com-
putes displacement vectors as a function of position 1n the
input digital image.

15. The method of claim 1 wherein the textual features
correspond to characters, portions of characters or groups of
characters.

16. The method of claim 1 wherein at least some of the
local image regions correspond to words or groups of words.
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