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INFORMATION PROCESSING APPARATUS,
INFORMATION PROCESSING METHOD AND

STORAGE MEDIUM

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to an information processing,
apparatus which executes classification of information by
using reference information, an information processing
method, and a storage medium.

2. Description of the Related Art

Conventionally, there has been proposed a technique of
classiiying and identifying information by using an ensemble
of classification trees. This technique generates L (L 1s a
constant equal to or more than two) classification trees, and
obtains higher identification performance by using all of
them.

Mustata Ozuysal, Pascal Fua, and Vincent Lepetit, “Fast
keypoint recognition in ten lines of code,” cvpr, pp. 1-8, 2007
IEEE Conference on Computer Vision and Pattern Recogni-
tion, 2007 (hereinatfter referred to as “Mustata”) discloses a
technique capable of identifying a plurality of types of images
by applying a technique using an ensemble of classification
trees to computer vision. The technique disclosed by Mustata
randomly generates N pieces of two-point location informa-
tion each representing a pair of two reference locations for
reference to two portions on an 1mage. These two reference
points will be referred to as a reference point pair hereinaftter,
and a set of N reference point pairs will be referred to as a
reference point pair string hereinafter. This techmque com-
pares the magnitudes of image luminance values at the
respective locations of the points of a reference point pair
string with respect to a reference image and expressing a
string of comparison results by a bit string of O and 1, thereby
generating an N-bit binary code from one image and one
reference point pair string. The techmique generates N-bit
binary codes 1n correspondence with a plurality of reference
images as 1dentification references, as described above, and
records the relationship between the binary codes and the
types of reference 1images. This operation 1s equivalent to the
learning of one classification tree. The technique executes
learning based on the above processing for L reference point
pair strings respectively having different reference point
pairs. That 1s, the technique learns the L classification trees.

When 1dentifying an 1image, this technique uses all the L
classification trees for the input image. That 1s, the technique
calculates an N-bit binary code from the input image 1n accor-
dance with the locations of the N reference point pairs deter-
mined at the time of learning of each classification tree. The
technique executes this operation for the L reference point
pair strings to obtain L binary codes. The technique then
determines the type of reference image with the highest like-
lihood as the final 1dentification result by using the obtained L
binary codes and the L classification trees obtained by pre-
learning.

According to Mustafa, upon generating many variations of
reference 1images and obtaining a given binary code concern-
ing an input image, this technique learns 1n advance the prob-
ability indicating to which type of reference image the mput
image corresponds. The technique then obtains the probabil-
ity corresponding to each type of reference image concerning
cach of L binary codes acquired from the input image, and
sets, as the final identification result, the type of reference
image exhibiting the maximum product of probabilities
obtained from L classification trees.
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The method disclosed by Mustaia uses, as a weak classi-
fier, a classification tree for classification based on a simple
feature amount, that 1s, a comparison between pixel values at
two reference points, and obtains the final identification result
by an ensemble of many weak classifiers. This method per-
forms 1mage 1dentification by converting an input image nto
a binary code by comparing pixel values at reference point
pairs of the image and referring to a dictionary table based on
the binary code in processing at the time of 1dentification.
This eliminates the necessity to entirely scan a tree structure
at the time of 1dentification as in the case of a classical clas-
sification tree, and hence can execute 1dentification process-
ing at higher speed than processing based on a classical clas-
sification tree. In addition, the literature has reported that the
identification accuracy of this method 1s sufliciently high.

It 1s assumed that an 1mage to be 1dentified 1s not 1dentical
to a reference 1image used for learning, and 1s an 1mage
obtained by adding noise and deformation to the reference
image. An 1dentifier 1s expected to be able to 1dentily an mnput
image as an 1mage kin to one of such reference images even 1f
the mput image differs from the reference 1mages. In consid-
eration of this, when using the method disclosed by Mustata,
the larger the luminance differences on an 1mage at the loca-
tions of reference point pairs, the better, for the following
reason. Assume that a given classification tree 1s applied to a
given image. In this case, as the luminance value difference at
reference point pair locations set on a classification tree
decreases, the result of magnitude comparison between lumi-
nance values tends to be reversed due to noise. This increases
the probability of a larger error 1n the 1image identification
result obtained by using this classification tree.

However, the locations of two points where the luminance
difference 1s large vary depending on each reference image,
proper reference point locations generally vary depending on
cach reference 1image. On the other hand, according to the
prior art, the locations of reference point pairs are set for each
classification tree, and the locations of the reference point pair
are commonly used to classify all images. It 1s therefore
impossible to perform learning while changing reference
point pair locations for each reference image.

In order to avoid such an inconvenience, 1t 1s conceivable to
select reference point pairs that exhibit luminance value dif-
terences that are as large as possible with respect to all refer-
ence 1mages. It 1s suiliciently possible that proper reference
point pair locations differ among 1mages. When there are
many types of images to be 1identified, in particular, 1t 1s highly
possible that there are no reference point pairs which exhibit
luminance value differences equal to or larger than a prede-
termined value with respect to all images.

It 1s therefore difficult to set proper reference point pair
locations common to all images at the time of learning. As a
consequence, even i reference point pairs set to obtain a
given classification tree are at locations suitable for the clas-
sification of several types of 1images, the locations are not
suitable for the classification of other several types of images.
In addition, according to the prior art, when a given type of
image 1s input, using a classification tree based on reference
point pairs unsuitable for the classification of the type of
image will degrade the identification performance.

In consideration of the above problems, the present inven-
tion provides an information processing apparatus which
selects a reference location pattern suitable for the classifica-
tion of input mformation from a plurality of reference loca-
tion patterns, an information processing method, and a pro-

gram.

SUMMARY OF THE INVENTION

According to one aspect of the present invention, there 1s
provided an information processing apparatus which classify
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input mnformation by using a plurality of pieces of reference
information, the apparatus comprising: an acquisition unit
configured to set a plurality of reference locations of data 1n
information as one reference location pattern and acquire a
feature amount obtained from a value of data of one of the
plurality of pieces of reference information 1n the one refer-
ence location pattern for each of a plurality of different ret-
erence location patterns and the plurality of pieces of refer-
ence information; an extraction unit configured to extract data
included in the input information 1n accordance with each of
the plurality of reference location patterns; a selection unit
configured to select the reference location pattern used for
classification of the input information from the plurality of
reference location patterns based on a value of the extracted
data; and an execution unit configured to execute classifica-
tion of the mput information by using the feature amount in
the selected reference location pattern and data included in
the input information at a reference location indicated by the
reference location pattern.

According to one aspect of the present invention, there 1s
provided an information processing apparatus comprising: a
setting unit configured to set a plurality of weak classifiers; an
evaluation unit configured to evaluate a processing result
obtained by each of the plurality of weak classifiers with
respect to values of data at a plurality of reference locations in
input information; a selection unit configured to select one of
the plurality of weak classifiers based on an evaluation result
obtained by the evaluation unit; and an execution unit con-
figured to execute classification of the input information by
using the weak classifier selected by the selection unit.

According to one aspect of the present invention, there 1s
provided an information processing method 1n an information
processing apparatus which classifies mput information by
using a plurality of pieces of reference information, the
method comprising: setting a plurality of reference locations
of data 1n information as one reference location pattern and
acquiring a feature amount obtained from a value of data of
one of the plurality of pieces of reference information 1n the
one reference location pattern for each of a plurality of dii-
terent reference location patterns and the plurality of pieces of
reference information; extracting data included in the input
information in accordance with each of the plurality of refer-
ence location patterns; selecting the reference location pat-
tern used for classification of the input information from the
plurality of reference location patterns based on a value of the
extracted data; and executing classification of the input infor-
mation by using the feature amount 1n the selected reference
location pattern and data included in the input information at
a reference location indicated by the reference location pat-
tern.

According to one aspect of the present invention, there 1s
provided an information processing method 1n an information
processing apparatus, the method comprising: setting a plu-
rality of weak classifiers; evaluating a processing result
obtained by each of the plurality of weak classifiers with
respect to values of data at a plurality of reference locations in
input information; selecting one of the plurality of weak
classifiers based on an evaluation result obtained 1n the evalu-
ating; and executing classification of the input information by
using the weak classifier selected in the selecting.

According to one aspect of the present invention, there 1s
provided a non-transitory computer-readable storage
medium storing a computer program for causing a computer
in an 1information processing apparatus to execute a code of
setting a plurality of reference locations of data 1n informa-
tion as one reference location pattern and acquiring a feature
amount obtained from a value of data of one of the plurality of
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pieces of reference information 1n the one reference location
pattern for each of a plurality of different reference location

patterns and the plurality of pieces of reference information;
a code of extracting data included 1n the input information 1n
accordance with each of the plurality of reference location
patterns; a code of selecting the reference location pattern
used for classification of the input information from the plu-
rality of reference location patterns based on a value of the
extracted data; and a code of executing classification of the
input information by using the feature amount 1n the selected
reference location pattern and data included 1n the input infor-
mation at a reference location indicated by the reference
location pattern.

According to one aspect of the present invention, there 1s
provided a non-transitory computer-readable storage
medium storing a computer program for causing a computer
in an mformation processing apparatus to execute a code of
setting a plurality of weak classifiers; a code of evaluating a
processing result obtained by each of the plurality of weak
classifiers with respect to values of data at a plurality of
reference locations 1in 1nput mnformation; a code of selecting,
one of the plurality of weak classifiers based on an evaluation
result obtained by the code of evaluating; and a code of
executing classification of the input information by using the
weak classifier selected by the code of selecting.

Further features of the present invention will be apparent
from the following description of exemplary embodiments
with reference to the attached drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a block diagram showing an example of the
hardware arrangement of an information processing appara-
tus;

FIG. 2 1s a block diagram showing the software functional
arrangement of the information processing apparatus;

FIG. 3 1s a block diagram showing another example of the
hardware arrangement of the information processing appara-
tus;

FIG. 4 1s a flowchart showing the operation of learning
processing for one classification tree;

FIG. 5 1s a view for explaining the data structure of a
two-point reference location list;

FIG. 6 1s a view for explaining a code/type correspondence
table:

FIG. 7 1s a view for explaining the data structure of a
classification tree;

FIG. 8 1s a view for explaining the data structure of a
dictionary;

FIG. 9 1s a flowchart showing the operation of 1dentifica-
tion processing;

FIG. 10 1s a flowchart showing the operation of encoding
processing;

FIG. 11 1s a flowchart showing the operation of evaluation
value calculation processing;

FIG. 12 1s a flowchart showing the operation of weak
classifier selection processing;

FIG. 13 1s a flowchart showing the operation of dictionary
check processing;

FIG. 14 1s a view for explaining the data structure of an
identification result list;

FIG. 15 15 a flowchart showing the operation of evaluation
value calculation processing in the second embodiment;

FIG. 16 1s a view for explaining the data structure of a
two-point reference location list in the third embodiment;

FIG. 17 1s a flowchart showing the operation of encoding
processing 1n the third embodiment;
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FI1G. 18 1s a flowchart showing the operation of evaluation
value calculation processing in the third embodiment; and

FI1G. 19 1s a block diagram showing the functional arrange-
ment of an information processing apparatus according to the
third embodiment.

DESCRIPTION OF THE EMBODIMENTS

An exemplary embodiment(s) of the present invention will
now be described 1n detail with reference to the drawings. It
should be noted that the relative arrangement of the compo-
nents, the numerical expressions and numerical values set
forth 1n these embodiments do not limit the scope of the
present invention unless it 1s specifically stated otherwise.

<<First Embodiment>=>
(Hardware Arrangement of Information Processing Appara-
tus)

FIG. 1 1s a block diagram showing an example of the
hardware arrangement of an information processing appara-
tus ccording to this embodiment. The information processing,
apparatus according to the embodiment includes a CPU 101,
a bus 102, an output unit 103, an mnput unit 104, a memory
105, and a sensor 107.

The CPU 101 1s a central processing unit, which executes
programs and controls units. The output unit 103 1s a display
unit such as a CRT or LCD, and performs processing such as
displaying a processing result and displaying input instruc-
tions. The mmput unit 104 includes a keyboard and a mouse,
which perform processing such as inputting instructions from
the user. The memory 105 holds programs for implementing
information processing according to this embodiment, data,
reference information to be learnt, dictionary generated by
learning, and the like. The sensor 107 1s a umit which acquires
data representing an environmental status. When, {for
example, using a two-dimensional luminance 1image as input
information or reference information, a camera which images
a target object serves as the sensor 107. A case of using
distance 1mages 1n the second embodiment will be described
later. In this case, a distance measurement unit which acquires
distance data as data indicating an environmental status
serves as the sensor 107. Although this embodiment acquires
input information to be identified by using the sensor 107, for
example, input information may be externally input. Note that
when externally acquiring input information, it 1s possible to
omit the sensor 107.

(Software Arrangement of Information Processing Appa-
ratus)

FI1G. 2 1s a block diagram showing the soitware functional
arrangement of the information processing apparatus accord-
ing to this embodiment. The information processing appara-
tus includes a weak classifier setting umt 111, an identifying,
unit 112, a reference location setting unit 113, an encoder
114, an evaluation value calculation unit 115, a weak classi-
fier selection unit 116, a dictionary check unit 117, and a
check result totalizing unit 118. The operation of each tunc-
tional unit will be described 1n detail later. The information
processing apparatus further includes an mput umt 119, an
output unit 120, and a storage unit 121.

Note that these functional units may be implemented by
processing performed by a CPU 101 using the programs
stored 1n a memory 1035. FIG. 3 shows an example of a
hardware arrangement in this case. For the sake of conve-
nience, FIG. 3 shows the memory 105 divided into a first
memory 105 and a second memory 106. The first memory
105 stores programs corresponding to the respective func-
tional units described above. The second memory 106 stores
information to be processed and intermediate information 1n
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6

processing. That 1s, the CPU 101 reads the respective pro-
grams stored in the first memory 105, executes the functions
of the respective functional units by using the information
stored 1n the second memory 106, and stores the resultant
information in the second memory 106.

The operation of the information processing apparatus
according to this embodiment will be described below based
on the arrangements shown 1n FIGS. 2 and 3. For the sake of
convenience, this apparatus includes two memories, that is,
the first memory 103 for storing programs and the like and the
second memory 106 for storing data and the like. However,
this arrangement may be implemented by one memory or
three or more memories.

(Learning Process)

Identification processing for mmput information in this
embodiment will be described 1n detail below. The 1dentifi-
cation technique based on machine learning includes two
processes, that 1s, a learning process of learning a classifica-
tion tree by using reference information and an identification
process ol identifying input information. The weak classifier
setting process ol executing a learming process will be
described first. The 1dentification processing of executing an
identification process will be described later.

The learning process 1s the same as that in the prior art. A
technique of classitying mput information according to the
feature amounts calculated from values at a plurality of ret-
erence locations in reference information will be described 1n
detail below.

Assume that a plurality of learning image files 130 are
stored as reference information in the second memory 106 1n
advance 1n the following description. Note that in this
embodiment, an 1image may not be a simple luminance image,
and may be the feature amount image (edge intensity map or
the like) obtamned by performing various types of feature
extraction such as edge extraction and edge enhancement for
a luminance 1mage.

For the sake of simplicity, assume that 1n this case, one
image 1s stored per type of reference information as an 1den-
tification target. However, a plurality of variation images may
be stored per type of reference information. Identification
information representing a type of reference information may
be associated with each 1image 1n the learning 1image file 130.
Although any type of association method may be used,
assume that each type of reference information 1s represented
by an 1dentifier constituted by unique consecutive numbers
starting from 1, and each identifier 1s used as an 1mage {file
name. For example, a file representing an 1identifier of 000001
of a type of reference mformation 1s stored with the name
“000001 .bmp”.

Although 1mage identifying operation will be mainly
described in the following description, information other than
images may be identified. In this case, mnformation of the
same type as an identification target is held as reference
information in place of the learming 1image file 130. That 1s, 1f,
for example, speech information 1s input information to be
identified, reference information 1s also speech information;
and 1 temperature mformation obtained by observation 1s
input information, reference information 1s also temperature
information.

FIG. 4 1s a flowchart for explaining the operation of a
classification tree learning process in this embodiment. The
tollowing will describe a process of learning one classifica-
tion tree and generating a classification tree 134. As will be
described later, in learning processing, this apparatus repeats
a classification tree generation procedure a plurality of times,
and generates a dictionary 135 by combining a plurality of
generated classification trees 134. The processing of combin-
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ing the plurality of classification trees 134 1into one dictionary
135 will be described 1n detail later with reference to FIG. 8.

In the processing shown in FIG. 4, first of all, the weak
classifier setting unit 111 sets the number of types of refer-
ence miformation to be identified and the number of bits for
encoding (step S201). As this setting method, for example,
the user may designate pieces of information by nputting,
them with the mput unit 104 or the apparatus may read a
setting file generated 1n advance. Other methods may be used.
In the following description, the number of types of reference
information to be identified 1s represented by Nid, and the
number of bits for encoding is represented by Nb. It 1s pos-
sible to set the number Nb of bits to a sufficiently large value
to allow the assignment of different codes to Nid different
types of reference information. That 1s, 1t 1s possible to set the
number Nb so as to satisty 2NNb>Nid.

The apparatus then reserves an area for storing various
types of information 1n the memory 106 (step S202). More
specifically, the apparatus reserves, in the memory 106, a
memory area for an Nb-bit binary code 132 and a memory
area for a code/type correspondence table 133 indicating the
correspondence between codes and types.

The reference location setting unit 113 then generates Nb
pairs (x1, y1) and (x2, y2) of two-point reference locations on
a learming 1mage, and stores them as a reference location
pattern 1n a two-point reference location list 131 in the
memory 106 (step S203). The reference location setting unit
113 generates values at the locations of reference points using
random numbers as 1 a conventional technique like that
described by Mustata. The reference location setting unit 113
may generate values at the locations of reference points by
other methods. For example, the reference location setting
unit 113 may determine reference points so as to easily select
locations near the center of an 1mage or may determine ref-
erence points so as to easily select locations exhibiting high
probabilities of high luminance values on an 1mage. In this
embodiment, the method to be used 1s not specifically limited,
and any method can be used as log as it can set reference point
locations.

The two-point reference location list 131 indicates a spe-
cific pattern of two-point reference locations for reference to
pixel values or the values of feature amount on an 1mage. As
shown 1 FIG. §, this list 1s an array of Nb two-point pairs
constituted by (X, v) coordinate values. In this array, (x1, y1)
represent the image coordinates of the first reference location
on the image, and (x2, y2) represent the image coordinates of
the second reference location on the image. In the notation
x1(b), (b) represents the bth two-point reference location of
the Nb two-point reference locations. The reference location
pattern stored as the two-point reference location list 131 1s
used for both a learning process and an 1dentifying process (to
be described later).

Subsequently, the apparatus 1nitializes a variable 1d which
1s a variable representing the type of reference information to
be learnt and sets the variable to <17 (step S204). The appa-
ratus then determines whether the variable 1d 1s equal to or
smaller than the number Nid of types of reference informa-
tion to be 1dentified, that 1s, processing such as encoding 1s
complete for all the types of reference information (step

S205). If the variable 1d 1s equal to or smaller than the number
Nid (YES 1n step S2035), the process advances to step S206. IT

the vaniable 1d exceeds the number Nid (NO 1n step S205), the
process advances to step S210 to output a classification tree.

In step S206, the apparatus extracts a learning 1image cor-
responding to the variable 1d from the learning image file 130
as an 1mage 136 1n the memory 106. In this embodiment, the
learning 1image file 130 stores a number representing the type
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of reference mformation as a file name 1n the memory. This
makes 1t possible to easily load a proper learning image by
searching for an 1mage file having, as a file name, a number
identical to the variable 1d representing the 1dentifier of the
type of reference information.

Subsequently, the encoder 114 encodes the 1image 136 in
accordance with the two-point reference location list 131
stored 1n the memory 106, and stores the obtained code 1n the
area for the code 132 1n the memory 106 which is reserved 1n
step S202 (step S207). Reference numeral 132 denotes a
binary code constituted by Nb bits, as described above.

The operation of encoding processing by the encoder 114
will be described with reference to FIG. 10. In this process-
ing, the encoder 114 uses Nb (the number of bits to be

encoded) determined in step S201 1n FIG. 4. The value Nb 1s
transierred as an argument for processing for the encoder 114.

First of all, the encoder 114 1itializes the variable b rep-
resenting the number of bits to be encoded and sets 1t to “1”
(step S801). The encoder 114 then acquires pairs of reference
locations to be referred to on the image 136 from the reference
location pattern of the two-point reference location list 131
stored 1n the memory 106 (step S802). That 1s, first of all, the
encoder 114 extracts a pair (x1(b), v1(b)) and (x2(b), y2(b))
of the reference locations of two points from the reference
location pattern of the two-point reference location list 131.
The two-point reference location list 131 has, for example, an
arrangement like that shown in FIG. 5. Therefore, determin-
ing the variable b will obtain a pair of two reference locations.
The encoder 114 then acquires the pixel values of the two
obtained reference locations (step S802). Note that the pixel
value at a pixel location (X, y) corresponding to the type 1d of
reference information 1s represented by IMG(i1d)[x, y]. That
1s, IMG(1d)[x, y] represents the value of the pixel at the
location (X, y) on the image 136 as the learning 1mage corre-
sponding to the variable 1d representing the 1dentifier of the
type of reference information. Letting 1.1 be a pixel value at
the first reference location, and L2 be a pixel value at the
second reference location, the pixel values L1 and L2 can be
expressed as follows:

L1=IMGGd)[x1(h)y1(B)] (1)

L2=IMG(d)[x2(h)y2(B)] (2)

The encoder 114 then calculates a binary value bit(b) based
on the values of L1 and L2 (step S803). Note that bit(b) 1s a
function of outputting binary values in such a manner that 1f
[L1-1.2>0, then 1 1s output, whereas 11 L1-1.2=<0, then O 1s
output. Although bit(b) does not directly take the variable b as
an argument, .1 and L2 are determined by the variable b, and
the binary value to be output 1s determined by the variable b.
For this reason, this function 1s written as a function of the
variable b. Upon calculating a binary value, the encoder 114
changes a binary value of bits, of the number of bits 1n the area
of the code 132 reserved in the memory 106, which corre-
spond to the variable b to the calculated value of bit(b) (step
S804).

The encoder 114 adds 1 to the variable b (step S805), and
determines whether the processing 1s complete for the entire
number of bits, that 1s, whether encoding 1s complete for all
the reference locations of the reference location pattern of the
two-point reference location list 131 (step S806). It the pro-
cessing 1s complete for the entire number of bits (NO 1n step
S806), the encoder 114 terminates the processing. If the pro-
cessing 1s not complete for the entire number of bits (YES 1n
step S806), the process returns to step S802 and the encoder
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114 repeats the above processing. With the above encoding
processing, the Nb-bit binary value 1s set 1n the code 132 in
the memory 106.

Referring back to FI1G. 4, the apparatus stores the code 132
and the vanable 1d, stored in the memory 106, in the code/type
correspondence table 133 1n the memory 106 1n association
with each other (step S208). FIG. 6 shows the structure of the
code/type correspondence table 133. This 1s a table having
Nid pairs of binary codes 401 corresponding to the codes 132
and reference information i1dentifiers 402 corresponding to
the vaniables 1d. FIG. 6 shows an example of Nb=8. The
apparatus uses such a table to store the codes 132 and the
variables 1d as the identifiers of reference information in
association with each other. The apparatus then adds 1 to the
variable 1d (step S209) and returns to step S205.

The processing of outputting a classification tree 1n step
S210 will be described next. In step S210, the apparatus
outputs the two-point reference location list 131 and code/
type correspondence table 133 stored in the memory 106 to
the classification tree 134 1n the memory 106.

FI1G. 7 shows the data structure of the classification tree
134. The first part of the classification tree data includes a
reference mformation type count 501, a code bit count 502,
and a two-point reference location list 303. Nid and Nb set 1in
step S201 1n FIG. 4 and the two-point reference location list
131 stored 1n the memory 106 are stored in them without any
change. Note that 11 all classification trees have the same Nid
and Nb, one of these two pieces of information may be stored
in the dictionary 135. In consideration of the case 1n which
these pieces of information differ from each other for each
classification tree, the following will exemplify the case 1n
which these pieces ol information are stored for the respective
classification trees. The following part of the classification
tree data 1s a table indicating codes and the types of reference
information corresponding to the codes. As shown in FIG. 7,
this table 1s a correspondence table of codes 504 and reference
information type pointers 305. Since there 1s a possibility that
a plurality of types of reference information correspond to
one code, this table 1s a correspondence table of one code and
a pointer indicating reference information type imformation
506. Since the number of types of codes 504 1s equal to the
number of types of Nb-bit binary codes, there are 2Nb corre-
spondence tables. The codes 504 are sorted 1in ascending
order to binary bits from 0 to 2Nb-1.

The reference mformation type pointer 305 1s an oflset
indicating a data location at which the identifiers of one or
more pieces of reference information corresponding to the
code 504 are stored. The arrow of an offset 509 i FIG. 7
indicates a relationship with offsets. That 1s, in the reference
location pattern represented by the two-point reference loca-
tion list 503, a list of the identifiers of retference information
from which a given code 504 i1s obtained 1s stored at the
location 1ndicated by the reference information type pointer
505 1n the code/type correspondence table. Referring to FIG.
7, the reference imformation type information 506 1s a
memory for storing the identifiers of one or more pieces of
reference information. Reading out the offset 509 allows to
access the reference information type information 506 corre-
sponding to a given code 504. The reference information type
information 506 1s formed from a list of reference informa-
tion counts 507 and reference information identifiers 508.
The reference miormation i1dentifier 508 1s i1dentical to the
reference information identifier 402 1n FIG. 6. The reference
information identifiers 508 are stored as a list of reference
information identifiers 308 equal 1n number to the reference
information count 507. That 1s, when acquiring the reference
information i1dentifiers 508 corresponding to the given code
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504, the apparatus reads first the reference information count
507 1n accordance with the offset designated by the reference
information type pointer 505, and acquires the reference
information identifier 308 following the reference 1nforma-
tion count 507. At this time, since the number of reference
information identifiers 508 corresponding to the code 504 1s
stored 1n the reference information count 507, the apparatus
acquires the reference information identifiers 508 equal 1n
number to the count. This makes i1t possible to acquire a list of
a plurality of reference information identifiers 508 corre-
sponding to the code 504 as a key.

In the processing 1n step S210, the apparatus analyzes the
contents of the code/type correspondence table 133 stored 1n
the memory 106, and forms the reference information type
information 506 so as to have a data structure like that
described above. Since the correspondence relationship
between the codes 504 and the types of reference information
1s written 1n the code/type correspondence table 133 1n FIG. 6,
the apparatus can easily execute this processing. Subse-
quently, the apparatus writes out the reference information
type mformation 506 corresponding to the information 1n the
code/type correspondence table 133 up to the end of the data.

Even 1f all the images 1n the learning image file 130 are
encoded 1n the process of learning processing, codes of all
patterns do not appear. That 1s, the reference information
identifiers 508 corresponding some codes do not exist. In this
case, binary codes 401 in the code/type correspondence table
133 do not include such codes. For this reason, the classifi-
cation tree 134 has “NULL” set the reference information
type pointer 505 corresponding to such a code to indicate that
there 1s no reference information identifier 508 corresponding
to the code. With the above processing, the apparatus records
the classification tree 134 which has learnt the learning image
file 130 in the memory 106, and terminates the processing of
learning one classification tree.

As described above, the processing described with refer-
ence to FIG. 4 1s the processing of learning only one classi-
fication tree 134. In weak classifier setting processing, the
apparatus learns a plurality of classification trees 134 by
using a plurality of reference location patterns, and generates
a dictionary by combining the plurality of classification trees.
This processing will be described below.

First of all, to learn a plurality of classification trees 134,
the apparatus repeats the processing of learning one classifi-
cation tree described with reference to FIG. 4 a plurality of
times. In this case, 1n the repetitive processing, when gener-
ating a two-point reference location list 1 step S203, the
apparatus does not generate the same reference location pat-
tern as that used in the past. The apparatus calculates different
codes 132 for the same 1mage 136 by performing encoding
using different reference location patterns for the respective
repetitive operations, thereby generating the different classi-
fication trees 134 by the number of times of repetitive opera-
tions. Although FIG. 3 shows only one memory for the clas-
sification tree 134, a storage area for a plurality of
classification trees 134 may be reserved in the memory 106 1n
advance. This will generate a plurality of classification trees
with different contents, and hence can generate one dictio-
nary 135 by combining the classification trees. The apparatus
stores this dictionary 1in the memory 106. A method of com-
bining a plurality of classification trees will be described
below.

FIG. 8 shows an example of the file structure of the dictio-
nary 133. First of all, the apparatus stores a classification tree
count 601 to be contained 1n the dictionary 133, and then
stores an offset 602 for the information of each classification
tree. The classification tree count 601 indicates the number of
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reference location patterns used for learning. The number of
olfsets 602 to classification trees 1s equal to the classification
tree count 601. This makes it possible to access the head of
cach piece of classification tree information 603. The pieces
of classification tree information 603 follow by the classifi-
cation tree count 601. The contents of the classification tree
information 603 are the same as those of the classification tree
134. In the above manner, the apparatus generates the dictio-
nary 135, and terminates the weak classifier learning process-
ng.

(Identification Process)

An 1dentification process will be described next. A rough
procedure for processing 1n an 1dentification process will be
described first with reference to FIG. 9. In the 1dentification
process, the apparatus acquires pixel values of an input image
13’7 and performs encoding processing 1n accordance with the
reference location pattern based on the two-point reference
location l1st 131, checks the obtained code with the dictionary
135, and outputs the 1dentifier of reference information as an
identification result. Assume that 1n this case, the input image
137 has been externally acquired before the start of 1dentifi-
cation processing and stored in the memory 106. For
example, the 1mages acquired in advance by the sensor 107
such as a camera are stored in advance.

When identification processing starts, the evaluation value
calculation unit 115 executes evaluation value calculation
processing first (step S701). In the evaluation value calcula-
tion processing, the evaluation value calculation unit 115
performs the processing of calculating evaluation values 138
of a plurality of classification trees, for the mput image 137,
stored 1n the dictionary 135. In calculation processing for the
evaluation values 138, higher evaluation values 138 are
assigned to the classification trees 134 as they are regarded to
allow more accurate identification by a plurality of reference
locations based on the two-point reference location list 131.
That 1s, 1t 1s possible to use the classification tree 134 corre-
sponding to a reference location pattern with the high evalu-
ation value 138 for identification. The evaluation values 138
are stored in the memory 106 1n the form of a list of pairs of
the numbers of classification trees and evaluation values cor-
responding to them. The details of evaluation value calcula-
tion processing will be described later.

Subsequently, the weak classifier selection unit 116
executes weak classifier selection processing (step S702).
Note that “weak classifier selection” 1n this case 1s to deter-
mine which one of the classification trees 134 described
above should be used for identification. The weak classifier
selection unit 116 performs weak classifier selection process-
ing to select the classification tree 134 to be used for 1denti-
fication in accordance with the evaluation value 138 obtained
as the evaluation result of each classification tree, and store
the number of the selected classification tree 134 in the form
of a selection classification tree list 139 1n the memory 106.
The selection classification tree list 139 1s a list which
includes, for example, “3” and *“5” if the use of the third and
fifth classification trees 1s determined. The details of weak
classifier selection processing will also be described later.

In step S703 and the subsequent steps, the apparatus 1den-
tifies an input 1mage by using the classification trees 134
recorded on the selection classification tree list 139. First of
all, the apparatus sets a variable t indicating the number of the
classification tree 134 1n the dictionary 135 (step S703). In
this case, the apparatus extracts the first item (classification
tree number) of the selection classification tree list 139, and
sets 1t to the variable t. At the same time, the apparatus deletes
the first 1item from the selection classification tree list 139.
That 1s, since “3”” and “5” are stored in the selection classifi-
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cation tree l1st 139 described above, the apparatus sets t to “3”,
and deletes “3” from the selection classification tree list 139.
In step S704 and the subsequent steps, the apparatus can
access the mnformation of the tth classification tree by using
the oflset 602 to the classification tree in the dictionary 135.
The information of the classification tree 1s stored as the
classification tree information 603 in the dictionary 135. FIG.
7 shows the contents of the information.

In step S704, the apparatus accesses the tth classification
tree 1n the dictionary 135 to read the reference information
type count 501 and the code bit count 502, and stores them in
variables Nid, and Nb, respectively. Assume that the same
reference information type count and the same code bit count
are used for all classification trees. In this case, 11 only one of
these pieces of information 1s stored 1n the dictionary 135, the
apparatus accesses the information to set the variables Nid
and Nb.

The apparatus then reads out all the two-point reference
location li1st 503 from the tth classification tree, and stores 1t in
the two-point reference location list 131 1n the memory 106
(step S705). Subsequently, the encoder 114 encodes the input
image 137 1n accordance with the reference location pattern
of the two-point reference location list 131 (step S706). The
apparatus then stores the resultant data as the code 132 1n the
memory 106. The encoding processing 1s the same as that in
the learning process. In this case, the code 132 1s the code for
detection which 1s obtained by encoding the mput image for
detection.

The dictionary check unit 117 then executes dictionary
check processing (step S707). In the dictionary check pro-
cessing, the dictionary check unit 117 checks the dictionary
135 by using the obtained code 132 for detection as a key. The
variable t 1s provided as an argument for the dictionary check
processing. The dictionary check processing will also be
described later.

Subsequently, the apparatus determines whether the selec-
tion classification tree list 139 1s empty (step S708). If the list
1s not empty, the process returns to step S703 to set the first
item (classification tree number) of the list to t and subse-
quently repeat the above processing. If the selection classifi-
cation tree list 139 1s empty, the check result totalizing unit
118 executes the check result totalization processing of total-
1izing 1denftification results and outputting identification
results (step S709). The check result totalization processing
will also be described later. In the case of the selection clas-
sification tree list 139 described above, since “5” 1s left in the
list at this time, the apparatus sets t to “5” and repeats the
above processing. When the series of processing 1s complete
concerning t=3, since the selection classification tree list 139
1s empty, the process shiits to the check result totalization
processing.

A rough procedure for identification processing has been
described above. The evaluation value calculation processing
(step S701), weak classifier selection processing (step S702),
dictionary check processing (step S707), and check result
totalization processing (step S709) will be sequentially
described 1n detail below.

(Evaluation Value Calculation Processing)

In the evaluation value calculation processing, the appara-
tus calculates the evaluation values 138 indicating how much
the respective classification trees (weak classifiers) stored in
the dictionary 135 are effective for the i1dentification of the
input 1image 137. Each weak classifier used 1n this embodi-
ment 1s configured to classily an 1mage by using, as a feature
amount, a comparison result between data values (for
example, the luminance values or edge intensities of the
image) at two reference points on the image. In order to obtain
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a robust feature amount, that 1s, a feature amount having
suificient resistance to an error, 1t 1s possible to refer to two
points whose comparison result does not change due to slight
noise. It 1s therefore more effective to use a classification tree
which performs classification by referring to reference loca-
tions exhibiting a large difference between data values than to
use a classification tree which performs classification by

L ] [y

referring to reference locations exhibiting a small difference
between data values. For this reason, 1n this embodiment, the
apparatus calculates the evaluation values of classification
trees by extracting luminance values of the mput image 137
according to a plurality of reference location patterns used to
obtain the classification trees 134 1n the dictionary 135 and
performing the processing ol increasing an evaluation value
with an increase in the luminance value difference between
the two-point reference locations. Two-point reference loca-
tions exhibiting a small luminance difference cause an error
in classification. A case 1 which the minimum luminance
difference 1s set as the evaluation value of a classification tree
will therefore be described below.

FIG. 11 1s a flowchart for explaining the operation of the
evaluation value calculation processing in this embodiment.
First of all, the apparatus reads out the total number of clas-
sification trees from the classification tree count 601 of the
dictionary 135, and sets it to the variable Nt (step S901). The
apparatus then 1nitializes the variable t and set 1t to “1” (step
S5902). The variable t indicates the number of a classification
tree. The apparatus then reads out the code bit count 502 of the
tth classification tree 134 from the dictionary 135 and sets it to
the variable Nb (step S903). Note that the code bit count 502
1s the number of two reference points used to generate the
classification tree 134. The apparatus reads out the reference
location pattern used to generate the tth classification tree 134
from the two-point reference location list 303 of the classifi-
cation tree 134 (step S904). The apparatus reserves a storage
area (not shown) for a two-point reference location list in the
memory 106 and reads the two-point reference location list
503 to the area 1n accordance with, for example, the variable
Nb set 1n step S903.

The apparatus then calculates all the absolute values of
luminance value differences at two-point reference locations
read 1n step S904 with respect to the input 1image 137, and
obtains the minmimum value (step S905). More specifically,
the apparatus extracts luminance values L1 and L2 at the
two-point reference locations based on equations (1) and (2),
and calculates the absolute values of luminance value ditfer-
ence |L1-L2]. The apparatus calculates the minimum value of
IL1-L2| among all the pairs of L1 and L2 included in the
two-point reference location list 503.

Subsequently, the apparatus sets the number t indicating
the classification tree 134 and the mimimum luminance value
difference as the calculation processing result 1n step S905 1n
the evaluation value 138 1n the memory 106 1n association
with each other (step S906). The evaluation value 138 1s a list
of a pair of the number t indicating the classification tree 134
and the minimum luminance value difference. When the
apparatus determines whether the above processing has been
performed for all the classification trees recorded 1n the dic-
tionary 135, and calculates evaluation values for the process-
ing results on all the classification trees (NO 1n step S907), the
apparatus terminates the processing.

As described above, the evaluation value calculation pro-
cessing 1n this embodiment uses the minimum luminance
value difference as an evaluation value. This makes it possible
to set the evaluation value 138 to a low wvalue, which 1s
obtained by a reference location pattern, of a plurality of
classification trees, which includes a pair of reference loca-
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tions exhibiting a small luminance difference on an input
image. The evaluation value 138 can indicate, for each refer-
ence location pattern, the possibility that a code concerning
an input image 1s reversed between 0 and 1 due to noise or the
like. That1s, 1t 1s possible to select a reference location pattern
suitable for an 1input image. Note that selecting a classification
tree exhibiting the high evaluation value 138 and using 1t for
identification will encode an mput 1image with a reference
location pattern corresponding to the classification tree. This
increases the probability that the obtained code has resistance
to noise. This can improve the identification performance.
Note that this embodiment uses the minimum luminance
value difference as an evaluation value. However, the
embodiment may use other evaluation values. For example, 1t
1s concervable to use some kind of statistics concerning the
absolute values of luminance values at two-point reference
locations as an evaluation value. For example, 1t 1s possible to
use the sum total of the absolute values of luminance differ-

ences at all two-point reference locations as an evaluation
value.

(Weak Classifier Selection Processing)

FIG. 12 1s a flowchart for explaining the operation of the
weak classifier selection processing. In the weak classifier
selection processing in this embodiment, the apparatus
selects classification trees based on evaluation results 1n the
evaluation value calculation processing, that 1s, selects a pre-
determined number of classification trees, which 1s equal to or
more than one, for example, 1n descending order of the evalu-
ation values 138. First of all, the apparatus sorts the evaluation
values 138 in the memory 106 according to their values (step
S1001). The evaluation value 138 1s alist of a pair of a number
corresponding to the classification tree 134 and the evaluation
value of the classification tree 134. In this case, the evaluation
values 138 are sorted according to the evaluation values. The
apparatus then selects numbers indicating a predetermined
number of classification trees 134 from the top of the list of
the evaluation values 138 sorted according to their evaluation
values, and sets the selected numbers 1n the selection classi-
fication tree list 139 (step S1002). The selection classification
tree list 139 1s a slit of classification tree numbers. For
example, the user inputs and sets a predetermined number by
using the mput unit 104. It 1s also possible to separately set a
threshold for evaluation values to a predetermined value and
include all the numbers of the classification trees 134 having
evaluation values equal to or more than the predetermined
value 1n the selection classification tree list 139. In this case,
for example, the user inputs a predetermined value by using
the input unit 104. Alternatively, input image data for evalu-
ation may be prepared 1n advance to learn a value at which an
identification error 1s difficult to occur, and the value may be
set as a predetermined value.

With the above processing, the apparatus selects one or
more classification trees 134 suitable for the classification of
an 1nput 1image from a plurality of classification trees 134
stored 1n the dictionary 135 based on evaluation result in the
evaluation value calculation processing, and stores the num-
bers 1n the selection classification tree list 139.

(Dictionary Check Processing)

FIG. 13 1s a flowchart for explaining the operation of the
dictionary check processing. In this processing, upon starting
the processing, the apparatus acquires the number t initially
extracted 1n step S703. The apparatus then accesses the ret-
erence information type mformation 306 corresponding to
the code 132 for detection obtained from the mnput image with
respect to the classification tree 134 corresponding to the
provided variable t.
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More specifically, first of all, the apparatus reads out the
reference information type pointers 505 corresponding to the
code 132 for detection from the dictionary 135 with respectto
the tth classification tree (step S1101). The apparatus
accesses the information of the classification tree 134 corre-
sponding to the variable t 1n the dictionary 135 by using the
offset 602 to the tth classification tree. The apparatus accesses
the reference information type information 306 by searching,
the codes 504 in FIG. 7 for a code matching the code 132 for
detection and obtaining the corresponding reference informa-
tion type pointer 503.

The apparatus then determines whether the reference infor-
mation type pointer 505 read out in step S1101 1s NULL (step
S51102). It the pomnter 1s NULL (YES 1n step S1102), since 1t
indicates that no learning 1image corresponding to the code
132 for detection 1s provided at the time of learning, the
apparatus terminates the processing. If the pointer 1s not
NULL (NO 1n step S1102), the apparatus reads out the refer-
ence information count 507 from the dictionary 135 by using
the reference information type pointer read out 1n step S1101
and sets 1t to a variable Np (step S1103). The apparatus then
calculates an 1dentification score provided for the reference
information 1dentifier obtained by dictionary check using the
code 132 for detection as a key (step S1104). It 1s possible to
use various 1dentification score calculation methods. For
example, the apparatus calculates a score as P according to
equation (3) given below:

P=a/Np (3)

In this case, a vanable a i1s a total score provided for a
reference information identifier matching the code 132 for
detection, which 1s, for example, 1.0 point, and Np represents
the number of reference information types matching the code
132 for detection. Np i1s the reference information count 507
in FIG. 7, and 1s read out from the dictionary 1n step S1103. In
the above case, a score of a=1.0 point 1s distributed to a
plurality of reference information identifiers matching the
code 132 for detection upon uniform weighting. According to
this distribution, 1f the number of pieces of reference nfor-
mation corresponding to the same code 132 for detection
large and indefiniteness 1s high, the identification score 1s low.
In addition, 1f the code 132 for detection strongly indicates the
characteristic of the reference information as in a case 1n
which the number of pieces of reference information corre-
sponding to the same code 132 for detection 1s smaller, for
example, only one piece of reference information corre-
sponds to the code 132, the score 1s increased. This prevents
the common characteristic of a plurality of pieces of reference
information from strongly influencing the 1dentification per-
formance and lets the characteristic of only specific reference
information strongly influence the identification perfor-
mance, thereby improving the identification performance.

Note that it 1s possible to calculate the identification score
P by other methods. For example, the apparatus may provide
the above variable a with the value calculated from the evalu-
ation value of the classification tree used for dictionary check.
More simply, the evaluation value itself may be provided for
the variable. This makes 1t possible to assign a high score to an
identification result matching the dictionary by using a clas-
sification tree with a high evaluation value. This allows to
calculate an 1dentification result with higher reliability being
attached to a dictionary check result using a classification tree
having a high evaluation value.

The apparatus then sets a variable 1 representing the ordinal
number of a given reference information 1dentifier 308 of Np
pieces of reference information identifiers to 1 (step S11035).
The apparatus reads out the 1th reference information ident-
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fier 508 and causes the memory 106 to store the reference
information 1identifier 508 1n pair with the identification score
P calculated in step S1104 1n the form of an 1dentification
result list 140 (step S1106). F1G. 14 shows the data structure
ol the identification result list 140. The 1dentification result
list 140 1s a list 1n which reference information identifiers
1301 and 1dentification scores 1302 corresponding to the
identifiers concerning an input 1image are written 1n pairs. In
this case, 1f the 1dentification result list 140 does not include
the reference information identifier 508 whose 1dentification
score 1s calculated 1n step S1104, the apparatus newly adds a
pair of the reference information 1dentifier 508 and the 1den-
tification score P to the identification result list 140. If the
reference information identifier 508 whose identification
score 1s calculated in step S1104 has already been stored 1n
the 1dentification result list 140, the apparatus adds the 1den-
tification score P calculated 1n step S1104 to the identification
score corresponding to the identifier 1n the identification
result list 140.

Subsequently, the apparatus determines whether the vari-
able 1 exceeds the variable Np (step S1107). I the variable 1
does not exceed the variable Np (NO 1n step S1107), since 1t
indicates that there 1s still a reference information 1dentifier
matching the code 132 for detection, the apparatus adds 1 to
1 1n step S1108 and returns to step S906. I the variable 1
exceeds the variable Np (YES 1n step S1107), the apparatus
terminates the processing.

This 1s the end of the description of the operation of the
dictionary check processing. In the repetitive execution of
steps S703 to S707 1n FI1G. 9, the apparatus repeats the dic-
tionary check processing described above. The apparatus
converts the codes 132 for detection mto 1dentification scores
by using a plurality of classification trees, adds the scores as
identification scores for each reference information identifier,
and records the resultant data 1n the identification result list
140.

(Check Result Totalization Processing)

In the check result totalization processing, the apparatus
totalizes the i1dentification result lists 140 stored in the
memory 106 in the dictionary check processing. For example,
the apparatus sorts the identification result lists 140 1n
descending order of the 1dentification scores 1302, and dis-
plays/outputs one or more reference mformation 1dentifiers
having high 1dentification scores to the output unit 103 (for
example, a CRT) 1n FIG. 3.

As another example, the apparatus may output a plurality
ol reference information identifiers with identification scores
equal to or higher than a threshold separately set for the value
of the identification score 1302 1n descending order, or may
output a plurality of reference information identifiers in
descending order of identification scores upon adaptively
determining a threshold 1n accordance with the distribution of
the 1dentification scores 1302, or may output only one refer-
ence information identifier with the highest identification
score. In addition, the output destination of an identification
result (reference information identifier) 1s not limited to the
output unit 103, and may be output to another apparatus (not
shown) or output for another program. This 1s the end of the
description of the check result totalization processing.

It 15 possible to improve the robustness of identification by
selecting a reference location pattern effective for the input
image 137 and performing 1dentification by using classifica-
tion trees corresponding to the reference location pattern with
the above arrangement.

<<Second Embodiment>>

The first embodiment has exemplified the case in which a
luminance 1mage 1s handled as the reference information of
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an 1dentification target. The second embodiment will exem-
plify a case 1n which i1dentification 1s performed by using a
distance image. A distance image expresses the distance from
a camera to an 1maging target in the form of an 1mage. There
are many known distance measurement methods for generat-
ing distance images. Typical examples are a light-section
method, a stereo method, and the like.

In each distance measurement method, it 1s possible to
measure a distance and define the reliability of a measured
distance value at each pixel point of a distance 1image. For
example, Japanese Patent Laid-Open No. 06-229771 dis-
closes a light-section method 1n which 1t 1s possible to calcu-
late the reliability of a distance value at each pixel point on a
distance 1image based on the magnitude of the reception level
of reflected light of projected slit light. Japanese Patent Laid-
Open No. 07-129898 discloses a stereo method 1n which 1t 1s
possible to calculate the reliability of a distance value at each
pixel point on a distance image by checking the state of
correlation between corresponding small regions of a plural-
ity ol 1mages.

The procedure for processing 1n the second embodiment 1s
almost the same as that 1n the first embodiment except that 1t
handles a distance 1mage as an mput image, and performs
calculation 1n evaluation value calculation processing by
using the reliability of an input data value. These two points
will be described below.

The first point described 1s that an input image 1s a distance
image. There has been known a method of generating dis-
tance 1images by using a distance measurement unit. Adding a
conventional distance measurement unit as the sensor 107 1n
the first embodiment shown 1n FIG. 1 to the arrangement of
the second embodiment can acquire a distance image as data
indicating an environmental status. Although a distance
image 1s to be handled, this image 1s equivalent to a luminance
image 1n that a two-dimensional location (x, y) allows to
access a data value. A distance 1mage 1s therefore handled 1n
the same manner as a luminance 1mage (halftone 1mage) in
the first embodiment. Note however that the learning 1image
file 130, image 136, and mnput image 137 in FIG. 3 become
those assocmted with distance images. In addition, although
the first embodiment compares pixel values at two-point ret-
erence locations 1n encoding processing, the second embodi-
ment compares pixel values (distance values 1n the case of a
distance 1image) at two-point reference locations on a distance
image and then performs encoding processing.

When acquiring a distance image as the input image 137, it
1s possible to generate a reliability map associating each pixel
(distance value) of a distance 1image with 1ts reliability, by
using the conventional techniques disclosed in Japanese
Patent Laid-Open Nos. 06-229771 and 07-129898. A reliabil-
ity map expresses reliability values in the form of a two-
dimensional array expressing reliabilities by distance values
equal 1n size to the aspect ratio of a distance 1image. With this
map, providing a reference location on a distance i1mage
allows to obtain the reliability value of a distance value at the
reference location. Assume that this apparatus generates a
reliability map (not shown) of distance values upon acquiring
a distance 1image as the input image 137, and stores the map 1n
a memory 106 1n advance.

Evaluation value calculation processing in the second
embodiment will be described next. FIG. 15 1s a tlowchart for
explaining the operation of the evaluation value calculation
processing 1n the second embodiment.

First of all, the apparatus reads out the total number of
classification trees from a classification tree count 601 of a
dictionary 135, and sets 1t to a variable Nt (step S1201). The
apparatus then mitializes a variable t indicating a classifica-
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tion tree number and sets 1t to *“1” (step S1202). Subsequently,
the apparatus reads out a code bit count 502 of a tth classifi-
cation tree 134 from the dictionary 135, and sets it to a
variable Nb (step S1203). The apparatus reads out a two-point
reference location list 503 of a tth classification tree 134 (step
S1204). The apparatus reads out reliability values at all the
reference, locations included 1n the two-point reference loca-
tion list 503 read outin step S1204 with respect to a reliability
map ol distance values 1n the memory 106, and extracts the
minimum value among the readout reliability values (step
S1205). The apparatus then sets a classification tree number t
and the minimum reliability value calculated 1n step S12035 1n
the evaluation value 138 of the memory 106 (step S1206). The
evaluation value 138 and the pair of the classification tree
number t and the minimum reliability value calculated 1n step
S1205 form a list. Subsequently, the apparatus determines
whether the above processing has been performed for all the
classification trees recorded in the dictionary 135 (step
S1207). Upon completing the calculation of the evaluation
values of all the classification trees (NO 1n step S1207), the
apparatus terminates the processing.

Note that this embodiment only refers to the reliability at
cach point of two-point reference locations 1n selection of a
classification tree but does not compare the reliabilities. On
the other hand, the embodiment uses the classification tree
obtained as a result of comparison between pixel values (dis-
tance values) 1n classification processing. That 1s, reliabilities
are used only at the time of classification tree selection. For
this reason, reliability data may be included 1n an input image,
and only distance values may be stored in advance with
respect to reference information.

As described above, 1t1s possible to set the evaluation value
of a classification tree to a low value with regard to a reference
location pattern including reference locations exhibiting
small reliability values with respect to an mput distance
image. In the above case, the minimum reliability value 1s set
as an evaluation value. However, 1t 1s conceivable to use other
evaluation values. For example, 1t 1s conceivable to use, as an
evaluation value, some kind of statistics concerning reliabil-
ity values at two-point reference locations. For example, the
sum total of reliability values may be used as an evaluation
value.

Note that 1n the arrangement of this embodiment, when a
reliability 1s provided for each data value of mput informa-
tion, 1t 1s possible to calculate the reliability of each bit of a
code from the reliability of input data. This makes it possible
not to use any bit exhibiting low reliability for 1dentification.

<<Third Embodiment>>

The first embodiment has exemplified the processing for
luminance 1images. The second embodiment has exemplified
the processing for distance images. The third embodiment
will exemplily the processing to be performed when a plural-
ity of sensors simultaneously obtain a plurality of types of
data as input information.

FIG. 19 1s a block diagram showing the functional arrange-
ment of an information processing apparatus according to this
embodiment. FIG. 19 differs from FIG. 1 showing the first
embodiment 1n that a second sensor 108 1s added. With regard
to these sensors, a sensor 107 1s a camera which captures
luminance 1images like those described in the first embodi-
ment, and the second sensor 108 1s a distance measurement
unit which captures distance images like those described in
the second embodiment. Although the following will exem-
plify an arrangement including two types of sensors, the same
applies to an arrangement including three or more sensors.

Assume that information to be identified includes two
types of data, that 1s, a luminance 1mage captured by imaging
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a given object using a general camera and a distance 1image
obtained by measuring the same object using a distance mea-
surement unit. That 1s, assume that a learming 1image file 130,
image 136, and input 1image 137 in FIG. 19 are set so that
luminance 1mages and corresponding distance images are
stored 1n pairs. For the sake of simplicity, assume that 1n this
embodiment, luminance 1mages are equal in 1mage size to
distance images.

The differences between the operation of weak classifier
setting processing 1n this embodiment and that 1n the first
embodiment will be described first with reference to FI1G. 4.
When generating a two-point reference location list 1n step
5203, this embodiment determines a data type for each two-
point reference location. A method of determining to which
data type a specific two-point reference location should refer
1s not specifically limited. That 1s, it 1s possible to randomly
determine data types or determine data types in accordance
with the statuses of the respective data. FIG. 16 shows an
example of a two-point reference location list 131 1n this
embodiment. Referring to FIG. 16, d(1) to d(INb) represent
data types. The embodiment uses two data types including a
luminance image and a distance 1mage, and hence can express
a data type by one bit. For example, a luminance 1image 1s
represented by 0, and a distance image 1s represented by 1. In
addition, of the data structure of a classification tree 134 1n the
memory 106 1n the embodiment, the portion of the two-point
reference location list 503 in FIG. 7 1s the same as the two-
point reference location list 131 shown in FIG. 16. That 1s,
data representing a data type 1s recorded at each two-point
reference location of the two-point reference location list 503.
Note that when loading an 1mage for learning 1n step S206 in
FIG. 4, the embodiment entirely loads a plurality of type data.
That 1s, the embodiment loads both a luminance image and a
distance 1image so as to allow access to them.

Encoding processing 1n this embodiment will be described
next withreference to FI1G. 17. The respective steps in FI1G. 17
are the same as steps S801 to S806 in FIG. 10 except for
processing corresponding to step S1502, and hence a descrip-
tion of the steps other than step S1502 will be omitted. In step
S1502, the apparatus refers to pixels in accordance with the
data types (see FIG. 16) written 1n the two-point reference
location list 131 stored in the memory 106. For example, the
apparatus accesses a data value of a luminance 1mage 1f the
data type d(N) at the Nth two-point reference location 1s 0,
and accesses a data value of a distance 1image if the data type
d(N)1s 1, in accordance with the two-point reference location.

The differences between identification processing in this
embodiment and that in the first embodiment will be
described next with reference to FIG. 7. In the second
embodiment, 1n step S705 1 FIG. 9, when reading out two-
point reference locations from the dictionary, the apparatus
also reads out the data types shown 1n FIG. 16 and stores them
in the two-point reference location list 131 1n a memory 106.
In step S706, the apparatus executes encoding based on
encoding processing 1n the embodiment. That 1s, the appara-
tus accesses data 1 accordance with the data types set at
two-point reference locations and generates a code 1n accor-
dance with the values of the data. This processing 1s the same
as the encoding processing described in this embodiment.

Evaluation value calculation processing 1n this embodi-
ment will be described next. The embodiment handles two
data types, and hence includes two evaluation value calcula-
tion methods. The embodiment 1s characterized to switch
evaluation value calculation criteria 1n accordance with the
data type of reference destination. In the case described 1n the
embodiment, the apparatus handles luminance value data and
distance value data. The apparatus therefore uses evaluation
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values obtained with reference to the absolute value of a
luminance value difference and the reliability value of a dis-
tance value described 1n the second embodiment. For the sake
of simplicity, assume that both the absolute values of lumi-
nance value differences on a luminance image and the reli-
ability values of distance values on a distance image have the
same range (the same maximum and minimum values), and
allow comparison between them.

FIG. 18 1s a flowchart for explaining the operation of evalu-

ation value calculation processing 1n the third embodiment.
This flowchart 1s similar to the flowchart of FIG. 11 for

explaining the operation of the evaluation value calculation

processing 1n the first embodiment. The processing 1n steps
S1601 to S1603 is the same as that 1n steps S901 to S903 1n

FIG. 11, and hence a description of the processing will be
omitted.

In step S1604, the apparatus reads out the two-point refer-
ence locations of the tth classification tree as in step S904 1n
FIG. 11. In this embodiment, the two-point reference location
list 1n the dictionary also stores data indicating data types.
FIG. 16 shows the data structure of the two-point reference
location list 503. That 1s, 1n this case, the apparatus reads out
data types together with two-point reference locations.

With regard to the input image 137, the apparatus calcu-
lates the absolute values of luminance value differences by
accessing a luminance 1mage concerning all the two-point
reference locations, of the two-point reference locations read
out in step S1604, for which data types representing a lumi-
nance 1mage are set, and obtains the minimum value of them
(step S1605). Subsequently, the apparatus obtains, for the
input image 137, reliability values by accessing a reliability
map (not shown) concerming all the two-point reference loca-
tions, of the two-point reference locations read out 1n step
51604, for which data types representing a distance image are
set, and obtains the mimimum value of them (step S1606).

The apparatus then sets, to the evaluation value 138 in the
memory 106, a smaller one of the minimum luminance dif-
ference and the minimum reliability value calculated 1n steps
S1605 and S1606, together with the classification tree t (step
S1607). As described above, for the sake of simplicity, the
apparatus directly compares a luminance value difference
with a reliability value. However, the apparatus may compare
them with each other upon assigning some weights to both of
them. This embodiment does not limit the method of com-
paring the merits ol both evaluation values. Subsequently, the
apparatus determines whether the above processing has been
performed for all the classification trees recorded in the dic-
tionary 135 (step S1608). If the evaluation values of all the
classification trees are calculated (NO 1n step S1608), the
apparatus terminates the processing.

Processing other than that described here 1s the same as that
in the first embodiment. The third embodiment has been
described above. Note that when generating a two-point ret-
erence location list 1 step S203 in FIG. 4, the apparatus
determines a data type for each two-point reference location.
However, the apparatus may set the same data type for all the
two-point reference locations set 1n one classification tree.
Selectively using a data type for each classification tree can
accurately classily even mput data which are difficult to clas-
sity by using one of the data types, by using only the other
data type. According to this embodiment, the apparatus may
automatically use many classification trees configured to
classily according to luminance 1mages instead of distance
images with respect to input data including many regions
whose distance values have low reliabilities. If a luminance
image has low contrast and includes a few regions exhibiting
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luminance differences, the apparatus may automatically
select many classification trees based on a distance 1mage
instead of a luminance 1mage.

This embodiment 1s characterized in that the apparatus
does not determine a data type to be used by evaluating only
input data for each data type but evaluates each classification
tree by a combination of the type of mnput data and reference
locations of the classification tree corresponding to the type.
For example, even 1f distance data of poor quality as a whole
1s 1input as a distance 1image which has a few portions exhib-
iting high distance value reliabilities, 1t 1s possible to select a
classification tree corresponding to a distance image as long
as the classification tree exhibits high distance value reliabili-
ties between two-point reference locations with respect to the
distance 1mage. In this regard, the processing in the embodi-
ment differs from the processing of determining whether to
use a distance 1image, by evaluating only the reliability of the
overall distance 1mage.

The present mnvention can provide a technique which can
perform high-accuracy identification by properly selecting a
reference location pattern of reference mnformation which 1s
to be used to classily input information.

<<Other Embodiments>>

Aspects of the present invention can also be realized by a
computer of a system or apparatus (or devices such as a CPU
or MPU) that reads out and executes a program recorded on a
memory device to perform the functions of the above-de-
scribed embodiment(s), and by a method, the steps of which
are performed by a computer of a system or apparatus by, for
example, reading out and executing a program recorded on a
memory device to perform the functions of the above-de-
scribed embodiment(s). For this purpose, the program 1s pro-
vided to the computer for example via a network or from a
recording medium of various types serving as the memory
device ({or example, computer-readable storage medium).

While the present invention has been described with refer-
ence to exemplary embodiments, it 1s to be understood that
the invention 1s not limited to the disclosed exemplary
embodiments. The scope of the following claims 1s to be
accorded the broadest mterpretation so as to encompass all
such modifications and equivalent structures and functions.

This application claims the benefit of Japanese Patent
Application No. 2011-264118 filed on Dec. 1, 2011, which 1s

hereby incorporated by reference herein 1n its entirety.

What 1s claimed 1s:

1. An information processing apparatus comprising;

an acquisition unit configured to acquire a plurality of sets
of a plurality of reference locations 1n reference infor-
mation to be used for classitying input information and
to prepare 1n a learning process the plurality of sets of the
plurality of reference locations;

a second acquisition unit configured to acquire mput infor-
mation ol an 1mage;

an extraction unit configured to extract each piece of data
from the input information 1n accordance with each of
the sets of a plurality of reference locations;

an evaluation unit configured to evaluate each piece of data
extracted by the extraction unit by comparing pixel val-
ues at the plurality of reference locations of the image;

a selection unit configured to select a set of a plurality of
reference locations used for classification of the input
information from the prepared plurality of sets of the a
plurality of reference locations previously prepared in
the learning process based on a result of evaluation by
the evaluation unit according to the pixel values of the
image at the plurality of reference locations; and
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an execution unit configured to execute classification of the
input information by using a feature amount in the
selected set of a plurality of reference locations 1n the
input imnformation.

2. The apparatus according to claim 1, wherein the setof a
plurality of reference locations includes not less than one
reference location pair as a pair of two-point reference loca-
tions, and

said selection unit selects a set of a plurality of reference
locations used for classification of the input information
from the plurality of sets of a plurality of reference
locations based on a magnitude of a difference between

values of two-point data of mput information in the
reference location pair.

3. The apparatus according to claim 2, further comprising,
a calculation unit configured to calculate a minimum value of
a magnitude of a difference between values of two-point data
of input information 1n the reference location pair for each of
said plurality of sets of a plurality of reference locations,

wherein said selection unit selects the set of plurality of

reference locations exhibiting the minimum value larger
than a predetermined value as a set of a plurality of
reference locations used for classification of the input
information.

4. The apparatus according to claim 2, further comprising,
a calculation unit configured to calculate a minimum value of
a magnitude of a difference between values of two-point data
of input information 1n the reference location pair for each of
said plurality of sets of a plurality of reference locations,

wherein said selection unit selects a predetermined number

of the sets of a plurality of reference locations 1n
descending order of the mimmum values as sets of a
plurality of reference locations used for classification of
the input information.

5. The apparatus according to claim 2, further comprising,
a calculation unit configured to calculate a sum total of mag-
nitudes of differences between values of two-point data of
input information 1n the reference location pairs for each of
said plurality of sets of a plurality of reference locations,

wherein said selection unit selects the set of a plurality of

reference locations exhibiting the sum total larger than a
predetermined value as a set of a plurality of reference
locations used for classification of the input information.

6. The apparatus according to claim 2, further comprising
a calculation unit configured to calculate a sum total of mag-
nitudes of differences between values of two-point data of
input information 1n the reference location pairs for each of
said plurality of sets of a plurality of reference locations,

wherein said selection unit selects a predetermined number

of the sets of a plurality of reference locations 1n
descending order of the sum totals as sets of a plurality of
reference locations used for classification of the input
information.

7. The apparatus according to claim 1, wherein the input
information includes data indicating data of reliability corre-
sponding to the data,

said extraction unit extracts data of the reliability 1n accor-

dance with each of the plurality of sets of a plurality of
reference locations,

said evaluation unmit evaluates each piece of data extracted

by the extraction unit based on a value of the extracted
reliability; and

said selection unit selects the set of a plurality of reference

locations used for classification of the input information
based on a value of the extracted reliability.

8. The apparatus according to claim 7, further comprising
a calculation unit configured to calculate a minimum value of
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values of the reliabilities for each of said plurality of sets of a
plurality of reference locations,
wherein said selection unit selects the set of a plurality of
reference locations exhibiting the minimum value larger
than a predetermined value as a set of a plurality of
reference locations used for classification of the input
information.
9. The apparatus according to claim 7, further comprising,
a calculation unit configured to calculate a minimum value of
values of the reliabilities for each of said plurality of sets of a
plurality of reference locations,
wherein said selection unit selects a predetermined number
of the sets of a plurality of reference locations 1n
descending order of the mimimum values as sets of a

plurality of reference locations used for classification of
the input information.

10. The apparatus according to claim 7, further comprising
a calculation unit configured to calculate a sum total of values
of the reliabilities for said each of said plurality of sets of a
plurality, of reference locations,

wherein said selection unit selects the set of a plurality of

reference locations exhibiting the sum total larger than a
predetermined value as a set of a plurality of reference
locations used for classification of the mnput information.

11. The apparatus according to claim 7, further comprising
a calculation unit configured to calculate a sum total of values
of the reliabilities for each of said plurality of sets of a plu-
rality of reference locations,

wherein said selection unit selects a predetermined number

of the sets of a plurality of reference locations 1n
descending order of the sum totals as sets of a plurality of
reference locations used for classification of the input
information.

12. The apparatus according to claim 1, wherein the input
information includes a plurality of pieces of information
including data of different types,

the set of a plurality of reference locations includes infor-

mation specifying a type of the data to be referred to for
each of said reference locations, and

said extraction unit extracts data of a type to be retferred to,

which corresponds to the reference location, for each of
the reference location, from the plurality of pieces of
information of the iput information.

13. The apparatus according to claim 12, wherein a type of
a single piece of data to be referred to 1s specified for the one
reference information pattern.

14. An imnformation processing method 1n an information
processing apparatus, the method comprising the following
steps performed by a processor:

acquiring a plurality of sets of a plurality of reference

locations 1n reference information to be used for classi-
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fying input information and to prepare in a learning
process the plurality of sets of the plurality of reference
locations:

acquiring iput information of an 1image;

extracting each piece of data from the input information in
accordance with each of the sets of a plurality of refer-
ence locations:

evaluating each piece of data extracted by the extraction
unit by comparing pixel values at the plurality of refer-
ence locations of the image;

selecting a set of a plurality of reference locations used for
classification of the input information from the prepared
plurality of sets of the plurality of reference locations
previously prepared 1n the learning process based on a
result of evaluation by the evaluation unit according to
the pixel values of the image at the plurality of reference
locations: and

executing classification of the input information by using a
feature amount 1n the selected set of a plurality of refer-
ence locations 1n the mput information.

15. A non-transitory computer-readable storage medium
storing a computer program for causing a computer 1 an
information processing apparatus to execute

a code for acquiring a plurality of sets of a plurality of
reference locations 1n reference mformation to be used
for classifying mput information and to prepare in a
learning process the plurality of sets of a plurality of
reference locations;

a code for acquiring input information of an 1image;

a code for extracting each piece of data from the input
information 1 accordance with each of the sets of a
plurality of reference locations;

a code for evaluating each piece of data extracted by the
extraction unit by comparing pixel values at the plurality
of reference locations of the image;

a code for selecting a set of a plurality of reference loca-
tions used for classification of the mput information
from the prepared plurality of sets of the plurality of
reference locations previously prepared 1n the learming
process based on a result of evaluation by the evaluation
unit according to the pixel values of the image at the
plurality of reference locations; and

a code for executing classification of the input information
by using a feature amount in the selected set of a plural-
ity of reference locations 1n the mput location.

16. The apparatus according to claim 1, wherein each of the
reference information and the mput information 1s an 1mage,
and the extraction unit extracts a pixel value of the image
input as the information.

17. The apparatus according to claim 16, wherein the pixel
value 1s a luminance value.
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