12 United States Patent

US008990540B2

(10) Patent No.: US 8.990,540 B2

Jones et al. 45) Date of Patent: Mar. 24, 2015
(54) INTEGRATED CIRCUIT SYSTEM 7,343,469 B1* 3/2008 Boginetal. ... 711/209
PROVIDING ENHANCED 7,516,119 B1* 4/2009 Kao .....cccoveviviiiiiiiiiniinn, 1/1
7,539,032 B2* 5/2009 Ichirmuetal. ............... 365/49.17
COMMUNICATIONS BETWEEN "ezn -
7,552,275 B1* 6/2009 Krishnan ...................... 711/108
INTEGRATED CIRCUIT DIES AND RELATED 7613876 B2* 112009 Bruceetal. . 711/113
METHODS 7,634,500 B1* 12/2009 Raj ..cooovvviiiiiiiiiiiiinniiiieee, 1/1
7,783,654 Bl1* 8/2010 Srt?enath ....................... 707/758
(75) Inventors: Andrew Michael Jones, Redland (GB); ;’g?g’gi} E%: gggi 51“1311{1&113—1111 ********************** ;iﬁ i?g
* 917, 1 enkatachary ............... 1
Stuart Ryan, Bristol (GB) 8,549,218 B2* 10/2013 Fusellaetal. ............... 711/108
8,782,367 B2* 7/2014 C beck etal. ...... 711/163
(73) Assignee: STMicroelectronics (Research & 2002/0027557 Al 3/2002 Jeﬁgﬁ R
Development) Limited, Marlow Bucks 2007/0106873 Al 5/2007 Lally et al.
(GB) 2013/0031347 Al* 1/2013 Jonesetal. .........o..coeevnninn. 713/2
( *) Notice: Subject to any disclaimer, the term of this OTHER PUBRLICATIONS
patent 1s extended or adjusted under 35
U.S.C. 154(b) by 350 days. Great Britain Search Report dated Nov. 18, 2011 from corresponding
Great Britain Application No. 1112981 .4, 1 page.
(21) Appl. No.: 13/560,414
* cited by examiner
(22) Filed: Jul. 27, 2012
(65) Prior Publication Data Primary Examiner — Stephen Elmore
US 2013/0031330 A1 Jan. 31! 2013 (74) Aﬁor‘ney} Ag@ﬂff, or Firm —Allenj Dyerj Doppeltj
Milbrath & Gilchrist, P.A.
(30) Foreign Application Priority Data
Tul. 28,2011 (GB) ooveoooeoeeeooeeeoeoe 11129814  ©O7) ABSTRACT
(51) Int.Cl A method may include receiving, at a first integrated circuit
GOES ¥ 1 210 (2006.01) die, a memory transaction having an address from a second
GOGF 13/16 (200 6'01) integrated circuit die. The method may further include deter-
2 US. Cl ' mining, at the first integrated circuit die and based on the
(52) Ci’ C ' GOGF 13/1657 (2013 .01 address, 11 the transaction 1s for the first integrated circuit die
USPC711/203 71 1/108(' 1 1/'1 52 and, 11 so, translating the address. It transaction 1s for a third
T e e ’ ’ integrated circuit die, the transaction may be transmitted,
(58)  Field of Classification Search without modification to the address, to the third integrated
CPC e GO6F 13/1657 circuit die. The translation may be based upon a first table
USPC S P P TR 71 1/2(?3,, 108, 154 with each entry including a first address and a second trans-
See application file for complete search history. lated address corresponding to the first address, and a second
] table with each entry including a first address and an indica-
(56) References Cited tion 1f the transaction 1s to be forwarded without modification

U.S. PATENT DOCUMENTS

711/108
370/392

6,226,710 B1* 5/2001 Melchior
6,307,855 B1* 10/2001 Hariguchi

tttttttttttttttttttttt

ttttttttttttttttttttt

00— |ncoming Address

|-—-.|- (L WY

FEH

307 §

'
]

vallp 807

[

to the address.

32 Claims, 5 Drawing Sheets

. MATCH, _ Le i
3

VALID
C E

—rTer .]

& '
| MATCH, L_g;rjﬁ
"u"ﬂli._lﬂ

- 3

| ull

- ]

-

e —___

"u".nT HD

MATC Hn-ﬁ._..;.I:L'.D-J.{

VALID
| ft

' MATCH, "y
3 VALID
| _ A
. MATCH,.y '3

"'-I"AJEID
i

...?L_l_.

[
[ MATCHu2 Ty

3} VALID |
. LA

[MATCH ot Ty,

TCAM Array

Array

T —

Local TLB Hit

Through Routing Hit

- 308



U.S. Patent Mar. 24, 2015 Sheet 1 of 5 US 8,990,540 B2

Figure 1

E W W W <

- -- . - .- - — % -
R e
. -
' --1- . £
. 3

362




US 8,990,540 B2

1484

e ||

0séd

¢0c
Bl
m i
N
] & | A NA E

; .-
= 092 -

: P IP[r ..
g

7s cve

\f,

y—

= peT

3 90c¢

~ _ AN _ _ 0e2Z _

>

9t

Z 9inbi4

U.S. Patent



U.S. Patent Mar. 24, 2015 Sheet 3 of 5 US 8,990,540 B2

ap
(),
V-
-
O
- =
@ 0.
= al 1
) \ ﬂ-l“_ﬂﬂ-ﬂﬂﬂl
g, \
= | S =
O | \ I N -
il l
sl Ay T
A - F)
N 3

Lookup

310
316
318

320

300
312
314



U.S. Patent Mar. 24, 2015 Sheet 4 of 5 US 8,990,540 B2

500 — Incoming Address

PPN 302]

306 |} VA%D o -
e L | }"“ - ]
MATCHn_ Ly
~~~~~~~~~~~~~~~~~~~ > Array
T
|
z A

Local TLB Hit

Thlrough Routing Hit

[A | | l
1
- —T--mmmwwm‘w&mmm-*—.* Frob o orddar s il irhe u-rru-ru; 3 0 9
i --"""""
i

‘s
hamcr e

]

308 — [ [ [MATCHp2 B

B : |
mmmmmmmmmmmm }  VAUD | Figure 4
Lw o "{l } |

MATCHn¢m-1 Ly

TCAM Array



US 8,990,540 B2

Sheet 5 of 5

Mar. 24, 2015

U.S. Patent

752 w2 G 2inDi4 e

-
(o
N

0
L0

e - . G A Bt ek e e Ay A AW AW O BE B B




US 8,990,540 B2

1

INTEGRATED CIRCUIT SYSTEM
PROVIDING ENHANCED
COMMUNICATIONS BETWEEN
INTEGRATED CIRCUIT DIES AND RELATED
METHODS

CROSS REFERENCE TO RELATED
APPLICATIONS

This application claims the priority benefit of Great Britain
patent application number 1112981.4, filed on Jul. 28, 2011,

which 1s hereby incorporated by reference to the maximum
extent allowable by law.

BACKGROUND

1. Technical Field

The present disclosure relates to an arrangement and
method, for example but not exclusively for routing.

2. Discussion of the Related Art

It has been proposed to provide a system 1n package having
two or more dies. The dies may be arranged to share a
memory space. A number of different considerations may
need to be taken into account such as, for example, compat-
ible memory maps.

SUMMARY

According to a first aspect, there 1s provided a first arrange-
ment comprising: a first interface configured to receive a
memory transaction having an address from a second
arrangement; a second intertace; an address translator con-
figured to determine based on said address 11 said transaction
1s for said first arrangement and 11 so to translate said address
or 1f said transaction 1s for a third arrangement to forward said
transaction without modification to said address to said sec-
ond interface, said second interface being configured to trans-
mit said transaction, without modification to said address, to
said third arrangement.

According to another aspect, there 1s provided a method
comprising: receiving at a first arrangement a memory trans-
action having an address from a second arrangement; deter-
mimng based on said address 11 said transaction 1s for said first
arrangement and 11 so translating said address or 11 said trans-
action 1s for a third arrangement transmitting said transaction,
without modification to said address, to a third arrangement.

BRIEF DESCRIPTION OF THE DRAWINGS

For an understanding of some embodiments, reference will
be made by way of example only to the accompanying Fig-
ures 1n which:

FIG. 1 schematically shows a package comprising a first
die and a second die;

FIG. 2 schematically shows a package having three dies;

FIG. 3 schematically shows the blocks of the second die
used for a remapping/routing function;

FIG. 4 shows a routing content addressable memory
arrangement ol FIG. 3 1n more detail; and

FIG. 5 shows an interfacing arrangement of the second die
in more detail.

DETAILED DESCRIPTION

Some embodiments may be used where there are more than
one die within a single package. In particular, a plurality of
integrated circuit dies may be mcorporated within a single
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package. In the following examples, FIG. 1 shows a single
package having two dies which 1s provided to explain in detail
the interaction between two dies. However 1t 1s appreciated
that three or more dies may be provided in some embodiments
in the same single package. This 1s explained 1n more detail
with reference to FIG. 2.

The decreasing feature size in CMOS silicon processes
allows digital logic to shrink significantly in successive fab-
rication technology. For example, an area reduction of 55%
may be obtained when comparing a digital logic cell imple-
mented 1 90 nanometer technology with a digital logic cell
implemented 1n 65 nanometer technology. However, analog
and mput/output cells tend to shrink much less i1t at all in these
implementations. This may lead to increasingly pad limited
designs in many complex system-on-chips (SoC). A pad lim-
ited design can be considered wasteful 11 the digital logic 1s
not implemented as densely as 1t might be if it were the
determining factor in the device area.

Another factor in some embodiments 1s that the transition,
for example, to a sub 32 nanometer design may introduce a
dichotomy between supporting low voltage, high speed input/
output logic such as DDR3 (Double Data Rate) RAM (Ran-
dom Access Memory) 1.5V @800 MHz or higher on the one
hand and higher voltage interconnect technologies, for
example HDMI (High Definition Multimedia Interface),
SATA (Sertal Advanced Technology Attachment), USB3
(Universal Serial Bus), etc. The lower voltage DDR3 inter-
face may require a lower transistor gate oxide thickness as
compared to the HDMI technology. This may be incompat-
ible within a standard process.

Porting of high speed analog interfaces to a new process
consumes a lot of resources in terms of time and expert
attention. By decoupling the implementation of analog
blocks from that of digital blocks of the system may allow a
reduction 1n time to working silicon.

By splitting a traditional monolithic system-on-chip into a
plurality of dies in order to form a system 1n package com-
prising two or more dies, advantages can be achieved. For
example, each die may be designed to provide a particular
function which may require various different mixes of analog
and digital circuitry 1n the implementation of the particular
function. This means that in some embodiments, it may be
possible to use the same die or same design for a die in
different packages. This modularity may reduce design time.

Embodiments may be used where there are three or more
dies in the package. Embodiments may be used where the dies
are manufactured i1n different technologies. Embodiments
may be used alternatively or additionally where 1t 1s advan-
tageous for at least one of the dies to be certified, validated or
tested independently for conformance to, for example, a stan-
dard. Embodiments may alternatively or additionally be used
where one of the dies contains special purpose logic to drives
specific wireless, optical or electrical interfaces so that the
other die or dies can be manufactured independently and not
incur any costs associated with the special purpose logic.
Embodiments may alternatively or additionally be used
where one of the dies contains information, for example
encryption information, which 1s to be withheld from the
designers/manufacturers of the other die or dies. Embodi-
ments may alternatively or additionally be used where one of
the dies contains high density RAM (Random Access
Memory) or ROM (Read Only Memory) and 1t 1s preferable
to separate this from standard high speed logic for reasons of
tabrication yield and/or product tlexibility.

It should be appreciated that some embodiments may have
additional or alternative advantages other than those dis-
cussed previously.
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Reference will now be made to FIG. 1 which shows an
example of a system 1n where two dies are provided to 1llus-
trate one example of an interaction between two dies.

Some embodiments may be used where there are more than
two dies within a single package. In particular, three or more
integrated circuit dies may be mcorporated within a single
package.

Alternative embodiments may be used for communication
between three different entities. Those entities may be inte-
grated circuits or other types of circuits. These three or more
entities may not be included i a single package but, for
example, may be provided on a circuit board.

Usually, most of the communications between the dies will
be read and write transactions to the memory address space of
either chip. If 32 bits physical addressing 1s used, this may
lead to a limitation of 2°*=4 GBytes of addressable locations.
In some embodiments, a single die can use up most of this
addressable location leading to the consideration of how to
integrate three dies when the aggregate address space exceeds
4 GBytes. Further, 1n order for the dies to communicate, they
should have compatible physical addresses. This means that
the addresses allocated to functional elements 1n one die,
should not be allocated 1n the other die.

Reference 1s made to FIG. 1 which schematically shows a
system 1n package 1 having a first die 2 and a second die 4.

The first die may be a set-top application specific die and
the second die may be a media processing engine. These two
dies may be used 1n a set-top box. The first die may have a
lower density as compared to the second die and may contain
most of the input/output and analog circuitry of the two dies.
The second die contains most of the processing engines,
memory and higher density logic.

It should be appreciated that the nature and function of the
dies can cover a wide range of applications and 1s not limited
to this one example.

By way of example, the first die 2 comprises a first initiator
22, a second 1nitiator 24 and a third initiator 26. The first die
2 also comprises a CPU 28. In one embodiment, the imitiators
22,24 and 26 are configured to 1ssue requests or transactions.
By way of example only, these requests may comprise
memory transactions for a memory 36a or 3656 associated
with the second die 4 or amemory 49 or 44 associated with the
first die. Each of these initiators 1s configured to 1ssue the
requests to a respective bus node 30, 32 and 34. It should be
appreciated that responses to the transactions will be for-
warded from the bus node to the associated 1nitiator.

Each of the bus nodes 30, 32 and 34 1s configured to put the
requests from the nitiators onto a network-on-chip 38. The
network-on-chip provides a communication path with a
peripheral interconnect 40. The peripheral interconnect 40
has a communication path with, for example, an external
memory interface 42. The external memory interface 42 may
interface with externally provided memory such as flash
memory 44. The peripheral interconnect 40 may, 1n some
embodiments, also provide a communication path to one or
more other targets.

The network-on-chip 38 also provides a communication
path to a memory interface 47 which comprises a memory
encryption system and a memory controller. The memory
encryption system 1s a block of logic which 1s able to police
accesses to DRAM and scramble the contents to thwart eaves-
droppers. The memory controller 1s arranged to interface with
external memory. That external memory may, for example, be
a DDR (double data rate RAM random access memory). This
1s by way of example only and the memory interface may
interface with any other suitable type of memory.
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The CPU 28 1s configured to interface with a CPU network-
on-chip 50. The CPU network-on-chip 50 1s configured to
interface with the peripheral interconnect 40 and the memory
interface 47.

The first die also has an address translation unit 52. The
address translation unit 52 has a translation store. The address
translation unit 52 will be described 1n more detail hereinai-
ter.

A communication path 1s provided between the NoC 38
and the CPU NoC 350 and the address translation unit 52.

The first die has an interface 56 which 1s configured to
transmit traffic to the second die and to receive tratfic from the
second die.

The second die 4 comprises an interface S8 which 1s con-
figured to recetve traffic from the first die 2 and to transmit
traffic from the second die to the first die. The interface 58 1s
configured to communicate with an address translation unit
60 on the second die. Associated with the address translation
unit 60 1s a translation store.

The address translation unit 60 1s configured to communi-
cate with a first network-on-chip 64 and a CPU network-on-
chip 66. The first network-on-chip 64 1s configured to inter-
face with a peripheral interconnect 68. The peripheral
interconnect 68 1s configured to interface with one or more
targets. The first network-on-chip 64 i1s configured to inter-
face with a first bus node 70, a second bus 72 and a third bus
node 74. Each of the nodes 1s configured to interface with a
respective itiator 76, 78 and 80.

The CPU network-on-chip 66 1s configured to interface
with a CPU 82.

The second die 1s also provided with a first memory inter-
face 84 and a second memory interface 86. The first memory
interface 1s configured to interface with the first memory 36qa
and the second memory interface 1s configured to interface
with the second memory 365.

It should be appreciated that FIG. 1 1s a schematic view of
the two dies. By way of example only, the initiators 22, 24 and
26 and/or the CPU 28 may require access to the memories 36a
and 365 which are interfaced by the second die 4. Likewise,
the CPU 82 and the initiators 76, 78 and 80 of the second die
may require access to the memories interfaced by the first die
2, for example, the DDR 40 and/or the tflash memory 44.

By way of example only, a request from the CPU 28 of the
first die may be routed to the CPU network-on-chip 50 of the
first die, then to the address translation unit and then to the
first die interface 56. The first die interface 56 passes the
request to the interface 58 of the second die. The request
passes through the address translation unit to the CPU net-
work-on-chip 66 of the second die. From the CPU network-
on-chip, the request can be forwarded to the first memory
interface 84, the second memory interface 86 and/or the
peripheral interconnect 68.

For requests from the mitiators 22, 24 and 26 of the first die,
the routing 1s as follows: respective bus node to network-on-
chip 38 to address translation unit 52 to interface 56 of the first
die to interface 58 of the second die to address translation unit
60 to network-on-chip 64 and to one or more of the first
memory interfaces 84, second memory interface 86 and
peripheral iterconnect 68.

It should be appreciated that responses to the respective
requests will generally follow a reversed route back to the
respective mitiator or CPU.

For transactions 1ssued by the CPU 82 or the 1nitiators 76,
78 and 80 of the second die, the transactions generally follow
the following path: to the CPU network-on-chip 66 1n case of
a transaction from the CPU and to the network-on-chip 64
from the respective bus node 70, 72 or 74 in the case of a
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transaction 1ssued by one of the 1nitiators. From the network-
on-chip 66 or 64, the transaction 1s routed via the address
translation unit 62 to the interface 58 of the second die. From
the 1interface 58 of the second die, the transactions are routed
to the interface 56 of the first die and via the address transla-
tion unit 52 to the respective network-on-chip 38 or 50. In
particular, transactions from the CPU will be routed to the
CPU network-on-chip and transactions from the initiators 76,
78 or 80 will be routed to the network-on-chip 38. The trans-
actions will then be routed either to the memory interface 47
or to the peripheral interconnect 40 to allow access to for
example the tlash memory 44, other targets or the DDR 49.
Again, the responses may berouted along a reverse path to the
respective itiators.

It should be appreciated that the various 1nitiators or CPUs
may 1ssue requests intended for memory space associated
with the die which includes the respective mitiators or CPUSs.

Reference 1s made to FIG. 2 which shows a simplified
example where three dies are connected. It should be appre-
ciated that the technique shown 1n FIG. 2 can be used where
there are three or more dies. In the arrangement shown in FIG.
2, there 1s a first die 202, a second die 204 and a third die 206.
It should be appreciated that any of the die shown 1n FIG. 2
may have generally the same structure as any of the die shown
in more detail 1n FIG. 1.

Schematically, the first die 202 1s shown as having blocks
210,212, 214, 216, 218 and 220. These blocks may take any
suitable form and may be a target, an 1nitiator, a CPU and/or
the like. It should be appreciated that the nature of the blocks,
as well as the number of blocks, 1s by way of example only. In
the arrangement shown 1n FIG. 2, a network-on-chip 226 1s
shown as providing communication between each of the
blocks and an interfacing arrangement 224. The interfacing,
arrangement 224 comprises an interface such as shown 1n
FIG. 1 and a corresponding address translation unat.

The second die 204 likewise 1s shown with blocks 244, 246,
248, 250, 252 and 254. Again, these blocks may take any
suitable form and may be a target, an 1mitiator, a CPU and/or
the like. It should be appreciated that the nature of the blocks,
as well as the number of blocks, 1s by way of example only. A
network-on-chip 260 1s shown as providing communication
between each of the blocks and a first interfacing arrangement
240 of the second die. The first interfacing arrangement com-
prises an interface and an address translation unit. The first
interfacing arrangement 240 1s arranged to send communica-
tions/data to the interfacing arrangement 224 of the first die
202 and recerve communications/data from the interfacing
arrangement 224 of the first die 202. The first interfacing
arrangement 240 of the second die and the interfacing
arrangement 224 of the first die may be coupled via a link.

The second die has a second interfacing arrangement 242
which has a communication path or link with the first inter-
facing arrangement 240. The second interfacing arrangement
has an interface and an address translation unit. In some
embodiments, the second interfacing arrangement may be
coupled to components of the second die only via the first
interfacing arrangement of the second die. However, 1t should
be appreciated that in some embodiments, the network-on-
chip may additionally or alternatively be coupled to the sec-
ond interfacing arrangement 242, directly or at least not only
via the first interface.

The second interfacing arrangement 242 of the second die
1s arranged to send communications/data to an interfacing
arrangement 234 of the third die 206 and receive communi-
cations/data from the interfacing arrangement 234 of the third
die 206. The second interfacing arrangement 242 of the sec-
ond die and the interface arrangement 234 of the third die may
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be coupled via a link. The mterfacing arrangement comprises
an interface and an address translation unait.

Schematically, the third die 206 1s shown as having blocks
230 and 232. These blocks again may take any suitable form
and may be a target, an 1mitiator, a CPU and/or the like. It
should be appreciated that the nature of the blocks, as well as
the number of blocks, 1s by way of example only. In the
arrangement shown in FIG. 2, a network-on-chip 236 is
shown as providing communication between each of the
blocks and the interfacing arrangement 234.

Embodiments may permit the first die 202 to communicate

with the third die 206 via the second die 204.

In some embodiments, the second die may be configured so
that 1t 1s not necessarily for the second die to be able to access
or map the same resources of the third die. This may be for

reasons of security and/or robustness. In some embodiments,
the tratfic which 1s routed from the first die to the third die via
the second die 1s arranged so that 1t does not affect the func-
tion of the second die.

In some embodiments, there may be a finite resource for
the translation 1n the second die. For example, this finite
resource may be a number of translation store entries.

In some embodiments, a dedicated link may be provided
between the two interfacing arrangements of the second die.
The dedicated link may have any suitable format and may, for
example, be a bus interface or a network-on-chip interface.

In embodiments, a request which requires through routing,
(that 1s routing a request from a first die through to a third die)
1s recognized by the respective mterfacing arrangement and
may thus require fewer translation store resources than a full
translation. This may mean that in some embodiments a
reduced through routing table can be used to effect the rout-
ng.

Reference 1s now made to FIG. 5 which shows the first
interfacing arrangement of the second die 1n more detail. It
should be appreciated that the arrangement of FIG. 3 1s pro-
vided on the second die 204 and shows the first interfacing
arrangement. The second interfacing arrangement may have a
similar structure to the first interfacing arrangement.

In the arrangement shown in FIG. 5, the interfacing
arrangement has an interface 156 and an address translation
umt 152. The interface 1s arranged to communicate with the
address translation unit 152. A communication path 140 1s
provided between the interface 156 and the address transla-
tion unit 152. The address translation unit 152 comprises
translation store logic 142, content addressable memory 144
and a register bank controller 146. The address translation
unit 1s configured to communicate with other entities via the
network-on-chip 260. Blocks 244-254 represent other on-
chip logic and may for example be targets or any other suit-
able logic.

The interface 156 when 1t recerves a request packet from
the first die, may copy the address part of the packet either to
the translation store logic 142 of the address translation unit
or 1n some embodiments to the controller 146. The interface
156 will make a decision as to where the address part of the
packet 1s to be copied based on the state of the translation
store enable signal which 1s referenced 158. This translation
store enable signal 1s provided from the register bank control-
ler 146 to the interface 156 when the content addressable
memory has been populated with entries.

If the translation store enable signal i1s asserted then the
packet address 1s copied to the translation store logic 142.
Otherwise, the address 1s copied to the register bank control-
ler for controlling the configuration of the CAM. The provid-
ing of a new address will be described 1n more detail later.
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The translation store logic 142 1s used when the translation
store signal 1s enabled. The CAM 144 receives an input
address, compares 1t to a list of addresses stored 1n the CAM.
Reference 1s made to FIG. 3 which shows the address trans-
lation process carried out by the translation store logic and
CAM 114 of the address translation unit. An incoming
address 300 1s received which has a physical page number
PPN 302 and an oifset 304. The physical page number is
provided by the originator of the request and effectively can
beregarded as being a virtual page number. The physical page
number acts as a look-up to a first translation table 306 which
may be provided by a first part 145a of the content address-
able memory 144 as well as to a through routing table 308
which may also be provided by a second part of content
addressable memory 144. In some embodiments, the look-up
to both tables will take place at generally the same time. In
some alternative embodiments, one table may be looked-up
betfore the other. Separate content addressable memories may
be provided for each table. In alternative embodiments, the
look-up tables may be provided in the same memory.

The first look up table has, for each entry, the following
information: an mcoming physical page number 310 and a
corresponding physical page number of the local die 312. It
should be appreciated that in some embodiments, each entry
of the look-up table may have one or more associated indica-
tions 314, for example 1f the entry 1s valid or not.

If the physical page number has an entry 1n the first look-up
table 306, the corresponding physical page number for the
second die 1s output. This 1s combined with the offset to define
a physical address for the second die. In the example shown 1n
FIG. 3, 1f the PPN does not have an entry 1n the first look-up
table 306, then the output 1s a miss.

The through routing table 1s smaller than the translation
store table for the second die. This 1s because the table only
needs to include information identifying the die for which the
transaction 1s requested. For each entry, there 1s an incoming,
physical page number 316 and an indication 318 1f the address
1s associated with another die. This indication may indicate
the another die or alternatively a further indication may be
provided if there 1s more than one die and may have the
identity of the further die. Accordingly, 1f the physical page
number has an entry in the through routing table, the identity
of the die to which the transaction 1s to be routed 1s deter-
mined from the table. The output of the through routing table
will be a hit and the physical address will be the same as the
incoming physical address made up of the PPN output via the
look-up table and the offset which 1s added back to the
address. Thus, as can be seen from FIG. 3, the mcoming
transaction address 1s not translated but istead 1s routed to
the die for which the transaction 1s required.

In one embodiment, instead of identifying the die for which
the transaction 1s required, the table may indicate the inter-
facing arrangement or the interface to which the request
should be routed. It should be appreciated that this may be
used where a die has more than one additional interfacing
arrangement.

The through routing table again may have imformation
regarding the validity, etc. of a particular entry.

Reference 1s made to FIG. 4 which shows the process of
FIG. 3 in more detail. The CAM comprises a ternary content
addressable memory 1n which entry bits may be 1, 0 or X
(don’t care). The PPN 302 of the incoming address 1s pre-
sented to n TCAM registers (numbered O:n—1) of the first
table 306. The output of each register will provide an indica-
tion if there 1s a match between the PPN and the contents of
the register. This may be indicated by single bit which may be
1. The match bit 1s gated by a respective AND gate 307 with
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a valid bit of register. A match 1s asserted if the entry of the
register 1s valid and there 1s a match. Otherwise 1t 1s deter-
mined that there 1s no match with an address held in a par-
ticular register. This match indication 1s able to select a cor-
responding register which contains the upper bits of the
translated address associated with the input address. The out-
put of each of the n AND gates are OR-ed together to provide
an indication 1 there has been a hit on any of the registers.
This 1s provided on a Local translation store hit line.

Concurrently the PPN of the incoming address 1s presented
to m TCAM registers (numbered n:n+m-1) of the second
table. The output of each register will provide an indication 1
there 1s a match between the PPN and the contents of the
register. This may be indicated by single bit which may be 1.
The match bit 1s gated by a respective AND gate 309 with a
valid bit of register. A match 1s asserted 1t the entry of the
register 1s valid and there 1s a match. Otherwise 1t 1s deter-
mined that there 1s no match with an address held in a par-
ticular register. The output of each of the m AND gates are
OR -ed together to provide an indication 1f there has been a hit
on any of the registers. This 1s provided on a Through Routing
Hit line.

A properly configured translation store means that pre-
cisely one of the valid TCAM comparators will assert a match
and therefore exactly one of the Local translation store hit line
or

I'hrough Routing Hit line will be asserted.
The interface will interpret an asserted Through Routing
Hit line to mean that the packet 1s forward to another inter-
facing arrangement. The interface will also interpret an
asserted Local translation store hit line together with a trans-
lated address to indicate that the incoming packet should be
routed on the local on-chip interconnect with the translated
address used for subsequent routing.

The on chip interconnect sends the packet to the other
interfacing arrangement based on the result field of the
through routing table, and not on the address field within the
packet. The address 1s only valid once 1t has hit (and been
translated or not) within the local remapping translation store.
In embodiments, there 1s different routing for the transactions
which are intended for the die and the transactions which are
to be passed to a further die. This may be provided by a
different physical path or separate channels which may be
virtual.

In some embodiments, the translation store may be a trans-

lation look aside buffer or similar.
The address of the transactions 1s a physical address.
The interfaces may be provided adjacent a die boundary.
The transaction may be a memory transaction. Alterna-
tively, the transaction may be another type of transaction.

In the embodiments shown, each die 1s shown as having a
network on chip. In some embodiments, one or more dies may
have alternatively or additionally a bus arrangement or any
other suitable communication links.

Having thus described at least one 1llustrative embodiment
of the invention, various alterations, modifications, and
improvements will readily occur to those skilled 1n the art.
Such alterations, modifications, and i1mprovements are
intended to be within the spirit and scope of the invention.
Accordingly, the foregoing description 1s by way of example
only and 1s not intended as limiting. The mvention 1s limited
only as defined in the following claims and the equivalents
thereto.

What 1s claimed 1s:

1. An arrangement comprising:

a first interface configured to receive a memory transaction
having an address from a second arrangement;

a second interface;
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an address translator configured to determine, based on
said address, 1f said transaction 1s for said first arrange-
ment and 1t so to translate said address or 11 said trans-
action 1s for a third arrangement to forward said trans-
action without modification to said address to said
second 1nterface, said second interface being configured
to transmit said transaction, without modification to said
address, to said third arrangement;

wherein said address translator comprises a first table with

cach entry comprising a first address and a second trans-
lated address corresponding to the first address, and a
second table with each entry comprising a first address
and an 1ndication if said transaction 1s to be forwarded
without modification to said address.

2. An arrangement as claimed in claim 1, wherein said
second address comprises a translated physical page number.

3. An arrangement as claimed in claim 1, wherein said
indication comprises destination information.

4. An arrangement as claimed in claim 1, wherein said first
address comprises at least part of said address of said trans-
action.

5. An arrangement as claimed in claim 1, wherein said first
address comprises a physical page number of said address of
said transaction.

6. An arrangement as claimed in claim 1, wherein said
translator 1s configured to provide first information 11 there 1s
a match 1n said first table and second information if there 1s a
match in the second table.

7. An arrangement as claimed in claim 6, wherein said
interface 1s configured to use said first information to route
said transaction with said translated address.

8. An arrangement as claimed in claim 6, wherein said
interface 1s configured to use said second information to route
said transaction without modification to said address.

9. An arrangement as claimed in claim 1, wherein said
interface 1s configured to present said at least a part of said
first address to said first table and said second table at sub-
stantially the same time.

10. An arrangement as claimed 1n claim 1, wherein said
first and second table are configured such that only a single
match in one of said first and second tables can be made.

11. An arrangement as claimed 1n claim 1, wherein at least
one of said first and second tables are provided by content
addressable memory.

12. An arrangement as claimed 1n claim 11, wherein each
entry 1s provided by a at least one register.

13. An arrangement as claimed 1n claim 12, wherein said
translator 1s configured such that when there 1s a match of an
entry 1n a register of said first table to at least a part of said
address of said transaction, a match indication 1s provided.

14. An arrangement as claimed 1n claim 13, wherein said
translator 1s configured responsive to a match indication in
said first table to select a corresponding register containing
said second translated address.

15. An arrangement as claimed in claim 1, wherein said
first and second 1nterfaces are coupled to one another, bypass-
ing an interconnect provided on said first arrangement.

16. A method comprising:

receiving at a first integrated circuit die a memory transac-

tion having an address from a second integrated circuit
die;

determining, by the first integrated circuit die and based on

said address, 1f said transaction 1s for said first integrated
circuit die and, 11 so, translating said address or i said
transaction 1s for a third mtegrated circuit die transmit-
ting said transaction, without modification to said
address, to the third integrated circuit die;
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wherein the translation 1s based upon a first table with each
entry comprising a first address and a second translated
address corresponding to the first address, and second
table with each entry comprising a first address and an
indication 1f said transaction 1s to be forwarded without
modification to said address.

17. A method as claimed 1n claim 16, wherein said second
address comprises a translated physical page number.

18. A method as claimed 1n claim 16, wherein said indica-
tion comprises destination information.

19. A method as claimed in claim 16, wherein said first
address comprises at least part of said address of said trans-
action.

20. A method as claimed 1n claim 19, comprising present-
ing said at least a part of said first address to said first table and
said second table at substantially the same time.

21. A method as claimed in claim 16, wherein said first
address comprises a physical page number of said address of
said transaction.

22. A method as claimed 1n claim 16, wherein said trans-
lating comprises providing first information if there 1s amatch
in said first table and second information 11 there 1s a match 1n
the second table.

23. A method as claimed 1n claim 22, comprising said first
information to route said transaction with said translated
address.

24. A method as claimed 1n claim 22, comprising using said
second mformation to route said transaction without modifi-
cation to said address.

25. A method as claimed 1n claim 16, wherein said first and
second table are such that only a single match 1n one of said
first and second tables can be made.

26. A method as claimed 1n claim 16, comprising providing,
a match indication when there 1s a match of an entry 1n a
register of said first table to at least a part of said address of
said transaction.

27. Amethod as claimed 1n claim 26, responsive to a match
indication in said first table selecting a corresponding register
containing said second translated address.

28. A system comprising:

a package; and

a plurality of integrated circuit dies carried by said pack-

age;

a first itegrated circuit die from among said plurality

thereol comprising

a first interface configured to recerve a memory transac-
tion having an address from a second integrated cir-
cuit die from among said plurality thereof,

a second interface, and

an address translator configured to determine, based on
the address, 1f the memory transaction is for the first
integrated circuit die and 11 so to translate the address,
or if the memory transaction 1s for a third integrated
circuit die from among said plurality thereof and 1t so
to forward the memory transaction without modifica-
tion to the address to said second interface,

said second interface being configured to transmit the
memory transaction, without modification to the
address, to said third integrated circuit die,

wherein said address translator comprises a first table
with each entry comprising a first address and a sec-
ond translated address corresponding to the first
address, and a second table with each entry compris-
ing a first address and an indication 1f the memory
transaction 1s to be forwarded without modification to

the address.
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29. The system of claim 28 wherein the second address
comprises a translated physical page number.

30. The system of claim 28 wherein the imndication com-
prises destination information.

31. The system of claim 28 wherein the first address com-
prises at least part of the address of the memory transaction.

32. The system of claim 28 wherein the first address com-
prises a physical page number of the address of the memory
transaction.
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