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SIGNATURE GENERATION FOR
MULTIMEDIA
DEEP-CONTENT-CLASSIFICATION BY A
LARGE-SCALE MATCHING SYSTEM AND
METHOD THEREOFK

CROSS REFERENCE TO RELATED
APPLICATIONS

This application 1s a continuation of U.S. application Ser.
No. 12/195,863 filed Aug. 21, 2008, now allowed. This appli-
cation 1s also a continuation-in-part of U.S. application Ser.
No. 12/084,1350 filed on Apr. 7, 2009, now pending, which 1s
the National Stage of International Application No. PCT/

I1.2006/001233, filed on Oct. 26, 2006, which claims foreign
priority from Israeli Application No. 171577 filed on Oct. 26,
20035, and Israeli Application No. 173409 filed on 29 Jan.
2006. This application also claims priority under 35 USC 119

from Israecli Application No. 185414, filed on Aug. 21, 2007,
now pending. All of the applications referenced above are
herein incorporated by reference.

TECHNICAL FIELD

The mmvention generally relates to content-based cluster-
ing, recognition, classification and search of high volumes of
multimedia data 1n real-time, and more specifically to real-
time, fast generation of signatures of high-volume of multi-
media content-segments.

BACKGROUND

With the abundance of multimedia data made available
through various means in general and the Internet and world-
wide web (WWW ) 1n particular, there 1s also a need to provide
for effective ways of searching for such multimedia data.
Searching for multimedia data 1n general and video data 1n
particular may be challenging at best due to the huge amount
of information that needs to be checked. Moreover, when 1t 1s
necessary to find a specific content of video, the prior art cases
revert to various metadata that describes the content of the
multimedia data. However, such content may be complex by
nature and not necessarily adequately documented as meta-
data.

The rapidly increasing multimedia databases, accessible
tor example through the Internet, calls for the application of
clfective means for search-by-content. Searching for multi-
media 1n general and for video data 1n particular 1s challeng-
ing due to the huge amount of information that has to be
classified. Moreover, prior art techniques revert to model-
based methods to define and/or describe multimedia data.
However, by its very nature, the structure of such multimedia
data may be too complex to be adequately represented by
means of metadata. The difficulty arises in cases where the
target sought for multimedia data cannot be adequately
defined 1n words, or respective metadata of the multimedia
data. For example, it may be desirable to locate a car of a
particular model 1 a large database of video clips or seg-
ments. In some cases the model of the car would be part of the
metadata but 1n many cases 1t would not. Moreover, the car
may be at angles different from the angles of a specific pho-
tograph of the car that 1s available as a search item. Similarly,
il a piece of music, as 1n a sequence of notes, 1s to be found,
it 1s not necessarily the case that 1n all available content the
notes are known in their metadata form, or for that matter, the
search pattern may just be a brietf audio clip.
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2

A system implementing a computational architecture
(heremaftter ““The Architecture™) typically consists of a large
ensemble of randomly, independently, generated, heteroge-
neous processing cores, mapping in parallel data-segments
onto a high-dimensional space and generating compact sig-
natures for classes of interest. The Architecture 1s based on a
PCT patent application number WO 2007/049282 and pub-
lished on May 3, 2007, enftitled “A Computing Device, a
System and a Method for Parallel Processing of Data
Streams”, assigned to common assignee, and 1s hereby ncor-
porated by reference for all the useful information it contains.

It would be advantageous to use The Architecture to over-
come the limitations of the prior art described hereinabove.
Specifically, 1t would be advantageous to show a framework,
a method, a system and respective technological implemen-
tations and embodiments, for large-scale matching-based
multimedia deep content classification, that overcomes the
well-known limitations of the prior art.

SUMMARY

Certain embodiments disclosed herein include an appara-
tus for generating a signature for an iput signal. The appa-
ratus comprises a processor; and a memory coupled to the
processor and configured to store at least instructions causing
for execution of a plurality of computational cores, wherein
the mstructions includes a plurality of subsets of instructions,
cach subset of imstructions causes the execution of one com-
putational core from the plurality of computational cores and
1s coded to have properties that have at least some statistical
independency from other subset of instructions, thereby the
properties are independent of each other computational core,
wherein each subset of instructions causes its respective com-
putational core to generate responsive of the mput signal a
first signature element and a second signature element, the
first signature element is a robust signature; wherein a plural-
ity of first signature elements include a first signature of the
iput signal and a plurality of second signature elements
include a second signature of the input signal, the first signa-
ture 1s determined respective of a first threshold value and the
second signature 1s determined respective of a second thresh-
old, wherein the first threshold 1s higher than the second
threshold.

Certain embodiments disclosed herein also include a
method for large-scale classification of multimedia signals.
The method comprises generating by a signature generator a
set of robust signatures representing samples for at least one
class of multimedia signals; for each multimedia signal to be
classified performing: generating at least a signature by the
signature generator; determining if the multimedia signal
matches the at least one of class of multimedia signals based
on the signature generated for the multimedia signal and the
set of robust signatures representing samples for the at least
one of class of multimedia signals; and classifying the mul-
timedia signal to a class of the multimedia signal matching the
at least one of class of multimedia signals.

BRIEF DESCRIPTION OF THE DRAWINGS

The subject matter that 1s regarded as the invention 1s
particularly pointed out and distinctly claimed 1n the claims at
the conclusion of the specification. The foregoing and other
objects, features and advantages of the invention will be
apparent from the following detailed description taken in
conjunction with the accompanying drawings.
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FIG. 1 1s the block diagram showing the basic flow of a for
large-scale video matching system implemented 1n accor-
dance with certain embodiments of the invention.

FIG. 2 1s a bars-plot showing an example of certain distri-
bution of values of coupling node.

FIG. 3 1s an example of a Signature and a corresponding,
Robust Signature for a certain frame.

FIG. 4 1s a diagram depicting the process of generating a
signature for a segment of speech implemented 1n accordance
with certain embodiments of the invention.

FIG. 5 1s a diagram depicting a process executed by a
Large-Scale Speech-to-Text System as implemented 1n
accordance with certain embodiments of the invention.

FI1G. 6 15 a diagram showing the tlow of patches generation,
response vector generation, and signature generation in a
Large-Scale Speech-to-Text System implemented 1n accor-
dance with certain embodiments of the invention.

FI1G. 7 1s a diagram showing the difference between com-
plex hyper-plane generated by prior art techniques, and the
large-scale classification techniques where multiple robust
hyper-plane segments are generated.

FIG. 8 1s a diagram showing the difference in decision
making using prior art techniques and the disclosed tech-
niques, when the sample to be classified differs from other
samples that belong to the training set.

FIG. 9 1s a diagram showing the difference in decision
making using prior art techniques and the disclosed tech-
niques, 1 cases where the sample to be classified closely
resembles samples that belong to two classes.

DETAILED DESCRIPTION

It 1s 1important to note that the embodiments disclosed by
the invention are only examples of the many advantageous
uses of the innovative teachings herein. In general, statements
made 1n the specification of the present application do not
necessarily limit any of the various claimed inventions. More-
over, some statements may apply to some inventive features
but not to others. In general, unless otherwise indicated, sin-

gular elements may be 1n plural and vice versa with no loss of

generality. In the drawings, like numerals refer to like parts
through several views.

Certain embodiments of the mvention include a frame-
work, a method, a system and their technological implemen-
tations and embodiments, for large-scale matching-based
multimedia Deep Content Classification (DCC). The system
1s based on an implementation of a computational architec-
ture (““The Architecture™) based on “A Computing Device, a
System and a Method for Parallel Processing of Data
Streams” technology, having a PCT patent application num-
ber WO 2007/049282 and published on May 3, 2007. The
Architecture consists of a large ensemble of randomly, inde-
pendently, generated, heterogeneous processing computa-
tional cores, mapping in parallel data-segments onto a high-
dimensional space and generating compact signatures for
classes of interest.

In accordance with the principles of the invention, a real-
1zation of The Architecture embedded 1n large-scale matching
system (“The System™) for multimedia DCC 1s disclosed. The
Architecture recetves as an input stream, multimedia content
segments, 1njected in parallel to all computational cores. The
computational cores generate compact signatures for the spe-
cific content segment, and/or for a certain class of equivalence
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data, the signatures are stored in a conventional way 1n a
database of size N, allowing match between the generated

4

signatures of a certain content-segment and the signatures 1n

the database, in low-cost, 1n terms of complexity, 1.e. <=0O(log

N), and response time.

For the purpose of explaining the principles of the inven-
tion there are now demonstrated two embodiments: a Large-
Scale Video Matching System; and a Large-Scale Speech-to-
Text System. However, 1t 1s appreciated that other
embodiments will be apparent to one of ordinary skill 1n the
art.

Characteristics and advantages of the System include but
are not limited to:

The System 1s flat and generates signatures at an extremely
high throughput rate;

The System generates robust natural signatures, invariant to
various distortions of the signal;

The System 1s highly-scalable for high-volume signatures
generation;

The System 1s highly-scalable for matching against large-
volumes of signatures;

The System generates Robust Signatures for exact-match
with low-cost, 1n terms of complexity and response time;

The System accuracy 1s scalable versus the number of com-
putational cores, with no degradation effect on the through-
put rate of processing;

The throughput of The System 1s scalable with the number of
computational threads, and 1s scalable with the platiorm for
computational cores implementation, such as FPGA,
ASIC, etc.; and

The signatures produced by The System are task-indepen-
dent, thus the process of classification, recognition and
clustering can be done independently from the process of
signatures generation, 1n the superior space of the gener-
ated signatures.

Large-Scale Video Matching System
The goal of a large-scale video matching system 1s elfec-

tively to find matches between members of large-scale Master

DB of video content-segments and a large-scale Target DB of

video content-segments. The match between two video con-

tent segments should be 1nvariant to a certain set of statistical
distortions performed independently on two relevant content-
segments. Moreover, the process of matching between a cer-
tain content-segment from Master DB to Target DB consist-
ing of N segments, cannot be done by matching directly the
Master content-segment to all N Target content-segments, for
large-scale N, since such a complexity of O(N), will lead to
non-practical response times. Thus, the representation of con-
tent-segments by both Robust Signatures and Signatures 1s
critical application-wise. The System embodies a specific
realization of The Architecture for the purpose of Large-Scale

Video Matching System.

A high-level description of the process for large-scale
video matching i1s depicted in FIG. 1. Video content segments
(2) from Master and Target databases (6) and (1) are pro-
cessed 1n parallel by a large number of independent compu-
tational Cores (3) that constitute the Architecture. Further
details are provides 1n the cores generator for Large-Scale
Video Matching System section below. The independent
Cores (3) generate a database of Robust Signatures and Sig-
natures (4) for Target content-segments (3) and a database of
Robust Signatures and Signatures (7) for Master content-
segments (8). The process of signature generation 1s shown in
detail 1n FIG. 6. Finally, Target Robust Signatures and/or
Signatures are elfectively matched, by matching algorithm
(9), to Master Robust Signatures and/or Signatures database
to find all matches between the two databases.

To demonstrate an example of signature generation pro-
cess, 1t 1s assumed, merely for the sake of simplicity and
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without limitation on the generality of the invention, that the
signatures are based on a single frame, leading to certain
simplification of the computational cores generation. This 1s
turther described 1n the cores generator for Large-Scale Video
Matching System section. The system i1s extensible for sig-
natures generation capturing the dynamics in-between the
frames.
Signature Generation
Creation of Signature Robust to Additive Noise

Assuming L. computational cores, generated for Large-
Scale Video Matching System. A frame 1 1s injected to all the

cores. The cores generate two binary response vectors the

Signature S and Robust Signature ETS

For generation of signatures robust to additive noise, such
White-Gaussian-Noise, scratch, etc., but not robust to distor-
tions, such as crop, shift and rotation, the core C={n.} may
consist of a single (LTU) node or more nodes. The node
equations are:

V; :Z wiik ;

J

where, n=0(V -Th ) and
0 1s a Heaviside step function; w;; 1s a coupling node unit

(CNU) between node 1 and image component j (for

example, grayscale value of a certain pixel j);
k;1s an 1image component j (for example, grayscale value of a

certain pixel 1);

Th, 1s a constant Threshold value where x 1s S’ for Signature
and ‘RS’ for Robust Signature; and
V. 1s a coupling node value.

The Threshold Th_values are set differently for Signature
generation and for Robust Signature generation. For example,
as shown 1n FIG. 2, for a certain distribution of V, values (1or
the set of nodes), the thresholds for Signature Thand Robust
Signature Th, . are set apart, after optimization, according to

the following critena:
I: For

Vi>Thgs

1-p(V>Th)=1-(1-€)">>1

1.e., given that/nodes (cores) constitute a Robust Signature
ol a certain 1image I, the probability that not all of these/
nodes will belong to the Signature of same, but noisy

image, - 1s sulliciently low (according to a system’s
specified accuracy).

I1;
p(V>Thpe)=l/L

1.e., approximately/out of the total L nodes can be found to
generate Robust Signature according to the above defi-
nition.

I1I: Both Robust Signature and Signature are generated for a
certain frame 1. An example for generating Robust Signature
and Signature for a certain frame 1s provided 1n FIG. 3.
Creation of Signatures Robust to Noise and Distortions
Assume L denotes the number of computational cores 1n
the System. Having generated L cores by the core generator
that constitute the Large-Scale Video Matching System, a
frame 1 1s 1njected to all the computational cores. The com-
putational cores map the i1mage frame onto two binary

response vectors: the Signature S and the Robust Signature

RS.
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In order to generate signatures robust to additive noises,
such as White-Gaussian-Noise, scratch, etc., and robust to
distortions, such as crop, shiit and rotation, etc., the core C,
should consist of a group of nodes (LTUs): C,={n,_}, where
m 1s the number of nodes 1n each core 1, generated according
to certain statistical process, modeling variants of certain set
of distortions.

The first step 1n generation of distortions-invariant signa-
tures 1s to generate m Signatures and Robust Signatures,
based on each of the m nodes 1n all the L cores, according to
the previously-described (above) algorithm. The next step 1s
to determine a subset V of m potential signatures-variants for
certain frame 1. This 1s done by defining a certain consistent
and robust selection criterion, for example, select top 1 sig-
nature-variants out ol m, with highest firing-rate across all L
computational cores. The reduced set will be used as Signa-
ture and Robust Signature, invariant to distortions which were
defined and used 1n the process of computational cores gen-
eration.

Computational Cores Generation
Computational Cores Generation 1s a process of definition,

selection and tuming the Architecture parameters for a certain

realization 1n specific system and application. The process 1s
based on several design considerations, such as:

(a) The cores should be designed so as to obtain maximal
independence, 1.e., the projection from a signal space
should generate a maximal pair-wise distance between any
two computational cores’ projections 1n a high-dimen-
sional space.

(b) The computational cores should be optimally designed for
the type of signals, 1.e. the computational cores should be
maximally sensitive to the spatio-temporal structure of the
injected signal, for example, and in particular, sensitive to
local correlations 1n time and space.

(c) The computational cores should be optimally designed
with regard to invariance to set of signal distortions, of
interest in relevant application.

Following 1s a non-limiting example of core-generator
module for large-scale video-matching system is presented.
The first step 1s a generation of L nodes, 1 for each of the L
computational cores, following design optimization criteria
(a) and (b).

Criterion (a) 1s implemented by formulating it as a problem
of generating L projections, sampling uniformly a D-dimen-
sional hemisphere. This problem cannot be solved analyti-
cally for an arbitrary L.. However, there are singular solutions,
obtained by Neil Sloane for a certain number of points for a
given dimension. The definition of core-generator stochastic
process 1s based on this singular solution. Another constraint
embedded 1n this process defimition 1s local distribution of
coupling node currents (CNCs) according to design optimi-
zation criterions (b), 1.e. the sparse connectivity has local
characteristics 1n image space. Other solutions of almost uni-
form tessellations exist.

The second step 1s to fulfill design optimization criterion
(c), by generating for each of the nodes of the computational
cores, M variants, so that the cores will produce signatures
robust to specific distortions of interest. This 1s done by apply-
ing to the functions of each node M.

Large-Scale Speech-to-Text System
The goal of large-scale speech-to-text system 1s to reliably

translate fluent prior art technologies are based on model-

based approaches, 1.¢., speech recognition through phonemes
recognition and/or word recognition by Hidden-Markov-

Models (HMM) and other methods, natural-language-pro-

cessing techniques, language models and more, the disclosed

approach constitutes a paradigm-shiit in the speech-recogni-
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tion domain. The disclosed System for speech-to-text1s based
on a previously-disclosed computational paradigm-shift, The
Architecture.

FI1G. 4 shows high-level steps for generating a signature for
voice segment implemented in accordance with certain °
embodiments of the invention. The System receives a large-
scale database of speech (10) with relevant database of text
(11) and generates a database of Robust Signatures (5) to
patches of the speech signals (13) provided in the original
database.

FIG. 5 shows more detailed overall process of speech-to-
text translation implemented i1n accordance with certain
embodiments of the invention. In the process of speech-to-
text translation, the system performs first speech-to-speech
match, 1.e. the system finds M best matches (18) between the
speech-segment received as an mput (16), and the N speech-
segments provided in the training database (17). Similar to
the case of visual signal, the match between two speech-
segments should be mvariant to a certain set of statistical g
processes performed independently on two relevant speech-
segments, such as generation o the speech by different speak-
ers, plurality noisy channels, various intonations, accents and
more. Moreover, the process of matching between a certain
speech-segment to a database consisting of N segments, can- 25
not be done by matching directly the speech-segment to all N
speech-segments, for large-scale N, since such a complexity
of O(N), will lead to non-practical response times. Thus, the
representation ol speech-segments by Robust Signatures 1s
critical application-wise. The System embodies a specific
realization ol The Architecture for the purpose of Large-Scale
Speech-to-Speech System mvention and definition. Finally,
alter matching the speech-segment to M best matches 1n
database, the relevant text attached to the M segments 1s
post-processed (19), generating the text (20) of the speech-
segment provided as an iput.

High-level description of the system 1s further depicted, in
FIG. 5. Speech-segments are processes by computational
Cores (3), a realization of The Architecture (see cores gen- 4
erator for Large-Scale Speech-to-Text System). The Cores (3)
generate a database of Signatures (5) for a large-scale data-
base of speech-segments (17) and Robust Signatures (15) for
speech-segment presented as an iput (16). The process of
signature generation 1s described below. Next, Robust Signa- 45
tures (15) and/or Signatures (5) are eflectively matched to
Robust Signatures (15) and/or Signatures (5) in the database
to find all matches between the two, and finally extract all the
relevant text to be post-processed and presented as a text
output (20). >0
Signatures Generation

The signatures generation process will be described with
reference to FIG. 6. The first step 1n the process of signatures
generation from a given speech-segment 1s to break-down the
speech-segment to K patches (14) of random length P and
random position within the speech segment (12). The break-
down 1s performed by the patch generator component (21).
The value of K and the other two parameters are determined
based on optimization, considering the tradeoff between
accuracy rate and the number of fast matches required 1n the
flow process of the System.

In the next step, all the K patches are injected 1n parallel to
all L computational Cores (3) to generate K response vectors
(22). 65

Having L computational cores, generated by the cores gen-
erator for Large-Scale Speech-to-Text System, a patch 1 1s
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injected to all the computational cores. Processing by the

computational cores yields a response vector R, for example,
in the following way:

A computational core C, consists of a m nodes (L'TUSs),
generated according to

cores-generator: C={n, }.

Rim (1) = O(V;(2) — Th)

Vi) = (1 = D)Vi(t = 1) + Vi,

Vim = E Wi, jnKi,j
J

w,;1s a CNU between node j (in Core 1) and patch compo-
nent n (for example, MFCC coellicient), and/or between
node 1 and node n in the same core 1.
k, ; 1s a patch component n (for example, MFCC coetti-
cient), and/or node j and node n 1n the same core 1.
0 1s a Heaviside step function; and
Th 1s a constant threshold value of all nodes.

The response vector R is the firing rate of all nodes, {n, }.
The Signature (4) and the Robust Signature may be gener-
ated, for example, similarly as to the case of video content-

segment, 1.¢., S by applying the threshold TT{; to R and [TS by

applying the threshold TT;; to R.
Speech-to-Speech-to-Text Process
Upon completion of the process of speech-to-speech
matching, yielding M best matches from the database, the
output of the relevant text 1s obtained by post-processing (19)
of the attached text to the M records, for example, by finding
the common dominator of the M members.
As an example, if the match yielded the following M=10
attached text records:
This dog 1s fast
This car 1s parking
Is 1t barking
This 1s a dog
It was barking
This 15 a king
His dog 1s playing
He 1s barking
This dog 1s nothing
This frog 1s pink
The output text to the provided iput speech-segment
will be:

... this dog 1s barking . . .
The proposed System for speech-to-text constitutes a
major paradigm-shiit from existing approaches to the design
of prior art speech-to-text systems 1n several aspects. First, 1t
1s not model-based, 1.e. no models are generated for pho-
nemes, key-words, speech-context, and/or language. Instead,
signatures generated for various speech-fragments, extract
this information, which 1s later, easily retrieved, by low-cost
database operation during the recognition process. This
yields a major computational advantage 1n that no expert-
knowledge of speech understanding 1s required during the
training process, which in the disclosed method and its
embodiment 1s signature generation. Second, the System
does not require an inference of the iput speech-segment to
cach of the generated models. Instead, for example, the
Robust Signature generated for the input segment 1s matched
against the whole database of signatures, 1n a way which does

not require a complexity greater than O(log N). This vields
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inherent scalability characteristic of the System, and
extremely short response times.

Synthesis for Generation of Large-Scale “Knowledge” Data-
bases

One of the main challenges 1n developing speech-to-text
systems, with superior performance, 1s the process of collect-
ing a large-scale and heterogeneous enough, “training’” data-
base. In the sequel, an innovative approach for meeting this
challenge 1s presented. For the purpose of large-scale data-
base generation of transcribed speech, a prior art synthesizers
1s used. A synthesizer receives two iputs: (1) Large text
database (2) Speech data-base with multiple speakers, into-
nations, etc., and generates a large database of heterogeneous
speech, transcribed according to the provided text database.
The generated large-scale database of transcribed speech 1s
used according to the presented System flow.

Large-Scale Classification Paradigm-Shiit

The presented System implements a computational para-
digm-shift required for classification tasks of natural signals,
such as video and speech, at very large scales of volume and
speed. For very large-scale tasks, such as the classification
tasks related to the web content and/or any other large-scale
database 1n terms of volume and update frequencies, the
required performance envelope 1s extremely challenging. For
example, the throughput rate of The System signature gen-
eration process should be equal to the rate of update process
ol the content database. Another example 1s the false-alarm or
false-positive rate required for the System to be effective. 1%
false-positive rate for a certain content-segment may turn to
100% false-positive rate for a data-base of N content-seg-
ments being matched against another large-scale data-base.
Thus, the false-positive rates should be extremely low. The
presented System does afford such a low false-positive rate
due to the paradigm-shift in its computational method for
large-scale classification tasks. Unlike, prior art learning sys-
tems which generate a complex hyper-plane separating a
certain class from the entire “world”, and/or model-based
method, which generate a model of a certain class, the pre-
sented System generates a set of Robust Signatures for the
presented samples of the class according to teachings
described above. Specifically, the signatures are generated by
maximally independent, transform/distortions-invariant and
signal-based characteristics optimally designed computa-
tional cores. The generalization from a certain set of samples
to a class 1s well defined 1n terms of 1nvariance to transforms/
distortions of interest, and the signatures’ robustness, yield-
ing extremely low false-positive rates. Moreover, the accu-
racy 1s scalable by the signatures length due the low
dependence of the computational cores.

Several differences between the prior art techniques and
the scale classification techniques disclosed herein are illus-
trated m FIGS. 7, 8 and 9. Specifically, FIG. 7 shows a
diagram 1llustrating the difference between complex hyper-
plane the large-scale classification where multiple robust
hyper-plane segments and are generated, prior art classifica-
tion shown on the left and classification according to the
principles of the invention on the right. Prior art classification
attempts to find a sophisticated classification line (24) that
best separates between objects (25) belonging to one group
and objects (26) that belong to another group. Typically, one
or more of the objects of one group are found to be classified
into the other group, 1 this example, there 1s an object (26)
within the group of different objects (23). In accordance with
an embodiment of the mvention, each object 1s classified
separately (27) and matched to 1ts respective objects. There-
fore an object will belong to one group or another providing
for a robust classification. FIG. 8 1llustrates the difference 1n
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decision making when the sample to be classified differs from
other samples that belong to the training set, prior art classi-
fication shown on the left and classification according to the
principles of the invention on the right. When a new object
(28), not previously classified by the system i1s classified
according to prior art as belonging to one group of objects, 1n
this exemplary case, objects (26). In accordance with the
disclosed invention, as the new object (28) does not match any
object (27) 1t will be recorded as unrecognized, or no match.
FIG. 9 shows the difference in decision making in cases
where the sample to be classified closely resembles samples
that belong to two classes, prior art classification shown on
the left and classification according to the principles of the
invention on the right. In this case the new object (29) 1s
classified by prior art systems as belonging to one of the two
existing, even though line (24) may require complex comput-
ing due to the similarity of the new object (29) to wither one
of the objects (25) and (26 ). However, in accordance with an
embodiment of the mvention, as each object 1s classified
separately (27) 1t 1s found that the new object (29) does not
belong to any one of the previously identified objects and
therefore no match 1s found.

The foregoing detailed description has set forth a few of the
many forms that the invention can take. It 1s intended that the
foregoing detailed description be understood as an 1llustra-
tion of selected forms that the invention can take and not as a
limitation to the definition of the invention. It 1s only the
claims, including all equivalents that are intended to define
the scope of this invention.

Most preferably, the principles of the invention are imple-
mented as any combination of hardware, firmware and soft-
ware. Moreover, the software 1s preferably implemented as an
application program tangibly embodied on a program storage
unit or computer readable medium. The application program
may be uploaded to, and executed by, a machine comprising
any suitable architecture. Preferably, the machine 1s imple-
mented on a computer platform having hardware such as one
or more central processing units (“CPUs”’), a memory, and
input/output interfaces. The computer platform may also
include an operating system and microinstruction code. The
various processes and functions described herein may be
either part of the microinstruction code or part of the appli-
cation program, or any combination thereof, which may be
executed by a CPU, whether or not such computer or proces-
sor 15 explicitly shown. In addition, various other peripheral
units may be connected to the computer platform such as an
additional data storage unit and a printing unit.

What we claim 1s:

1. An apparatus for generating a signature for an input
signal, comprising:

a processor; and

a memory coupled to the processor and configured to store

at least instructions causing for execution of a plurality
of computational cores, wherein the instructions
includes a plurality of subsets of instructions, each sub-
set of instructions causes the execution of one computa-
tional core from the plurality of computational cores and
1s coded to have properties that have at least some sta-
tistical independency from other subset of 1nstructions,
thereby the properties are independent of each other
computational core, wherein each subset of instructions
causes 1ts respective computational core to generate
responsive of the input signal a first signature element
and a second signature element, the first signature ele-
ment 15 a robust signature;

wherein a plurality of first signature elements include a first

signature ol the mput signal and a plurality of second

[l
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signature elements include a second signature of the
input signal, the first signature 1s determined respective
of a first threshold value and the second signature is

determined respective of a second threshold, wherein
the first threshold 1s higher than the second threshold.

2. The apparatus of claim 1, wherein the first signature 1s
robust to at least one of: noise and distortion.

3. The apparatus of claim 1, wherein the properties include
in part a first threshold and a second threshold, each of the
plurality of computational cores generates responsive to the
input signal and the first threshold the first signature element
and responsive to the mput signal and the second threshold
the second signature element.

4. The apparatus of claim 3, wherein each of the first
threshold and the second threshold 1s a constant threshold
value of a Heaviside step function, wherein each of the subset
of instructions are coded with the Heaviside step function to
be computed by each respective computational core when
generating the first signature element and the second signa-
ture element.

5. The apparatus of claim 3, wherein the properties are
defined according to at least one random parameter.

6. The apparatus of claim 1, wherein the input signal 1s at
least multimedia signal.

7. The apparatus of claim 6, wherein the multimedia signal
1s at least one of: an 1mage, graphics, a video stream, a video
clip, an audio stream, an audio clip, a video frame, text, a
photograph, images of signals, and portions thereof.

8. A method for large-scale classification of multimedia
signals, comprising:

generating by a signature generator a set of robust signa-

tures representing samples for at least one class of mul-
timedia signals;

for each multimedia signal to be classified performing;:

generating at least a signature by the signature genera-
tor;

determining 11 the multimedia signal matches the at least
one of class of multimedia signals based on the sig-
nature generated for the multimedia signal and the set
of robust signatures representing samples for the at
least one of class of multimedia signals; and
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classitying the multimedia signal to a class of the mul-
timedia signal matching the at least one of class of
multimedia signals.
9. The method of claim 8, further comprising:
creating a new class of multimedia signals to include an
unmatched multimedia signal 1f 1s a match does not
exist.
10. The method of claim 8, wherein each robust signature
ol the set of robust signatures 1s robust to noise and distortion.
11. The method of claim 8, wherein robust signatures of the
set of robust signatures and the signature of the multimedia
signal are generated by a signature generator.
12. The method of claim 11, wherein the signature genera-
tor includes:
a processor; and
a memory coupled to the processor and configured to store
at least instructions causing for execution of a plurality
of computational cores, wherein the instructions
includes a plurality of subsets of instructions, each sub-
set of istructions causes the execution of one computa-
tional core from the plurality of computational cores and
1s coded to have properties that have at least some sta-
tistical independency from other subset of 1nstructions,
thereby the properties are independent of each other
computational core, wherein each subset of instructions
causes 1ts respective computational core to generate
responsive of a multimedia signal a first signature ele-
ment and a second signature element, the first signature
clement 1s a robust signature;
wherein a plurality of first signature elements include a first
signature ol the mput signal and a plurality of second
signature elements include a second signature of the
input signal, the first signature 1s determined respective
of a first threshold value and the second signature 1s
determined respective of a second threshold, wherein
the first threshold 1s higher than the second threshold.
13. The method of claim 8, wherein the multimedia signal
1s at least one of: an 1mage, graphics, a video stream, a video
clip, an audio stream, an audio clip, a video frame, text, a
photograph, images of signals, and portions thereof.
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