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METHOD AND SYSTEM FOR PARTITIONING
CONTENTION BASED RESOURCES IN A
WIRELESS NETWORK

FIELD OF THE DISCLOSUR.

(L]

The present disclosure relates to wireless communications
and 1n particular to the allocation of contention based uplink
resources for wireless communications.

BACKGROUND

In order to communicate with a network, a wireless user
equipment (UE) needs to acquire uplink and downlink
resources for such communications. A UE initiates a connec-
tion with a network when 1t has data to transmit on the uplink
or when 1t 1s made aware that there 1s downlink data to be
received. If the UE has no connection with the network the
UE may mitiate a connection via a contention based channel
where transmissions from various UEs may collide. In other
cases, a UE with an established connection to the network
may not have dedicated resources available to transmit user
data on the uplink and may request resources to transmit the
user data using either a contention based uplink channel or a
dedicated uplink control channel. For example, in a 3™ Gen-
cration Partnership Project Long Term Evolution (3GPP
LTE) system, this 1s typically done through physical uplink
control channel (PUCCH) resources, when dedicated
resources are provided to each UE communicating with the
network element, or through a contention based physical
random access channel (PRACH) between the UE and the
network element when the UE 1s not provided with a PUCCH.
The use of a dedicated uplink control channel for uplink
resource requests limits the number of UEs that can be served
by a network element, since such dedicated resources are
scarce while time sharing these dedicated resources will
result 1n significant latency 1f these resources are shared by a
large number of UEs. If a random access channel 1s used
instead of a dedicated channel, the likelihood of collisions
between different transmitting UEs increases as the number
of UEs utilizing such random access resource increases.

Further, each UE runs different applications and may have
different data needs. In particular, a UE that is streaming
audio or video may use significant data resources. However,
other data devices may have applications that only sporadi-
cally exchange data. Thus, these UEs generate small bursts of
sporadic traific, followed by a period of mactivity. The spo-
radic traflic pattern may be present for an extended period of
time, perhaps for as long as the UE 1s powered on. This pattern
ol behaviour, often referred to as a low-activity traific, may be
generated, for example, by background applications.

The increased adoption of smartphones results i an
increasing number of UEs with diverse data applications
(DDA) and correspondingly diverse traific demands. While
existing radio resource management mechanisms, such as
those of the 3™ Generation Partnership Project (3GPP) Long-
Term Evolution (LTE) systems, may be efficient in handling
continuous streams of traffic for multimedia applications,
such systems are less eflicient for supporting low activity
traif]

ic from a number of always connected wireless devices
such as smartphones, tablets, laptop computers and remote
SEeNnsors.

BRIEF DESCRIPTION OF THE DRAWINGS

The present disclosure will be better understood with ret-
erence to the drawings, 1n which:
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2

FIG. 1 1s a block diagram showing random access pre-
amble configuration in an L'TE physical random access chan-
nel;

FIG. 2 1s a data flow diagram showing the L'TE
access procedures;

FIG. 3 1s a block diagram showing random access pre-
amble partitions in a physical random access channel;

FIG. 4 15 a block diagram showing a typical physical ran-
dom access channel configuration;

FIG. § 1s a block diagram of a control element for unquali-
fied physical random access channel preamble partition
order:

FIG. 6 1s a block diagram of a control element for qualified
class order:;

FIG. 7 1s a block diagram of a control element for qualified
reason order;

FIG. 8 15 a process diagram showing a network node par-
titioning resources and communicating the partitioned
resources;

FIG. 9 1s a process diagram showing the selection of a
preamble at a user equipment;

FIG. 10 1s a block diagram showing a random access
response with an order;

FIG. 11 1s a process diagram showing a network node
responding to receipt of a random access preamble;

FIG. 12 1s a simplified block diagram of a network element
capable of being used with the embodiments of the present
disclosure;

FIG. 13 1s a block diagram illustrating communications
between the eNB and UE; and

FIG. 14 1s a block diagram of an example mobile device.

random

DETAILED DESCRIPTION OF THE DRAWINGS

The present disclosure provides methods for managing the
selection of contention based resources for random access
attempts from a plurality of user equipments and managing
contention based resources used for random access attempts.

In particular, the present disclosure provides a method at a
network node 1n a wireless communications network, the
method comprising: partitioning at least a subset of conten-
tion based resources for random access attempts into a plu-
rality of partitions, wherein each of said plurality of partitions
1s associated with at least one precondition governing selec-
tion of a partition, the precondition being derived from at least
one of: source of causation for the random access attempt; a
device state, a device event, a device group, a traific event, a
traffic class, or an application characteristic, and wherein
cach of said plurality of partitions 1s further associated with at
least one configuration parameter; and communicating con-
figuration parameters for the plurality of partitions and pre-
conditions governing partition usage to at least one of a plu-
rality of user equipments.

The present disclosure further provides a network node
operating 1n a wireless communications system, the network
node comprising: a processor; and a communications sub-
system, wherein the processor and communications sub-
system are configured to: partition at least a subset of conten-
tion based resources for random access attempts ito a
plurality of partitions, wherein each of said plurality of par-
titions 1s associated with at least one precondition governing
selection of a partition, the precondition being derived from at
least one of: source of causation for the random access
attempt; a device state, a device event, a device group, a traflic
event, a traifi

ic class, or an application characteristic, and
wherein each of said plurality of partitions 1s further associ-
ated with at least one configuration parameter; and commu-
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nicate configuration parameters for the plurality of partitions
and preconditions governing partition usage to at least one of
a plurality of user equipments.

The present disclosure further provides a method for oper-
ating a user equipment in a wireless communications network
for selecting a contention based resource, from a plurality of
contention based resources, the method comprising: deter-
mimng that the selecting of the contention based resource 1s
associated with a configured precondition at the user equip-
ment; selecting a contention based resource within a partition
associated with a precondition wherein the precondition com-
prises at least one of: a user equipment state, a user equipment
event, a user equipment group, a traffic event, a traflic class, or
an application characteristic; and transmitting using the
selected contention based resource.

The present disclosure further provides a user equipment
operating 1n a wireless communications system for selecting
a contention based resource from a plurality of contention
based resources, the user equipment comprising: a processor;
and a communications subsystem, wherein the processor and
communications subsystem are configured to: determine that
the selecting of the contention based resource 1s associated
with a configured precondition at the user equipment; select a
contention based resource within a partition associated with a
precondition wherein the precondition comprises at least one
ol: a user equipment state, a user equipment event, a user
equipment group, a traffic event, a trailic class, or an appli-
cation characteristic; and transmit using the selected conten-
tion based resource.

The present disclosure further provides a method at a net-
work node, comprising: recerving a transmission on a con-
tention based resource 1n a partition, the partition being from
a plurality of partitions configured by the network node; and
responding to the transmission on the contention based
resource within a time and using a priority based on the
partition over which the transmission was received.

The present disclosure further provides a network node
operating in a wireless communications system, the network
node comprising: a processor; and a communications sub-
system, wherein the processor and communications sub-
system are configured to: recetve a transmission on a conten-
tion based resource 1n a partition, the partition being from a
plurality of partitions configured by the network node; and
respond to the transmission on the contention based resource
within a time and using a priority based on the partition over
which the transmission was received.

The present disclosure further provides a method at a user
equipment, comprising: transmitting using a contention
based resource on a partition, the partition being from a
plurality of partitions configured by a network node; and
waiting for a response from the network node to the transmis-
s1on for a preconfigured period of time, wherein the precon-
figured period of time 1s chosen based on the selected parti-
tion. In one embodiment the method further comprises
retransmitting a configured number of times 11 no response 1s
received from the network node, wherein the configured num-
ber of times 1s based on the selected partition. In a further
embodiment, the method comprises transmitting on a differ-
ent partition after the configured number of times.

The present disclosure further provides a user equipment
operating in a wireless communications system, the user
equipment comprising: a processor; and a communications
subsystem, wherein the processor and communications sub-
system are configured to: transmit using a contention based
resource on a partition, the partition being from a plurality of
partitions configured by a network node; and wait for a
response from the network node to the transmission for a
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4

preconfigured period of time, wherein the preconfigured
period of time 1s chosen based on the selected partition.

While the description below 1s presented with regard to a
Long Term Evolution (LTE) network, this 1s not meant to be
limiting and the present methods and systems could equally
be used with other types of networks having contention based
resource requests.

In an LTE system, a UE may be either 1n a radio resource
control (RRC) connected state or an RRC 1dle state. An RRC-

connected UE, also called a connected mode UE, maintains
connections with the network, along with a corresponding
context held by both the UE and the network. When main-
taining a connection to the evolved node B (eNB), the UE may
be configured to periodically send information such as chan-
nel quality indication to the network on the uplink. This 1n
turns requires periodic allocation of dedicated uplink control
channel resources to the UE by the serving eNB. A dedicated
physical uplink control channel (PUCCH) resource may
include an allocation that allows the UE to send a scheduling
request (SR) to the eNB whenever the UE has bufiered data
that 1s pending transmission on the uplink and requires the
grant ol a physical uplink shared channel (PUSCH) resource
in order to transmit the data to the eNB.

A UE 1in an RRC-1dle state, also referred to as an idle mode
UE, does not maintain 1ts connections with the eNB, thereby
allowing the eNB to release all radio resources associated
with the UE. User plane data transfer 1s not possible 1n an idle
mode under current LTE configurations. However, the UE
still reads the paging channels and whenever the UE recetves
a paging message from the eNB on the downlink, or whenever
the UE has buffered data that 1s pending transmission on the
uplink and requires the grant of a PUSCH resource 1n order to
transmit the data to the eNB, the UE uses the physical random
access channel (PRACH) to send a servicerequestto the eNB.
Typically this results in the instantiation of the necessary
context information both the UE and the network and the
subsequent establishment of a connection between the UE
and the eNB, enabling the transmission of data to and from
the UE.

In order to support such PRACH activity, an LTE eNB may
configure one or more PRACH resources per 10 ms frame.
Each PRACH resource occupies six resource blocks (RBs) 1n
the frequency domain and two slots 1n the time domain. The
number of PRACH resources per frame and the location of
cach PRACH resource are defined by the eNB through infor-
mation elements, including the RadioResourceConfigCom-
mon; the PRACH-ConfigSIB; or the PRACH-Configindex,
all within System Information Block type 2.

Reference 1s now made to FIG. 1, which shows a block
diagram of a random access preamble configuration 1in
PRACH. Each PRACH resource 110 supports 64 random
access (RA) preambles, labeled as z, . . . Z.; 1n the example of
FIG. 1. Further, each preamble z, 1s a cyclically shifted Zad-
off-Chu sequence generated from a root sequence defined by
various i1nformation elements within SystemInformation-
BlockType2, including the RadioResourceConfigCommon/
PRACH-ConfigSIB/rootSequencelndex, among others.

Within each PRACH resource 110, the eNB configures the
use of the preambles through RadioResourceConfigCommon
or the RACH-ConfigCommon in the SystemInformation-
BlockType2. Further, of the 64 RA preambles, the eNB may
reserve a first number of preambles for explicit assignments
to UEs. This may be used, for example, for contention free use
during handovers. Thus, a UE that 1s near a cell edge may be
provided with a dedicated RA preamble so that the handover
procedure operates smoothly. The reserved preambles are
designated as N 1n FIG. 1, and are shown by arrow 120.
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Further, of the remaining preambles, the eNB may further
assign a certain number of preambles into a first Group A and
a second Group B. The preambles assigned to Group A are
designated as N , in FIG. 1 and shown by reference numeral
130 and the preamble designated for Group B are designated
as N and are shown in FI1G. 1 with arrow 140. As seen1n FIG.
1, N,+No+N =64,

Further, two additional parameters, namely message Size-
GroupA and messagePowerO1ifsetGroupB are defined to con-

trol whether a UE selects a preamble from Group A or Group
B.

For random access 1in LTE, contention based random
access by a UE follows the process of FIG. 2. Reference 1s
now made to FIG. 2.

As seen 1n FIG. 2, UE 210 communicates with eNB 212.

UE 210, using the RACH configuration broadcast by the eNB

as described above with regard to FIG. 1, determines an
appropriate group for 1ts service request, specifically group A
or group B, and randomly selects a preamble from the group.
The UE determines the next available subirame containing a
PRACH resource as defined by the prach-Configlndex and
transmits the selected preamble in the selected PRACH
resource, as shown by arrow 220 in FIG. 2.

Upon detection of a preamble transmitted in a PRACH
opportunity, eNB 212 sends a Random Access Response
(RAR) 1 the physical downlink control channel (PDCCH)
addressed to the random access radio network temporary
identifier (RA-RNTTI) associated with the selected preamble.
RAR signals uplink timing adjustment information and an
uplink resource allocation for the PUSCH along with a tem-
porary cell radio network temporary identifier (C-RNTT). The
RAR 1s shown by message 230 1n FIG. 2.

The delay between the receipt of the preamble 220 and the
sending of the random access response may be between 2 and
12 ms 1 one embodiment of a Release 10 LTE network. In
addition, the RAR message may also contain a back off indi-
cator which the eNB can set to instruct the UEs to spread out
the period of time that a UE waits before attempting another
RACH attempt. This 1s useful 1n case of congestion on RACH
which might lead to repeated collisions on the RACH
resources when too many UEs simultaneously mitiate RACH
access.

UE 210 recerves the random access response and, using the
allocated PUSCH resource, the UE transmits 1ts assigned
Radio Network Temporary Identifier to the eNB. The
assigned Radio Network Temporary Identifier may be the
C-RNTT 11 the UE already has one, or a subscriber identity
otherwise. The transmission of the Radio Network Tempo-
rary Identifier 1s accompanied by an additional access mes-
sage (msg3). Typically, the initial access message 1s a buffer
status report (BSR) to request additional uplink transmission
opportunities. The msg3 1s shown by reference numeral 240
in FIG. 2. The time between the random access response
receipt and the sending of the msg3 1s at least 5 ms.

The eNB 212 next acknowledges reception of the message
and may send a contention resolution message addressed to

the temporary C-RIN'TI of the requesting UE 1n the case of
UEs having no assigned C-RNTI such as an Idle mode UE.

This 1s shown by arrow 250 1n FIG. 2.

In the case of a connected mode UE, that 1s a UE with an
assigned C-RNTI, eNB 212 may actually send a PDCCH
grant addressed to the C-RNTI of the UE instead of the
contention resolution message 250. The PDCCH grant gives

access to a PUSCH resource.
Subsequent to message 250, the eNB 212 then sends an
uplink grant addressed to the C-RNTIof UE 210, as shown by
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message 260 and UE 210 may then use a physical uplink
shared channel (PUSCH) for data transmission, as shown by
message 270.

Various parameters of the messages 1 FIG. 2 may be
configured by eNB 212 through the RadioResourceContig-
Common/RACH-ConfigCommon i1n the Systemlnforma-
tionBlockType2. For example, the ra-ResponseWindowSize
defines the maximum duration of the RAR window following
a preamble transmission. Further, a mac-ContentionResolu-
tion Timer defines the maximum duration of the contention
resolution window following a transmission of the msg3 at
arrow 240. Further, the preambleTransMax defines the maxi-
mum number of preamble selections and transmissions
allowed 1n a single random access attempt.

While the above provides for access for many UFEs, colli-
sions may occur which will increase the latency of a random
access procedure since collisions result 1n the need to resend
a new preamble message 220. The network may reduce the
latency of the random access procedure by pre-assigning one
RACH preamble that 1s dedicated to a particular UE. Such
assignment may be used, for example, when an LTE UE that
does not have resources on a scheduling request physical
channel allocated to the UE needs to indicate a scheduling
request. In this case, the UE performs a random access pro-
cedure, and by using the pre-assigned PRACH preamble can
avold collisions and hence avoid the need for contention
resolution, thereby reducing the latency of the scheduling
request. Pre-assigning the PRACH preambles may also be
used to reduce the latency of a handover.

Contention-free RACH procedures have the same first
steps as a contention based RACH procedure but the proce-
dure terminates when the UE recetves the RAR. If the eNB
receives the PRACH preamble explicitly assigned to the UE,
the eNB knows that no other UE should be assigned that
PRACH preamble and so there 1s no need for the eNB to
transmit a contention resolution message. The RACH proce-
dure may therefore be terminated once the UE receives the
RAR at message 230.

In LTE Release 8 specifications, the purpose of dedicated
signalling of individual PRACH resources 1s to support con-
tention free RACH procedures. A UE can only use one pre-
amble when the network reserves RACH resources for the UE
in a contention free RACH procedure, and the RRC signalling
allocates the PRACH preamble to the UE.

Further, in some embodiments a UE may contend for
RACH resources when indicating a service request even
while the UE 1s 1n an RRC connected state. In some of these
cases, a UE may not be allocated a PRACH preamble using
dedicated signalling. The RRCConnectionReconiiguration
message allocates a PRACH preamble to a UE through the
mobilityControllntfo information element (IE). However, the
mobilityControll 1s 1mncluded only for handovers, and

nfo IE
the rach-ConfigDedicated information element within the
mobilityControllnfo IE that 1s used to allocate a preamble to
the UE 1s optional and may not be included in some instances.
A UE that 1s handing over to another cell (the target cell)
determines the PRACH preamble configuration by monitor-
ing common signaling from the target cell such as through a
SystemInformationBlockType2. When a UE that 1s not
assigned a dedicated preamble 1s handed over from another
cell, the UE accesses 1ts target cell by randomly selecting a
preamble from among the multiple PRACH preambles; those
preambles are provided to the UE using common signalling.
In other cases, a UE in connected mode may lose synchroni-
zation with 1ts serving cell. To re-establish synchronization,
the UE follows the contention based random access proce-

dures and accesses its serving cell by randomly selecting a
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preamble from among the multiple PRACH preambles pro-
vided to the UE. using common signalling.

Based on the above, the UE can access the uplink resources
either through dedicated PUCCH resources, or through con-
tention based or contention {free RACH procedures, while
either 1 an 1dle mode or a connected mode.

In addition to the large volumes of data exchanged between
user equipments and networks by multimedia applications,
some UEs with packet data capabilities may generate small
bursts of sporadic traill

ic followed by a period of activity.
This type of traflic may be present for an extended period of
time and may, for example, be present for as long as a UE 1s
powered on. Such behavior 1s sometimes referred to as low-
activity traific and may be generated, for example, by back-
ground applications.

Increased adoption of smartphones may result in an
increased number of UEs with diverse data applications and
correspondingly diverse traific demands. As indicated above,
while LTE systems may be efficient for high volume data
throughput, they are not at present efficient at handling low
activity traflic from a large number of always connected wire-
less devices such as smartphones, tablets, laptop computers
and remote sensors.

In the case of low activity traific, a UE that generates such
low activity traflic may be treated as either a device held 1n a
connected-mode or as a device mainly held in 1dle-mode with
transitions to connected mode whenever user plane data
needs to be exchanged.

In 1dle mode, the 1dle mode requires no radio resources
dedicated to a UE. However, frequent transitions between idle
mode and connected mode may 1ncur high signalling costs
and associated latency 1n order to re-establish contexts and to
return a UE to a connected mode so that 1t can transier its
buifered data. In many cases, the volume of mgnalhng traific
may significantly exceed volumes of low activity traific that
are generated by background applications.

Ifthe UESs, on the other hand, are maintained in a connected
mode, this requires a large proportion of system resources to
be reserved for the physical uplink control channel for the
Scheduling Request (SR) and Channel Quality Indicator
(CQI). If PUCCH resources are allocated more frequently,
this will use up network resources. It PUCCH resources are
allocated less frequently, this will increase latency.

Another option to minimize the resources needed 1s to not
assign dedicated PUCCH resources for SR to such UEs.

In particular, as described in 3GPP Technical Specification
(TS) 36.300, “Evolved Universal Ierrestrial Radio Access
Network (E-UTRAN); Overall description; Stage 27,V 10.5.0
(2011-09), the contents of which are incorporated herein by
reference, procedures allow for the release of dedicated
uplink control channel resources whilst still in RRC con-
nected state. This 1s referred to herein as a quiescent mode. As
in an 1dle mode, the UE must use a physical random access
channel (PRACH) and procedures described above to send a
service request to the eNB whenever the UE requires the grant
of uplink resources. In this case, however, minimal signalling
1s required to re-establish connections since the context of
those connections 1s maintained by both the UE and the eNB.
Thus, the use of PRACH for SR may be one way of avoiding
the reserving of a large portion of system resources for
PUCCH SR. However, PRACH i1s intended to be used by UEs
in current LTE specifications when the UEs are attempting a
time-sensitive network access such as an initial establishment
of an RRC connection from an 1dle mode or entry into a new
serving cell during handover. PRACH may also be used for
UEs to recover from a radio link failure following the loss of
synchronization between the UE and the eNB.
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Various PRACH configurations, each requiring a different
amount of PRACH resources 1n each frame, are available to
allow an eNB to provision for an aggregate rate of PRACH
requests. Typically, given an expected number of requests per
unit time, an eNB picks a PR ACH configuration that provides
the number of PRACH resources per unit time required to

meet a target collision probability and a resulting distribution
of latency for responding to the UE PRACH requests. Based
on this, for a gtven PRACH configuration, any UE that picks
a preamble at random experiences a latency and retransmis-
s1ons according to the same probability distribution.

However, because PRACH 1s mtended to support time-
sensitive network access functions, existing PR ACH configu-
rations are designed to provide a low probability of collision
and typically the probability 1s around 1%. Further, the design
of PRACH configurations are also created for low latency. In
order to provide better performance during handover, an eNB
may provide an incoming UE with a dedicated PRACH pre-
amble to avoid collisions and minimize latency, which 1s
referred to above as contention-iree random access.

Thus, while the PRACH may be an efficient mechanmism to
serve some diverse data application traffic, some applications
have requirements that are different from those of time-sen-
sitive network access functions that the PRACH was origi-
nally intended to serve. Such diverse applications lead to a
number of practical difficulties.

First, different applications have different traific patterns
and have different latency requirements. Dimensioning of a
common set of PRACH resources based on a target probabil-
ity of collision and expected trailic load 1s difficult with a
heterogeneous mix of requirements. Provisioning resources
to meet the most demanding application requirements can
lead to gross over-dimensioning of PRACH resources while
provisioning resources to meet less demanding application
requirements can lead to unacceptable latencies for time-
sensitive network access functions.

In a second consideration, at the time of configuration it
may not be possible to predict what application among the
many types of applications supported by a particular UE will
be the next to request a service. For example, an interactive
session may be started on a UE that was previously only
running background applications. Further, at some other
point 1 time, a screen of the UE may be locked to terminate
the iteractive session within the same UE. As a result, it may
not be possible to predict when a UE will need an uplink grant
and what the UE will need the uplink grant for.

A third consideration 1s that, due to the PRACH also serv-
ing time-sensitive network access functions such as handover
and 1nitial attachment, the impact on those services resulting
from the tailoring of a PRACH configuration for diverse
traffic may be considered. In particular, using a PRACH for
scheduling requests may increase the volume of random
access requests compared to the primary use of PRACH {for
initial attachment. The increased volume may not be effi-
ciently served by limited mechanisms that are currently avail-
able in LTE.

Accordingly, the present disclosure provides for the con-
figuration of a random access resource partition. A partition,
as used herein, 1s a subset of available random access
resources. The partitions may then be used by various UEs for
diverse classes of trail

ic and events.

Dimensioning of the random access resource partitions 1s
based on the collision probabilities and associated latencies
that can be tolerated by the UEs and applications for use on
those partitions. In turn, this enables the eNB and the UE to
take into account the associated delays on each partition and
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tailor various timers associated with the RACH procedures to
the expected collision probability and/or a priority for a given
partition.

In the embodiments below, uplink contention channel con-
figuration options are augmented to provide random access
opportunities for different classes of uplink tratfic, for various
UE-detected events, and/or for different groups of UEs, while
at the same time minimizing the overall radio resources allo-

cated to the random access channel and allowing a large
population of UEs to share the random access resources.

While the embodiments described below are described
with regard to LTE Physical Random Access Channel
(PRACH), any other uplink contention channel may be used.
For example, the LTE PUCCH SR resources may be adapted
to be used as a contention-based medium. While the embodi-
ments described below are described with regard to the LTE
PRACH as the exemplary uplink contention channel along
with the corresponding PRACH configuration and random
access procedures, this 1s not meant to be limiting and the
present disclosure could be expanded to other channels.

Random Access Preamble Partition Configuration and Sig-
nalling

In accordance with one embodiment of the present disclo-
sure, an eNB may partition the random access preambles in a
PRACH so that some preambles are reserved for use by
time-sensitive network access functions while other pre-
ambles are reserved for supporting UE-related events and
uplink traffic that are delay tolerant. The eNB can configure
the number of preambles available 1n each partition to meet a
target collision probability, and associated access latency, that
1s appropriate to the motive for each random access. The
segregation ol preambles according to target access latency
ensures that demands for one random access category do not
negatively impact the performance of another random access
category.

In particular, some events that trigger a random access
attempt occur infrequently and only require a few preambles
per frame to meet their target collision probability. By parti-
tioming a PRACH resource, an eNB can avoid the radio
resource overhead that would otherwise result from dedicat-
ing an entire PRACH resource to each random access cat-
egory. In particular, a PRACH resource of 6 resource blocks
over 2 slots contains 64 preambles. However, 1n some cases
64 preambles are not required for a single random access
category and thus the PR ACH resource can be partitioned for
use by a number of random access categories so that different
partitions possibly have a different numbers of preambles.

In order to facilitate random access on different preamble
partitions, the eNB configures available RACH resources in a
cell into various partitions and signals these configurations to
the UEs.

In one example, each PRACH preamble partition defini-
tion may contain some or all of the information 1n accordance

with Table 1 below.

TABL.

1

(L]

Preamble Definitions

Information Definition

the number and location of PRACH resources.
This 1s equivalent to the information element
PRACH-Config defined by LTE

the parameters governing generation of random
access preambles. This 1s equivalent to the

information element RACH-ConfigCommon/
preamblelnfo defined by LTE

PRACH resources

Preamble information
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TABLE 1-continued

Preamble Definitions

Information Definition

PRACH mask the PRACH resources where this partition may

be used. This 1s equivalent to the information
element ra-PRACH-MaskIndex defined by L'TE
the first preamble allocated to this partition
within the specified PRACH resources

the number of preambles allocated to this
partition within the specified PRACH resources

Starting preamble

Number of preambles

Thus, 1n accordance with Table 1, PRACH resources, pre-
amble information, PRACH masks, starting preambles and a
number of preambles may be defined for each partition.

In some alternatives, with one physical random access

channel, all PRACH preamble partitions are derived from a
common PRACH configuration as defined by PRACH

resources and preamble information from Table 1 above. In
other alternatives, with multiple physical random access
channels, different PRACH preamble partitions may be
derived from different PRACH configurations. For example,
some PRACH resources may be dedicated to certain PRACH
preamble partitions according to the number of preambles
required to meet a target probability of collisions. In other
alternatives, a PRACH preamble partition may be distinct and
encompass random access preambles that are only used
within that partition. In other alternatives, a PRACH pre-
amble partition may overlap with another partition and

include some number of shared preambles.

In various embodiments, a partition dimensioned with a
higher probability of collision may be configured with a
maximum number of retransmissions greater than that of a
partition dimensioned with a lower probability of collision.
Further, 1n some alternatives, a partition dimensioned with a
higher probability of collision may also be configured with a
back off interval greater than that of a partition dimensioned
with a lower probability of collision.

In other alternatives, the timing between steps 1n the ran-
dom access procedure may be configured to ensure that the
timers associated with random access attempts 1n a partition
intended to serve higher priority events or trailic are shorter
than those of a partition associated with lower priority events
or traflic.

Reference 1s now made to FIG. 3. As seen in FIG. 3, asetof
PRACH preambles 310 includes 64 preambles, havmg an N,
as shown by arrow 312, designating the reserved preambles.

Out of the N, space, a set of preambles, N., shown by
arrow 320, may be designated for preamble partitions. Thus,
N, preambles may be assigned by the eNB to random access
resource requests related to some type of UE traffic or events.
As shown in FIG. 3, the N, preambles are a subset of the Ny,
preambles reserved for use by the eNB. Legacy UEs that have
not been explicitly assigned a dedicated preamble by the eNB
are prohibited from selecting the random access preambles
from within the reserved space of N, preambles, thus ensur-
ing backward compatibility.

In some embodiments, the eNB may assign a subset of k.,
preambles within the set of N, preambles to a partition R, that
1s to be used by a UE to request service for a particular class
of traflic, event, state or group. The number of partitions, 1,
may be more than one 1n some PRACH resources.

Thus, for example, in the embodiment of FIG. 3, four
partitions are created, namely R, R, R, and R,. Each parti-
tion has a number of preambles, designated by k,, k,, k, and
K.
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Partition masks may also be utilized 1n accordance with
one embodiment of the present disclosure. In particular, the
prach-Configlndex specified by an eNB may define multiple
PR ACH resources per frame. For example, PRACH configu-
ration index 9 defines a PRACH resource 1in subirames 1, 4
and 7 of every subirame. In some alternatives, an eNB pro-
vides a UE with a set of partition mask tuples (R, M,) indi-
cating that partition R, should only be used 1in the configured
PRACH resource defined by the mask M..

By associating a PRACH mask with a partition R, the eNB
can control which types of random access requests are
allowed 1n each PRACH resource, thereby distributing RA
requests over the available PR ACH resources and minimizing,
the 1impact on time-sensitive network access requirements.

Reference 1s now made to FI1G. 4 which shows a frame 410
having a PRACH resource 412 configured 1n subiframe 1, a
PRACH resource 414 configured in subirame 4 and a PRACH
resource 416 configured 1n subiframe 7. Depending on the
mask associated, the UE may use PRACH resources in any of
subirames 1, 4 or 7, or a subset thereof.

For example, 11 the PRACH mask index 1s O 1s associated
with a partition R, all preambles of partition R, are available
in all of the PRACH resources of the frame. Similarly, asso-
ciating the PRACH mask index 12 with partition R, makes
preambles of partition R, available in odd PRACH resources
of the frame. Thus, 1n FI1G. 4, 11 a mask index 12 was utilized
then the UFE could use PRACH resources 1n odd subirames,
meaning subirames 1 and 7. However, with the mask index set
to 12, the UE could not use the PRACH resources in subirame
4.

Associating RACH Partitions with Reasons for Partition
Usage

Once the partitions have been created, each partition may
be provided with a usage reason to allow a UE to select which
partition 1s most appropriate for the type of traffic that 1s to be
sent. A set of PRACH preamble partition usage policies may
be used to govern the conditions under which each partition

may be used and each partition usage policy may comprise
various information. For example, reference 1s now made to

Table 2 below.

TABLE 2

Partition Usage Policy

Information Definition

the event that caused a random access to be
initiated or a current condition at the UE

a priority level associated with this reason

the preamble partitions that may be used for this
reason

Reason

Reason priority
Allowed partitions

As seen 1n Table 2, the reason for selecting a preamble
partition may be based on the event that caused a random
access to be initiated or it may be based on a current condition
at the UE.

Further, reason priorty includes a priority level associated
with the reason and the allowed partitions indicates the par-
titions that may be used for the reason.

In other embodiments, the reason may be mapped to a
preamble partition that 1s used exclusively for that reason. In
other alternatives, multiple reasons may be mapped onto and
may share a single partition. This association of partitions to
specific reasons gives the eNB control over the expected
latency of a random access attempt. For instance, all the
reasons corresponding to a higher priority event or state at the
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UE may be associated with a RACH partition having a lower
probability of collision and, thus, a lower expected latency.

In other alternatives, the eNB may provide a UE with a set
of partition usage tuples (r;,R;) indicating that the partition R,
should be used whenever the UE determines a reason r; 1s
valid when initiating a random access. In other alternative
embodiments, the set of partition usage tuples may be trans-
mitted by the eNB to all UEs over a broadcast downlink
channel; 1n other alternative embodiments, a set of partition
usage tuples may be transmitted by the eNB to an individual
UE over a unicast downlink channel.

In other alternatives, a set of partition usage tuples may be
pre-configured into a UE.

Thus, 1n accordance with one embodiment of the present
disclosure, the PRACH partition to be used when selecting
and transmitting a random access preamble may be assigned
to the UE, or may be chosen based on the class ofuplink traffic
or a UE detected event that triggers the random access
attempt, or in some embodiments may be based on the current
state of the UE or of 1ts applications, or may be based on a
grouping ol UEs according to some classification rules. In
other embodiments, an eNB also provides a UE with a set of
reason priority level tuples (r,1 ) indicating that the reason r,
has been assigned a priority level |, for use when prioritizing
amongst a number of simultaneously determined partition
selection reasons. In one embodiment, the priority levels may
be distinct such that the prionity level for 1 =1 1f m=n to
prevent ambiguity in the UE partition selection processes.
The set of reason priority level tuples, may, 1n some embodi-
ments be pre-configured onto the UE.

In accordance with one embodiment of the present disclo-
sure, backward compatibility with legacy UEs 1s provided by
allocating a portion of the reserved preamble space to the
various PRACH partitions. Thus, legacy UEs would still
operate normally by using the N , or N, preambles, while UEs
implementing the embodiments of the present disclosure
could use a portion of the reserved space N, for random
access.

In one embodiment, once the UFE has selected and trans-
mitted a selected RA preamble 1n the selected PRACH pre-
amble partition, the UE may monitor the physical downlink
control channel (PDCCH) for a random access response from
the eNB for a period defined by a response window size that
has been configured for the selected partition.

In other embodiments, once the UE has transmitted a
msg3, the UE monitors the PDCCH for a downlink transmis-
s1ion addressed to the UE for a period defined by the conten-
tion resolution timer that has been configured for the selected
partition.

In other embodiments, 11 the UE fails to recetve positive
confirmation that a preamble transmission was received and
has not reached the maximum transmissions that have been
configured for the selected partition, the UE may then start a
backoll timer based on the backoil interval that has been
configured for the selected partition.

The selection criteria may be based on various criteria,
including traffic class, traific event, device group, device
event, device state, application characteristic, or assignment
to the UE, among other factors. Each 1s discussed below.

Regarding traffic class, in some embodiments the LTE
PRACH configuration options are augmented with partition
information to provide potentially different random access
opportunities for different classes of uplink traffic. These
augmented PRACH configurations allow the selection of a
random access preamble from a PRACH preamble partition
that meets the latency requirements of the tratfic while, at the
same time, ensuring that the random access does not impact
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time-sensitive network access functions related to handover
and 1nitial attachment by other UE:s.

In one embodiment, the traffic class may be derived from
the Logical Channel Group associated with a UE’s uplink
butfer. In other embodiments, where the UE has data in at
least one of its bullers and requires an uplink grant, the UE
may choose a random access preamble from the PRACH
preamble partition associated with that buffer or associated
with a logical channel from the logical channel group, such as
the logical channel having data to transmuit that has the highest
priority.

In other embodiments, the traffic class may be dertved from
the Logical Channel associated with the buifered uplink traf-
fic. In other embodiments, Logical Channels are assigned to
Logical Channel Groups for classification.

In one embodiment, the traffic class may be derived from
priority of the Logical Channel associated with the builered
uplink traific.

In other embodiments, the traffic class may be derived from
the quality of service class 1dentifier (QCI) or other possible
quality of service labels.

In other embodiments, the traffic class may be derived
through the matching of buffered uplink traffic to a predefined
template. The template may, for example, define elements of
an internet protocol (IP) packet and how they map onto traific
classes.

In some embodiments, an eNB provides a UE with a set of
reason selection criteria (r,,C;) indicating the preconditions C,
that constitute the reason r; for selecting a partition. In other
embodiments, the set of reason selection criteria (r;,C,) is

N

pre-configured onto the UE.

T

Some traific class reasons use a single value precondition
and examples may include the enqueuing of traific associated
with a logical channel or logical channel group.

TABLE 3

Traffic Class Reasons with single-value precondition

Information  Definition
I (r_ trafficClass-LC, rUID) or (r__trafficClass-LCG, rUID)
C, Logical Channel or Logical Channel Group 1dentifier. The

association between Logical Channels and Logical
Channel Groups may be either configured by the eNB or
pre-configured into the UE. Selection of the reason at the
UE 1s made by simply matching the LC or LCG bufifer

where the traffic was enqueued with the LC or LCG
identifier

As seen 1n Table 3 above, the reason could include the
traffic class logical channel or traffic class logical channel

group along with a unique reason 1dentifier (rfUID).

Similarly, the precondition could include various 1ndica-
tions including logical channel or logical channel group 1den-
tifier. Further an association between logical channels and
logical channel groups may either be configured by the eNB
or pre-configured onto the UE. Selection of the reason at the
UE may be made by matching the logical channel or logical
channel group bufler where the tratfic was queued with the
logical channel or logical channel group 1dentifier.

iy

In other embodiments, the traific class reasons may use
le might include IP packet

multi-value preconditions. Examp.
filters. Reference 1s now made to Table 4.
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TABL

(Ll

4

Traffic Class Reasons with multi-value precondition

Information Definition
I; (r__trafficClass-Filter, rUID)
C; selected IP packet fields and matching values. The fields

to match and their values are either configured by the
eNB or pre-configured into the UE. Selection of the
reason at the UE 1s made by matching an enqueued IP
packet with the packet filter

As seen Table 4, the reason can include the traffic class
filter with a unique reason 1dentifier as well as preconditions
including selected IP packet fields and matching values.

r

T'hus, 1n accordance with one embodiment of the present
disclosure, the selection of the partition may be based on a
traffic class reason that 1s either based on single value precon-
ditions or multi-valued preconditions.

In a second aspect, the selection may be based on a traific
event. Thus, 1n some embodiments, the LTE PRACH configu-
ration options are augmented with partition information to
provided random access opportunities inresponse to different
traffic related events detected at the UE. These augmented
PRACH configurations allow the selection of a random
access preamble from a PRACH preamble partition that
matches the event that initiated the service request. For
example, 1n one embodiment, the selection of a PRACH
preamble partition 1s based on certain thresholds and timers
which are used to define traffic related events. These events
may include the amount of data 1n a Logical Channel Group
uplink butfer rising above, or dropping below, a threshold; the
amount of data in a Logical Channel uplink buifer rising
above, or dropping below, a threshold; the arrival of traific 1n
the bufler of a channel with a semi-persistent scheduling
when uplink data 1s buffered but a number of previously
empty transmission opportunities have caused implicit
release of the uplink allocations; the arrival of traific 1n a
buifer of a channel with high priority when the time to the
next PUCCH service request (SR) opportunity exceeds the
latency bound of traific associated with the channel; expira-
tion of a timer after which buflered data can be sent from a
particular Logical Channel Group; expiration of a timer after
which bufiered data can be sent from a particular Logical
Channel; expiration of a timer aifter which a new random
access can be sent using a higher priority partition; a time
since last uplink grant rising above, or dropping below, a
threshold; time since last downlink transmission reception
rising above, or dropping below, a threshold; a number of
successive random access failures on a particular PRACH
preamble partition exceeding a threshold; or a MAC reset or
reconfiguration, among other examples.

When a configured event 1s detected, the UE may choose a
random access preamble from a PRACH preamble partition
referenced by the mapping that was either provided by the
eNB or preconfigured onto the UE. In some embodiments,
traffic events are assigned to traffic event groups for classifi-
cation.

Using the reason precondition criteria above, some tratfic
event reasons may use a single value precondition. An

example may include timers and error counters and may be
defined 1n Table 5:
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D

Traffic Event Reasons with single-value precondition

Information  Definition

I (r__traflicEvent-Timer, rUID) or (r_trafficEvent-Counter,
rUID)

C, timer or counter value. The values are either configured

by the eNB or pre-configured into the UE and are used to

initialise the corresponding timer or counter. Selection of
the reason at the UE i1s made when the timer or counter
reaches the designated value

In Table 3, the single value precondition may be timers or
counters and configured by the eNB or pre-configured onto
the UE.

In other embodiments, the traific event reasons may use

threshold counters with hysteresis. In particular reference 1s
made to Table 6:

TABLE 6

Traffic Event Reasons using Threshold Counters

Information Definition
I; (r__trafficEvent-Threshold, rUID)
C, high-watermark value, low-watermark-value. The values

are either configured by the eNB or pre-configured into
the UE and are used to initialise the corresponding high-
and low-watermarks. Selection of the reason at the UE is
made when a counter crosses the designated watermark
values

From Table 6, the preconditions may include a high-water-
mark and a low-watermark-value and the values are either
configured by the eNB or pre-configured onto the UE.

In other embodiments, some traific event reasons may use
a multi-value precondition. Examples may include token

bucket overtlows, for example. Reference 1s now made to

Table 7:
TABLE 7
Traffic Event Reasons with multi-value precondition
Information  Definition
I; (r__trafficEvent-Overtlow, rUID)
C; bucket 1dentifier, token bucket limit. The values are either

configured by the eNB or pre-configured into the UE and
are used to initialise the token bucket limit for the
identified token bucket. Selection of the reason at the UE
1s made when the token bucket counter for the specified
bucket crosses the designated limut

From Table 7, the reason may be a traffic event overtlow
and the preconditions may be a bucket 1dentifier or a token
bucket limiat.

Other examples of reasons and preconditions may be also

provided for traific events.

In a further embodiment, the selection of the partition may
be based on a device group. In particular, 1n some cases, LTE
PRACH configuration options may be augmented w1th par-
tition 1nformation to provide random access opportunities
according to a classification of UEs into different groups. The
classification may be determined by the eNB or may be pre-
configured into the UE. The eNB can configure a number of
preambles available in each partition to meet a target collision
probability and associated access latency as appropriate for
cach group of UEs.
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In one embodiment, the eNB may decide what constitutes
a group based on implementation-specific internal logic and
assign a UE to groups according to the logic. For example, the
eNB may define groups based on UE characteristics, UE
capabilities, UE state, current traific load on PRACH
resources, UE location, a UE’s angular direction from an
eNB, the time of day, among other factors.

In some embodiments, a UE may determine its group based
on a set of classification rules. For example, the rules may be
based on UE characteristics, UE capabilities, UE state, UE
location, UE velocity, UE direction, estimated path loss, level
of interference, battery state, time of the day, among other
factors. The rules may either be provided by the eNB or be
pre-configured onto the UE. The eNB may also determine the
UE group based on 1mplementat10n dependent classification
rules and assign the UEs to a given preamble partition accord-
ingly.

In one alternative, a mapping may be used to correlate a UE
group with a preamble partition. When a UE with a group
assignment initiates a random access, the UE chooses the
random access preamble from the PR ACH preamble partition
referenced by the map entry corresponding to the assigned
group. The mapping may either be provided by the eNB or be
pre-configured into the UE.

Thus, for example, a device group reason may use a single
value precondition. Reference 1s now made to Table 8:

TABLE 8

Device Group reasons with single-value precondition

Information Definition
I; (r__deviceGroup, rUID)
C; device group 1dentifier. The identifiers are either assigned

by the eNB, or pre-configured into the UE, or derived by
the UE based on pre-configured classification rules.
Selection of the reason at the UE 1s made by simply
matching the group 1dentifier with the selection criteria

From Table 8, the device group 1dentifiers can be assigned
by the eNB or configured onto the UE. Matching may be
made by simply matching the group 1dentifier with the selec-
tion criteria.

In a fourth embodiment, the partitions may be decided
based on a device event. Thus, LTE PRACH configuration
options may be augmented with partition information to pro-
vide random access opportunities 1n response to different
device-related events detected at the UE. The eNB can con-
figure the number of preambles available in each partition to
meet a target collision probability, and associated access
latency, that 1s appropriate for each type of event.

In one embodiment, a mapping may be used to correlate a
device event with a preamble partition. For example, events
may 1include a change i device status such as locked,
unlocked, battery level being below a threshold, a radio inter-
face being on or off, among other factors; a start of a device
state transition such as going from idle, 1dle going to con-
nected; a level of interaction with a user, such as recent key
presses, touch-screen gestures, status of screen or screen
backlight, the status of other user input devices responding to
user mput gestures, among other factors; a change 1n direc-
tion; a movement 1ito or out of a predefined area; a health-
monitoring sensor alert; or an expiration of a keep-alive timer,
among other factors. A device event may also include events
related to radio resource management such as radio link fail-
ure which 1s an event triggered 1n the RRC Connected state
when the downlink quality of the serving cell deteriorates

beyond a threshold.
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When a configured event 1s detected, the UE may choose a
random access preamble partition referenced by a mapping,
that was either provided by the eNB or preconfigured onto the
UE. In some embodiments, device events may be assigned to
device event groups for classification.

Thus, a device event reason may use a single value precon-
dition as seen 1n Table 9 below.

TABLE 9

Device Event reasons with single-value precondition

Information  Definition
I (r__deviceEvent, rUID)
C; device event identifier. The i1dentifiers are pre-defined and

known to both the eNB and the UE; for example, this may
include the enumerated set (unlocked, batteryLow,
userlnteraction, sensor Alert). Selection of the reason at
the UE 1s made by simply matching an event detected by
the UE with the selection criteria

As seen 1n the above table, the device event 1dentifier may
be used for selection where the 1dentifiers may be predefined
or known to both the eNB and the UE and may include an
enumerated set. The selection at the UE 1s made by matching
the event detected by the UE with the selection criteria.

In a fifth embodiment, the selection may be based on a
device state. Thus, LTE PRACH configuration options may
be augmented with partition information to provide random
access opportunities according to the current state of the UE.
The eNB may configure the number of preambles available 1n
cach partition to meet a target collision probability and asso-
ciated access latency that 1s appropriate to each UE state.
Examples of state include Access Stratum (AS) states or
configurations or Non Access Stratum (NAS) states or con-
figurations.

In one embodiment, a mapping may be used to correlate a
UE state with a preamble partition. For example, the states
may include RRC 1dle, RRC connected, quiescent, respond-
ing to a page, in handover or a connected mode with or
without uplink synchronisation (TAT expired or not), a long,
or short discontinuous reception (DRX) state or continuous
reception, the availability or configuration of PUCCH
resources, Evolved Packet System Connection Management
(ECM) 1n connected or 1dle states, Evolved Packet System
Mobility Management (EMM), registered or deregistered
state, mobility state; high or low speed, among other states.

When a UE inmitiates a random access, the UE may choose
the random access preamble from the PR ACH preamble par-
tition referenced by the map entry corresponding to the cur-
rent state. The mapping may either be provided by the eNB or
pre-configured onto the UE.

Thus, the device state may use, 1n one embodiment, a single

value precondition as provided in Table 10 below:

TABLE 10

Device State reasons with single-value precondition

Information Definition
I; (r__deviceState, rUID)
C, device state identifier. The identifiers are pre-

defined and known to both the eNB and the UE;
for example, this may include the enumerated
set (1dle, connected, dormant). Selection of the
reason at the UE 1s made by simply matching
the current state at the UE with the selection
criteria
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From Table 10, the device state identifier may provide an
enumerated set of device states that the UE may then simply
match with the current state of the UE as the selection criteria,
for example.

In a sixth selection criteria, the selection may be based on
application characteristics. Thus, the LTE PRACH configu-
ration options may be augmented with partition information
to provide random access opportunities for different applica-
tions or classes of applications and their uplink traffic. The
augmented PRACH configurations allow a UE to select ran-
dom access preambles from a PR ACH preamble partition that
meets the latency requirements of an application and 1ts traf-
fic.

In one embodiment, the PRACH preamble partition may
be selected based on an activity, type, label, or i1dentifier
corresponding to an application that generated the tratfic or
the event that initiated the random access attempt.

In other embodiments, the PRACH preamble partition may
be selected based on an application status or characterization,
such as whether or not the application 1s running in a back-
ground mode of communication at the time the traffic or the
event that generated the random access attempt. A back-
ground mode of communication may comprise a state where
the current Quality of Service (QoS) requirements may be
relaxed from a normal QoS levels due, for example, to the
absence of recent user interaction with the device, or due to a
latency tolerance of the application’s traffic.

In other embodiments, the preamble partition may be
selected based on the activity or profile of the data resulting
from one or more applications running, open, or in use on the
device. These activities or profiles may include, for example,
estimations, predictions or measurements of the data volume
or data rates required by the radio connection or by one or
more applications; estimations, predictions or measurements
of packet arrival or inter-arrival times; the execution status of
running applications, including whether or not the applica-
tions are open, runmng in the foreground or background,
stored 1n a suspended or hibernated state 1n memory, among,
other factors; or the protocol status of running applications,
including whether or not acknowledgements or replies from a
peer entity are pending and whether further data exchange 1s
expected for example within period of time.

An application characteristic reason may use a single value

precondition, for example. One example 1s provided below
with regard to Table 11.

TABLE 11

Application Characteristic reasons with single-value precondition

Information Definition
I; (r__appCharacteristic, rUID)
C; application characteristic. The characteristics are pre-

defined and known to both the eNB and the UE.

Selection of the reason at the UE 1s made by simply
matching the characteristic to the application that
generated the traflic or the event that mnitiated the random
access attempt

As seen above, the precondition includes an application
characteristic and the selection at the UE 1s made by simply
matching the characteristic to the application that generated
the traific or the event that mitiated the random access
attempt.

In a seventh embodiment for the selection of partition, an
assignment may simply be made to a UE. In this alternative,
the UE does not select a preamble partition and instead the
PRACH preamble partition 1s determined by a node or entity
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within the network. Such nodes or entities may include the
eNB, a Mobility Management Entity (MME), a Serving Gate-
way (SGW), a Packet Gateway (PGW) or a Policy Charging
and Rules Function (PCRF). The UE may then be assigned
the preamble partition through dedicated signalling.

Signalling of Preamble Partition Configuration

The signaling of the preamble partitions to the UEs could
be done 1n a variety of ways. In one embodiment, configura-
tion information may be communicated to a plurality of UEs
through a downlink broadcast channel. Such information 1s
termed a common configuration 1n the present disclosure.

In a further embodiment, configuration information may
be communicated to a specific UE through downlink dedi-
cated channels. This is referred to herein as a dedicated con-
figuration.

In further alternatives, configuration information may be
communicated to one or more UEs through a combination of
common and dedicated configurations.

Further, 1n some embodiments, a UE may be instructed to
use a particular PRACH preamble partition through a sig-
naled order.

In other embodiments, where the UE 1s assigned a pre-
amble partition using dedicated signalling, the PRACH pre-
amble definition may be signaled to the UE, and the PRACH
preamble partition usage policies and/or reason selection cri-
teria may be omitted.

The PRACH preamble partition information may be con-
veyed 1n a PRACH preamble partition information element.
In some embodiments, a radio resource control (RRC) mnfor-
mation element may be used to convey the PRACH preamble
partition configuration to UEs as either part of the common
configuration or a dedicated configuration.

Reference 1s now made to Appendix A, which shows one
example of a PRACH preamble partition information ele-
ment. As seen in the example of Appendix A, partition iden-
tifiers, partition mask indexes, start preambles, number of
preambles, among other information such as a window size,
content resolution timer, maximum number of preamble
retransmissions allowed on the partition and back off inter-
vals are defined 1n the PRACH preamble partition informa-
tion element.

In some embodiments, the parameters governing the tim-
ing between steps 1n the random access procedure such as the
window size, resolution timer, maximum number of pre-
amble retransmissions allowed on the partition, back off
interval, etc., are adapted to match the collision probability
expected of a particular PRACH preamble partition. Accord-
ingly, each PRACH preamble partition definition may have
an associated set of random access procedural parameters.
One PRACH Preamble Partition Information Element may be
needed for each available RACH partition 1n the cell.

Common Configuration

Common configuration information may be transmitted by
an eNB to all UEs within a serving area of a cell through a
downlink broadcast channel. In a long term evolution (LTE)
system, common configuration information elements may be
included 1 a System Information Block (SIB). Common
configuration imnformation can be modified by an eNB but
updates are may occur inirequently.

The common configuration may be accomplished through
common RACH configuration imnformation elements of an
existing RRC data structure. One or more of the information
clements may be broadcast by an eNB 1n a system 1nforma-
tion block.

Reference 1s now made to Appendix B. As seen 1n Appen-
dix B, a common PRACH preamble partition configuration
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may be included as part of the system information block. This
1s shown with “rach-Partitions Common SEQUENCE OF

R ACH-PreamblePartitions™.

Dedicated Configuration

Dedicated configuration information may be transmitted
by an eNB to a specific UE through a downlink dedicated
channel. In an LTE system, dedicated configuration informa-
tion elements may be included 1n a Radio Resource Configu-
ration (RRC) message. Dedicated configuration information
may be provided to a UE during initial attachments to a cell
but may also be updated by an eNB at any time as a network
and/or UE conditions change.

In some embodiments, a PRACH preamble partition con-
figuration may be added to a dedicated RRC information
clement of an existing RRC data structure. One or more of the
information elements may be signaled by the eNB 1n an RRC
message, as for example shown with regard to Appendix C.

As seen 1 Appendix C, a dedicated PRACH preamble
partition configuration 1s provided in a RadioResourceCon-
figDedicated message.

Signalling Using an Order

A signaled order may be transmitted by an eNB to a spe-
cific UE through a downlink dedicated channel. This order
may override any other PRACH usage policies that a UE may
have received and remains 1n effect until the order 1s explicitly
cancelled or over-ridden by a subsequent order. In an LTE
system, the order may be included as an information element
in a Radio Resource Configuration (RRC) message or may be
included as a MAC control element 1n any downlink MAC
PDU.

In some embodiments, an order includes a complete
PRACH preamble definition. In an LTE system, for example,
this may be communicated to the UE 1n an RRC message.

Alternatively, the order may include a device group 1den-
tifier that 1s used to reference a previously configured PRACH
preamble partition. In an LTE system, for example, this may
be communicated to a UE 1n either an RRC message or in a
MAC control element.

In other embodiments, an order includes a partition 1den-
tifier or index that 1s used to reference a previously configured
PRACH preamble partition. In an LTE system, for example,
this may be communicated to the UE 1n an RRC message or
in a MAC control element.

Using MAC control elements, the PRACH preamble par-
tition referenced by an order may have been previously con-
figured 1n a UE, for example through other dedicated com-
mon information elements.

Various alternatives for MAC control elements exist. In
one embodiment, an unqualified order may instruct the UE to
use a specific PRACH preamble partition for all of 1ts random
access attempts. Reference 1s now made to FIG. 5.

As seen 1n FIG. 5, a MAC control element 510 consists of
a single bit field 512 as well as a partition 1dentifier field 514.

The single bit field 512 may be setto 1, which may indicate
that a PRACH preamble partition from the common configu-
ration should be used. When the field 512 1s set to O, this may
indicate that the PRACH preamble partition from the dedi-
cated configuration should be used.

Partition identifier field 514 contains the rapp-PartitionlD
of the RACH-PreamblePartition within the indicated
sequence ol common or dedicated configurations.

In other embodiments, the MAC control element may be a
qualified class order, which instructs the UE to use certain
R ACH partitions for a given class of reasons. Thus, the quali-
fied class order instructs the UE to use a specific PRACH
preamble partition for all of 1ts random access attempts that
are related to one or more classes of reasons.
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Reference 1s now made to FIG. 6, which shows a MAC
control element 610 having a single bit identifier 612 as well
as apartition identifier 614. The MAC control element of FIG.
6 further includes a class mask 620.

The single bit identifier 612 1s used to indicate whether or
not the PRACH preamble should use the common or dedi-
cated configuration. For example, when the single bit area
612 is set to 1, this may indicate that a PRACH preamble
partition from the common configuration should be used.
Conversely, when the single bit field 612 1s set to 0, this may
indicate that the PR ACH preamble partition from a dedicated
configuration should be used.

Partition identifier field 614 contains the rapp-PartitionID
of the RACH-PreamblePartition within the indicated
sequence of common or dedicated configurations.

Class mask field 620 1s a mask where, when a bit 1n the
mask 1s set to “1”°, the corresponding reason class 1s affected
by the order. Thus, up to eight reason classes may be provided
and the mask may indicate which of the reason classes should
be used based on the use of a bit set to 1 for the reason class
or reason classes to be used.

In a further alternative embodiment, the MAC control ele-
ment may provide a qualified reason order to instruct the UE
to use certain RACH partitions for a given reason. Thus, the
qualified reason order instructs the UE to use a specific
PR ACH preamble partition for all 1ts random access attempts
that are related to a specific reason.

Reference 1s now made to FIG. 7. In F1G. 7, a MAC control
clement 710 provides a single bit field 712 as well as a
partition 1dentifier field 714.

MAC control element 710 further includes a reason 1den-
tifier field 720.

The single bit field may indicate whether the common or
dedicated configuration should be used. For example, if the
single bit field 1s set to 1, this may indicate that the PRACH
preamble partition from the common configuration should be
used, whereas 11 the bit field 712 1s set to 0 then this indicates
that a PRACH preamble partition from the dedicated configu-
ration should be used.

The partition identifier field 714 contains the rapp-Parti-
tionlD of the RACH-PreamblePartition within the indicated
sequence of common or dedicated configurations.

The reason 1dentifier field 720 1dentifies the reason atfected
by the order.

Based on the above, reference 1s now made to FIG. 8,
which shows a process at a network node such as an eNB,
scheduler, among others. The present disclosure 1s not limited
to any particular network node performing the methods
described herein.

The process of FIG. 8 starts at block 810 and proceeds to
block 812, in which the network node partitions all or a subset
of contention based resources. The contention based
resources can be LTE PRACH preambles 1n one embodiment.

The partitioning of block 812 can be based on probability
of collisions and latency considerations, and can done based
on the embodiment of FIG. 3 and FIG. 4 and the partitioning
embodiments described above. In particular, for backward
compatibility, the partitioning may use reserved resources 1n
one embodiment. Further, the number of preambles, the loca-
tion of physical random access channel resources, parameters
governing generation of random access preambles, amask for
where the partition may be used, a starting preamble, or a
number of preambles allocated to a partition can all be set
during the partitioning.

The process next proceeds to block 814, 1n which each
partition may be associated with at least one configured rea-
son for selecting the partition. The configured reasons may be
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any of those described above, and include reasons associated
with a device state, device event, a device group, a traffic
event, a traflic class or an application characteristic. A pre-
condition for each reason may be preconfigured on a UE or
communicated to the UE by the network node.

The process next proceeds to block 816, in which the
partition definitions may be communicated to at least one UE.
The communication may be for a common configuration over
multicast, and can use a partition preamble information ele-
ment as part of a system information block, for example. The
communication may be unicast over a dedicated connection
as part of an RRC message, for example, or may be an order
such as those 1llustrated with reference to FIGS. S to 7.

From block 816 the process proceeds to block 820 and
ends.

UE Aspects

From a UE perspective, various changes may be made to
the embodiment of FIG. 2. In particular, reference 1s now
made to FIG. 9.

The process of FIG. 9 starts at block 910 and proceeds to
block 912 i1n which a check may be made to determine
whether the PRACH preamble partition to be used by the UE
was ordered by the eNB. If yes, the process proceeds to block
914 in which the UE may set the partition to the partition
recerved in the order, R .

The process then proceeds to block 916 in which the
PRACH mask index may be set equal to the PRACH mask
associated with the configured tuple (R _,M.).

From block 916 the process proceeds to block 918.

From block 912, 1f the partition was not ordered by the
eNB, the process then proceeds to block 920 1n which a check
1s made to determine if the random access attemptis related to
a network access function. If yes, then the process proceeds to
block 922 1n which the UE may determine the appropriate
group, either A or B, for the access request. A group A deci-
sion will use the partition R , and a group B decision will use
the partition R,. The PRACH mask index 1s set to 0 (not
shown), indicating that all PRACH resources in the frame can
be used.

From block 922 the process proceeds to block 918.

From block 920, 11 the network access functionality 1s not
the reason for the random access attempt, the process pro-
ceeds to block 930, where the current conditions 1n the UE
may be related to the preconditions of a configured reason.

At block 930, a check may be made to determine 11 there 1s

a single reason 1, for selecting a partition. I yes, the process
proceeds to block 932 1n which the UE selects the partition R,
from the configured tuple (r,.R.).

Conversely, 11 there 1s not a single reason found at block
930, then there may be multiple reasons and the process
proceeds to block 934. At block 934 the UE has determined
that there are multiple reasons {r,,r., ..., r, } for selecting a
partition and the UE then may determine r, such that | =max
(1,, 1,, ..., 1) and then may select the partition R, from the
configured tuple (r,.R.).

The PRACH mask index may be set equal to the PRACH
mask associated with the configured tuple (R,M.) (not
shown).

From block 932 or block 934, the proceeds to block 918.

At block 918, once the UE has determined the appropnate
PRACH preamble partition R, the UE randomly may select a
preamble z  from within R and proceeds to block 936.

At block 936 the UE then may determine the next available
subirame containing an allowed PRACH resource, as defined

by the prach-Configindex and the PRACH mask index. The
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UE then may transmit the selected preamble z _1n the selected
PRACH resource of the allowed subframe st,, proceeds to

block 938 and ends.
Referring to FIG. 2, the remainder of the random access

[ 1

procedure may also be modified. In one embodiment, the UE
may have been configured with a rapp-Supervisionlnio
parameter that may modify the timing of the random access
response and msg3 and contention resolution steps of FIG. 2.
For instance, a partition used for a higher priority reason may
be configured with various timers such that the timing
between various steps of the RACH process 1s shorter than
that of a lower priority reason. The parameters to be used by
the UE may be those that either were ordered by the eNB or
were configured for the PRACH preamble partition selected
by the UE as provided 1n FIG. 9 above.

In one embodiment, the UE may monitor the PDCCH for a
random access response from the eNB 1n a response window
that begins at subirame (si,+3) and continues through sub-
frame (siy+3+rapp_ResponseWindowSize). If the random
access response referencing the preamble z_ 1s detected by the

UE, the UE may then transmit the msg3 queued 1n the uplink
buftfer.

In one embodiment, the eNB may override one or more of
the rapp-Supervisionlnio parameters with an order included
in the random access response. If an order 1s recerved in the
random access response referencing the preamble z , the UE
may use the ordered parameters 1in subsequent steps of the
random access procedure related to the transmission of the
preamble z. .

In some embodiments, once the UE has transmitted the
msg3, the UE may 1nitialize 1ts contention resolution timer to
the rapp-ContentionResolutionTimer and may begin to moni-
tor the PDCCH for a for a downlink transmission addressed to
the C-RNTI of the UE. If a downlink transmission addressed
to 1ts C-RNTI 1s detected, the UE may stop the contention
resolution timer. The UE may use the value of the rapp-
ContentionResolutionTimer included in the random access
response order or configured for the selected partition.

In one embodiment, 1f the UE does not detect a random
access response referencing its preamble z . or 11 the conten-
tion resolution timer expires, the UE may increment the num-
ber of preamble transmissions made by the UE 1n the current
random access attempt. If the number exceeds a value of the
rapp-PreambleTransMax, the UE may abandon the random
access attempt and report a failure to 1ts upper layers. The UE
may use the value of the rapp-PreambleTransMax included in
the RAR order or configured for the selected partition.

Otherwise, the UE may mitialise its back oif timer to a
value chosen randomly from the interval [0 . . . rapp_Back-
offlnterval]. When the back off timer expires, the UE initiates
another preamble transmission starting at block 918 of FIG.
9. The UE may use the value of the rapp-Backoillnterval
included 1n the RAR order or configured for the selected
partition.

Network Aspects

In some embodiments, an eNB may process a received
random access preamble according to a priority associated
with the PRACH preamble partition where the preamble was
detected. For instance the eNB may process and respond to
preambles recerved on a partition used for higher priority
reasons quicker than those receirved on a partition used for
lower priority reasons. In one embodiment, the priority is a
pre-configured value. In other embodiments, the priority may
be based on the number of preambles recerved by the eNB.

In further alternative embodiments, the priority may be
based on the relative values of the random access procedural
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parameters associated with each of the partitions 1n which at
least one preamble was recerved.

In one embodiment, the time between the reception of a
preamble at the eNB and the transmission of the random
access response by the eNB may be shorter for a preamble
received 1n a partition intended to serve higher priority events
or traific than for a preamble recerved 1n a partition associated
with lower priority events or traffic.

In some embodiments, the time between the reception of an
msg3 at the eNB and the transmission of a contention reso-
lution control element by the eNB may be shorter for a pre-
amble received 1n a partition intended to serve higher priority
events or traffic than for a preamble recerved 1n a partition
associated with lower priority events or traific.

I1 the priority 1s based on the relative values of the random
access procedural parameters associated with each of the
partitions in which at least one preamble 1s received, pre-
amble partitions with a smaller value of rapp-Response Win-
dowSize may be processed at a higher priority than those with
a larger value.

In some embodiments, the eNB may include an order in the
random access response to over-ride defaults or configured
rapp-Supervisionlnio parameters associated with a preamble
partition. The values included 1n the RAR order may be
based, for example, on the relative priority of the preamble
partition or on the number of preambles received by the eNB
or on the current processing load within the eNB.

In some embodiments, the size of the uplink grant 1n the
RAR may also be dependent on the PRACH preamble parti-
tion where the preamble was detected. The s1ze may be based,
for example, on the type of traffic or event configured to use
that partition, or on the group of UEs assigned to use that
partition, or on the type of application allowed to use that
partition. For instance, the eNB may grant a larger resource in
the uplink 1n response to a PRACH preamble recerved on a
partition used for one reason when compared to that recerved
on a partition used for a different reason.

Reference 1s now made to the Random Access Response in
FIG. 10. As seen 1n FIG. 10, a first bit field 1012 1s used to
indicate that an RAR has been extended within a random

access parameter order. Currently in LTE Release 10 this field
may be reserved and must be set to ‘0, thus the use of this
field provides backward compatibility with legacy UFEs.

A timing advance command field 1014 remains unchanged
from current specifications. Similarly, a timing advanced
f1eld 1016 and uplink grant ficlds 1018,1020 and 1022 remain
unchanged.

Similarly, temporary C-RNT1 fields 1030 and 1032 remain
unchanged.

A response window size field 1040 defines the maximum
duration of the RAR window following the preamble trans-
mission and corresponds to the rapp-ResponseWindowSize
as described above.

A contention resolution timer field 1050 defines the maxi-
mum duration of the contention resolution window following
the transmission of an msg3. This corresponds to the rapp-
ContentionResolutionTimer as described above.

A maximum transmissions field 1054 defines the maxi-
mum number of preamble selections and transmissions
allowed 1n a single random access attempt. The field corre-
sponds to the rapp-PreambleTransMax described above.

A backoll interval field 1058 defines the backoil interval to
be used following a failure to recerve positive confirmation
that a preamble transmission was received. This corresponds
to the rapp-BackoilInterval as described above.
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Based on the above, reference 1s made to FIG. 11, which
shows a process at a network node receiving a preamble on a
partition.

The process of FIG. 11 start at block 1110 and proceeds to
block 1112 1n which the random access preamble 1s received
at the network element on a particular partition. The network
node makes note of the partition, and at block 1114 responds
to the preamble receipt using a time and priority associated
with the partition the preamble was recerved on.

The process then proceeds to block 1120 and ends.

The above may be implemented by any network node. A
simplified network node 1s shown with regard to F1G. 12. The
network node of FIG. 12 may be eNB 212, among others.

In FIG. 12, network node 1210 includes a processor 1220
and a communications subsystem 1230, where the processor
1220 and communications subsystem 1230 cooperate to per-
form the methods described above.

Reference 1s now made to FIG. 13, which shows a simpli-
fied architecture for communication between various ecle-
ments 1n a system. In particular, an eNB 1310 provides cell
coverage to a first area and may serve a UE 1320, which
communicates with the eNB 1310 through communication
link 1322.

As shown 1in the example of FIG. 13, each element includes
a protocol stack for the communications with other elements.
In the case of eNB 1310 the eNB 1includes a physical layer
1350, a medium access control (MAC) layer 1352, a radio
link control (RLC) layer 1354, a packet data convergence
protocol (PDCP) layer 1356 and a radio resource control
(RRC) layer 1358.

In the case of UE 1320, the UE includes a physical layer
1370, a MAC layer 1372, an RLC layer 1374, a PDCP layer
1376, an RRC layer 1377 and a non-access stratum (INAS)

layer 1378.

Communications between the entities, such as between
eNB 1310 and UE 1320, generally occur within the same
protocol layer between the two entities. Thus, for example,
communications from the RRC layer at eNB 1310 travels
through the PDCP layer, RLC layer, MAC layer and physical
layer and gets sent over the physical layer to UE 1320. When
received at UE 1320, the communications travel through the
physical layer, MAC layer, RLC layer, PDCP layer to the
RRC level of UE 1320. Such communications are generally
done utilizing a communications sub-system and a processor.

Further, the above may be implemented by any UE. One
exemplary device 1s described below with regard to FI1G. 14.

UE 1400 1s typically a two-way wireless communication
device having voice and data communication capabilities. UE
1400 generally has the capability to communicate with other
computer systems on the Internet. Depending on the exact
tfunctionality provided, the UE may be referred to as a data
messaging device, a two-way pager, a wireless e-mail device,
a cellular telephone with data messaging capabilities, a wire-
less Internet appliance, a wireless device, a mobile device, or
a data communication device, as examples.

Where UE 1400 1s enabled for two-way communication, 1t
may incorporate a communication subsystem 1411, includ-
ing both a receiver 1412 and a transmuitter 1414, as well as
associated components such as one or more antenna elements
1416 and 1418, local oscillators (LOs) 1413, and a processing
module such as a digital signal processor (DSP) 1420. As will
be apparent to those skilled in the field of communications,
the particular design of the communication subsystem 1411
will be dependent upon the communication network 1n which
the device 1s intended to operate. The radio frequency front
end of communication subsystem 1411 can be any of the

embodiments described above.
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When required network registration or activation proce-
dures have been completed, UE 1400 may send and receive
communication signals over the network 1419. As 1llustrated
in F1G. 14, network 1419 can consist of multiple base stations
communicating with the UE.

Si1gnals received by antenna 1416 through commumnication

network 1419 are input to recerver 1412, which may perform
such common recerver functions as signal amplification, fre-
quency down conversion, filtering, channel selection and the
like.
UE 1400 generally includes a processor 1438 which con-
trols the overall operation of the device. Communication
functions, including data and voice communications, are per-
formed through communication subsystem 1411. Processor
1438 also interacts with further device subsystems such as the
display 1422, flash memory 1424, random access memory
(RAM) 1426, auxiliary input/output (I/O) subsystems 1428,
serial port 1430, one or more keyboards or keypads 1432,
speaker 1434, microphone 1436, other communication sub-
system 1440 such as a short-range communications sub-
system and any other device subsystems generally designated
as 1442. Serial port 1430 could include a USB port or other
port known to those 1n the art.

As shown, flash memory 1424 can be segregated 1nto dii-
terent areas for both computer programs 1458 and program
data storage 1450, 1452, 1454 and 1456. These different
storage types indicate that each program can allocate a por-
tion of tlash memory 1824 for their own data storage require-
ments. Processor 1438, in addition to 1ts operating system
functions, may enable execution of soitware applications on
the UE. A predetermined set of applications that control basic
operations, mncluding at least data and voice communication
applications for example, will normally be installed on UE
1800 during manufacturing. Other applications could be
installed subsequently or dynamically.

Applications and soitware may be stored on any computer
readable storage medium. The computer readable storage
medium may be a tangible or 1n transitory/non-transitory
medium such as optical (e.g., CD, DVD, etc.), magnetic (e.g.,
tape) or other memory known 1n the art.

The embodiments described herein are examples of struc-
tures, systems or methods having elements corresponding to
clements of the techniques of this application. This written
description may enable those skilled in the art to make and use
embodiments having alternative elements that likewise cor-
respond to the elements of the techniques of this application.
The intended scope of the techniques of this application thus
includes other structures, systems or methods that do not
differ from the techniques of this application as described
herein, and further includes other structures, systems or meth-
ods with insubstantial differences from the techniques of this
application as described herein.

APPENDIX A

PRACH Preamble Partition Information Element

-- ASN1START
RACH-PreamblePartition ::= SEQUENCE {
rapp-PartitionID INTEGER (0..15),
rapp-PRACH-MaskIndex INTEGER (0..15),
rapp-StartPreamble INTEGER (0..63),
rapp-NumberOfPreambles ENUMERATED {
nl,n2, n3, nd, n5, n6, n&, nlo,
nl2, nl4,nl6,nl8, n20, n25,
n30, n35},
rapp-Supervisionlnfo SEQUENCE {
rapp-PreambleTransMax ENUMERATED {

n3, nd, nd, n6,n7, n&, nl0, n20,



US 8,989,113 B2

27
APPENDIX A-continued

PRACH Preamble Partition Information Element

n50, n100, n200},
ENUMERATED {
sf2, si3, st4, s13, 516, st7,
sf®, sf10},
rapp-ContentionResolutionTimer ENUMERATED {
st®, st16, st24, sf32,
sf40, sf48, sf56, sf64},
INTEGER (0..15)

rapp-ResponseWindowSize

rapp-BackofiInterval

} OPTIONAL
h
-- ASN1STOP
APPENDIX B
Common PRACH Preamble Partition Configuration
-- ASN1START

RACH-ConfigCommon ::= SEQUENCE {
preamblelnfo SEQUENCE {
numberOfR A-Preambles

ENUMERATED {
n4, n¥, nl2, nl6 n20, n24, n2¥,
n32, n36, n40, n44, nd&, nd2,
nd>6, n60, n64
¢
preamblesGroupAConfig SEQUENCE {
sizeOfRA-PreamblesGroupA ENUMERATED {
n4, n&, nl2, nl6, n20, n24, n2&,
n32, n36, n40, n44, n4&, nd2,
n56, n60},
ENUMERATED {b56, b144,
b208, b256},
messagePowerOffsetGroupB ENUMERATED {
muinusinfinity, dB0, dB5, dBR&,
dB10, dB12, dB15, dB18},
} OPTIONAL -- Need OP

messageSi1zeGroup A

s

rach-PartitionsCommon SEQUENCE OF

RACH-PreamblePartition
OPTIONAI. --Need OP

h

-- ASNISTOP

APPENDIX C

Dedicated PRACH Preamble Partition Configuration

-- ASN1START
RadioResourceConfigDedicated ::= SEQUENCE {

srb-ToAddModList SRB-ToAddModList OPTIONAL,
Cond HO-Conn
drb-ToAddModList DRB-ToAddModList OPTIONAL,
Cond HO-toEUTRA
drb-ToReleasel.ist DRB-ToReleaselist OPTIONAL,
Need ON
mac-MainConfig CHOICE {
explicitValue MAC-MainConfig,
defaultValue NULL
} OPTIONAL,
Cond HO-toEUTRA?2
sps-Config SPS-Config OPTIONAL,
Need ON
physicalConfigDedicated PhysicalConfigDedicated OPTIONAL,

Need ON
rach-PartitionsDedicated SEQUENCE OF RACH-PreamblePartition
OPTIONAL --

Need OP
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APPENDIX C-continued

Dedicated PRACH Preamble Partition Configuration

h

-- ASN1STOP

The mvention claimed 1s:
1. A method at a network node 1n a wireless communica-
tions network, the method comprising:

partitioning at least a subset of contention based resources
for random access attempts into a plurality of partitions,
wherein each of said plurality of partitions 1s associated
with at least one precondition governing selection of the
partition, the precondition being derived from at least
one of: source of causation for the random access
attempt, a device state, a device event, a device group, a
traffic event, a trailic class, or an application character-
1stic, and wherein each of said plurality of partitions 1s
turther associated with at least one configuration param-
eter; and

communicating configuration parameters for the plurality
of partitions and preconditions governing partition
usage to at least one of a plurality of user equipments;

wherein the partitioning dimensions partitions based on a
target probability of collision and access latency.

2. The method of claim 1, wherein the contention based

resources are random access preambles 1n a Long Term Evo-

lution Physical Random Access Channel (PRACH).

3. The method of claam 1, wherein the configuration
parameters for at least one of the plurality of partitions com-
prises at least one of: a response window size, contention
resolution timer values, maximum random access re-trans-
missions allowed value, or back off interval.

4. The method of claim 1, wherein the device state com-
prises: a Radio Resource Control (RRC) state, responding to
page, 1n handover, in connected mode with or without uplink
synchronization, a long or short discontinuous reception
(DRX) state, a continuous reception state, an Evolved Packet
System Connection Management (ECM) state, an Evolved
Packet System Mobility Management (EMM) state, or a
mobility state.

5. The method of claim 1, wherein the traffic class 1s asso-
ciated with a quality of service class identifier corresponding

to the traific in the uplink buffer.
6. The method of claim 1, wherein the device event 1s
associated with radio link failure.
7. A network node 1n a wireless communications network,
comprising;
a processor; and
a communications subsystem;
wherein the processor and the communications subsystem
cooperate to:
partition at least a subset of contention based resources for
random access attempts mto a plurality of partitions,
wherein each of said plurality of partitions 1s associated
with at least one precondition governing selection of the
partition, the precondition being derived from at least
one of: source of causation for the random access
attempt, a device state, a device event, a device group, a
traffic event, a traific class, or an application character-
istic, and wherein each of said plurality of partitions 1s
further associated with at least one configuration param-
eter; and
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communicate configuration parameters for the plurality of
partitions and preconditions governing partition usage
to at least one of a plurality of user equipments;

wherein the partitioning dimensions partitions based on a
target probability of collision and access latency. 5

8. The network node of claim 7, wherein the contention
based resources are random access preambles 1n a Long Term
Evolution Physical Random Access Channel (PRACH).

9. The network node of claim 7, wherein the configuration
parameters for at least one of the plurality of partitions com- 10
prises at least one of: a response window size, contention
resolution tinier values, maximum random access re-trans-
missions allowed value, or back off interval.

10. The network node of claim 7, wherein the device state
comprises: a Radio Resource Control (RRC) state, respond- 15
ing to page, 1n handover, 1n connected mode with or without
uplink synchronization, a long or short discontinuous recep-
tion (DRX) state, a continuous reception state, an Evolved
Packet System Connection Management (ECM) state, an
Evolved Packet System Mobility Management (EMM) state, 20
or a mobility state.

11. The network node of claim 7, wherein the traffic class
1s associated with a quality of service class identifier corre-
sponding to the traffic 1n the uplink butfer.

12. The network node of claim 7, wherein the device event 25
1s associated with radio link failure.
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