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A network interface for the secure transmission of data com-
prises a functionally encapsulated unit that encompasses the
clements required to ensure a mimimum functionality of the
network interface, with access from the outside of said encap-
sulated unit being possible only via specific shared services.
Reliable transmission between nodes of a communication
network 1s ensured by encapsulating a network interface of at
least one of the nodes, and by ensuring a minimal function-
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INTELLIGENT NETWORK INTERFACE
CONTROLLER

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to a network interface as well
as to a network and a method of creating a network for secure
data transmission.

2. Description of Related Art

There 1s a plurality of different types of communication
networks for different applications. In correspondence there-
with, the demands on transmission reliability and robustness
in transmission vary. For the transmission of e-mails, for
example, the demands on the network may be comparatively
low. In cases of networks employed for the transmission of
safety-relevant data, e.g. 1n motor vehicles, by contrast, maxi-
mum demands are made on the networks. To ensure a high
reliability 1n transmission, both the hardware and the software
of the network must be appropnately designed.

The explanations set forth below relate, inter alia, to the
OSI reference model (basic reference model “open systems
interconnection”) according to ISO. In that model, commu-
nication architectures are subdivided into seven layers. In
correspondence with these layers, different measures are
known for ensuring a defined reliability 1n transmission. The
tollowing specification refers to the term “layer” also 1n the
sense of the meanings of entities of the layer.

For example, the data sheet TLE 6254-2G of Apr. 30, 2002,
published by Infineon Technologies AG, Muenchen, dis-
closes a “Fault Tolerant Differential CAN-Transceiver.” This
transcerver detects different fault conditions of the lines used
for signal transmission and controls faultless lines, 11 pos-

sible, 1n such a way that signals can still be transmitted via
these lines.

FIG. 6 of the TLE 6254-26 data sheet illustrates a CAN
transceiver controlled by means of a microprocessor with an
integrated CAN module. This arrangement presents the
advantage, that 1n the case of faults or malfunction 1n the line
system signal, transmission 1s still possible 1n many cases.
However, provisions are not envisioned here for protection
from errors 1n the software of the microprocessor. When, for
example, the microprocessor 1s loaded or overloaded, respec-
tively, by the execution of application services in such a way
that 1t can no longer respond to the bus signals, a communi-
cation via the bus 1s no longer possible.

The eflects of errors aifecting the transmission of the bus
system as a whole are far more serious. This may be the case,
for example, when 1n the case of a fault a continuous data
stream 1s output onto the bus, which does not comply with the
standard. Such a data stream could be created, for instance, by
an 1correct behaviour of the microprocessor controlling the
CAN transceiver. When the bus 1s blocked by such a data
stream, other nodes can no longer communicate with each
other. When the error case ol microprocessor overload, which
has been described first, only affects on node, 1t 1s possible
that a fault described in the second case blocks a complete bus
system and results 1n the failure of essential functionalities of
the system. Such a condition 1s not acceptable, specifically in
applications critical in terms of security of, for example,
applications 1n motor vehicles.

For a reduction of such faults to an acceptable level 1t 1s
necessary to test the entire software of the microprocessor
exhaustively. In this test, not only the function relevant for the
communication via the bus but also all other functions must
be tested. This 1s necessary because each code in the micro-
processor has access to the hardware functions of the bus or
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may at least result 1n failure of the bus service on account of
microprocessor overload. Particularly in complex networks
including a plurality of different nodes, this results in a prob-
lem that can hardly be solved because 1n the test all conce1v-
able conditions of all nodes should to be taken into account. In
practical application, this leads to the execution of tests on the
basis of simplifying assumptions. Yet, a high test complexity

remains with an unsatisfactory result.
The data sheet “C167CR, C167SR 16-bit Single-Chip

Microcontroller,” July 2001 of Infineon Technologies AG,
Muenchen, describes a typical micro controller with an inte-
grated CAN 1nterface by way of an example. This interface
comprises a CAN module that 1s capable of emitting or
receiving data independently. As 1s apparent from Table 7 of
this data sheet, the CAN module 1s directly mapped 1nto the
linear address space of the micro controller. As a result, any
clement of the code whatsoever can—intentionally or unin-
tentionally—have access to this code. Errors in computation
are particularly critical 1n indirect addressing, for example.
As 1n this case, the CAN module 1s located in the linear
address space such that an addressing error could result 1n a
fault on the bus 1n its entirety. When, for example, the bus
cycle 1s unintentionally modified the supply of data with an
incorrect cycle frequency may cause a breakdown of the
communication throughout the bus system 1n 1ts entirety.

Another case of a possible failure occurs when, for
example, areset of a node, including the network 1nterface, 1s
triggered due to a fault in an application or by a user, respec-
tively. Here, the node loses 1ts network connection and must
be re-synchronized to the network. Specifically 1n the case of
networks with a ring architecture, this may lead to a failure of
the transmission for the time of the booting cycle up to a new
synchronization. As these operations may last often for sev-
eral seconds up to minutes, such a failure of a complete
network, e.g. a network used in motor vehicles, 1s unaccept-
able. When, as a consequence of a fault 1n hardware or soft-
ware associated to a node, this booting operation 1s no longer
possible, this situation may result in a permanent impairment
or 1n a total failure of the network.

The problems described here by the example of a CAN bus
occur, ol course, also 1n the other known bus systems. One
example for Ethernet 1s specified 1n the data sheet “DP83820
10/100/100 MB/s PCI Ethernet Network Interface Control-
ler,” February 2001, National Semiconductor Corporation.
There, a network interface controller 1s described that 1s
mapped by means of an integrated PCI bus interface directly
into the linear address space of a microprocessor.

U.S. Pat. No. 6,457,056 discloses a network interface con-
troller to which a microprocessor may have access directly
via the system bus. This results 1n the same problems, too, as
those occurring 1n the aforedescribed case of the CAN inter-
face.

In an approach to improve the reliability of computer sys-
tems fundamentally certain operating systems are provided
with a so-called “protected mode™ for essential parts of the
core of the operating system. As 1n this approach, drivers are
incorporated for the entire hardware of a computer system
causing the operating system core to be large and, hence,
error-prone. When a fault occurs within this core, for
instance, due to errors 1n the software or as a result of faults in
any hardware component, this fault may lead to the conse-
quence that the network interface 1s no longer controlled.
Again, this may result 1in the above-described faults 1n the
entire system interconnected by the network. Moreover, 1n
these operating systems, a subdivision 1s made between the
parts executed in the protected mode and the remaining part
primarily under the aspect of simple programming interfaces
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and less under the aspect of security. For example, only the
driver for the hardware 1s protected 1n the protected mode for

conventional network connections of PCs whereas other
essential functionalities such as the TCP IP stack are imple-
mented 1n the operating system 1n a conventional manner.

SUMMARY OF THE INVENTION

The mvention 1s based on the problem of designing a net-
work or the associated network interfaces, respectively, in
such a manner that a high level of transmission reliability and
robustness of the bus system as a whole will be achieved at a
mimmum of expenditure 1n testing. One inventive solution to
this problem 1s defined in the appended claims. Improve-
ments of the mvention are set forth also 1n the appended
claims.

An mventive network interface comprises a functionally
encapsulated unit that encompasses the elements required to
protect a minimum functionality of the network interface.
Access to the interface from the outside of the encapsulated
unit 1s possible only via specific accessible services. Access
via other services or even directly to the hardware of the
network interface are not possible.

Due to this restriction of the access, the stability of a bus
system composed of inventive network interfaces 1s deter-
mined exclusively by the encapsulated components of the
network interfaces. It 1s hence now possible to develop and to
test the hardware or software, respectively, within the encap-
sulated unit. The complexity of the tests 1s substantially lower
than 1n conventional systems because the effects created by
the parent layer, such as those of the applications, need no
longer or only conditionally be considered. Due to the encap-
sulation, they can now no longer have direct access to subor-
dinate layers and can hence no longer produce negative influ-
ence on the communication of the network. In applications
corresponding to the examples described above 1n the discus-
s1on of prior art, a register for controlling the data rate of the
network will certainly be located within the encapsulated
zone 1n accordance with the present invention as a direct
access to this register would endanger the function of the
entire network.

Moreover, the encapsulated unit as such 1s able to operate
in a self-supporting manner and 1s hence able to maintain the
required network functions even without interaction with a
connected device.

Encapsulation can be achieved, for instance, by means of
the appropriate hardware. One example of this 1s an integrated
network 1nterface controller including the components of the
Layer 1 (physical layer) and the components of the Layer 2
(data link), with the possibility to have access to the entities of
the services 1n layer 2 from the outside via an external micro-
controller. Here, any other layer up to layer 7 could apply, of
course.

It 1s equally possible that encapsulation 1s realized, for
example, within a micro controller in which a network inter-
face controller 1s mapped mto the linear address space, by
means of a “protected mode.” This inventive protected mode
should not be confused with the protected modes known from
prior art which encompass, as a rule, major parts of the oper-
ating system and particularly all the hardware drivers as well.
The mventive protected mode relates exclusively to the net-
work; preferably, 1t does not include any other components,
specifically hardware drivers. Here, access to the network
interface controller 1s possible only 1n the protected mode. To
this end, the entities of the layers are implemented 1n this
protected mode within the encapsulated unit. Access to the
network interface controller from the remaining parts of the
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code 1s not possible. The term “encapsulation” here also
encompasses the provision of resources for real-time service
of the network interface. This means that corresponding inter-
rupts can be executed in this protected mode, too, or that
corresponding time slices are available for the execution of
the protected mode.

On principle, the essential operations critical 1n terms of
real-time, such as data reception, data check for correctness,
hand-shaking procedure or also the requests for retransmis-
s10ms 1n cases of error, are executed within the encapsulated
unit. As the real-time capabilities are protected, a substan-
tially higher data throughput can be achueved. For example, 1t
1s possible that an integrated network interface controller
integrating all these functions already can forward complete,
correctly received large data packages to a connected host
controller via a high-speed interface or receive such packages
from the host.

The encapsulated unit as such may be designed to meet the
respective requirements. For example, those elements of the
hardware and software, which are required to maintain the
functionality of the network interface, are expediently
included into the encapsulated unit. This may mean, for
instance, that the entire hardware (OSI Layer 1), parts of
layers 2, 3, 4, possibly up to parts of layer 7 are also included.
Other parts of these layers, however, may also be located
outside the encapsulated umt in correspondence with the
respective applications.

In a particularly expedient embodiment of the invention,
the encapsulated unit extends here from a lower OSI Layer M
up to a subset of an upper OSI Layer N, with N>M. The lower
layer 1s here the lowermost layer necessary for data transport.
The upper layer N may be identical with layer M, but 1s
preferably higher than layer M. Hence, the encapsulated unit
encompasses at least one, preferably, several layers. Access
from the outside of the encapsulated unit 1s possible exclu-
stvely via the entities of the services of the uppermost layer N.

According to another advantageous embodiment of the
invention, 1 cases where a layer 1 (physical layer) 1s pro-
vided, the encapsulated unit begins with this layer M=1 and
extends up to a predetermined subset of an upper layer N=2.
A combination of the layers 1 and 2 as well as of further
optional layers 1s particularly sensible because a sufficiently
secured data communication 1s possible only 1n a combina-
tion with these layers.

Another embodiment of the mnvention relates to the trans-
mission of synchronous streams. These are used, for instance,
to transmit multimedia data in real-time among various sub-
scribers. The management of these synchronous streams 1s
real-time sensitive and requires a specific handling of the
network traific. Particularly in the case of at least logic ring,
networks, here maximum demands on each network node
apply because also network nodes with applications involv-
ing comparatively low demands on the data volumes to be
transmitted or on real-time capabilities must be able to trans-
fer these streams and ensure their correct routing. In order to
achieve here a special protection from undesired malfunction,
their incorporation into the encapsulated unit 1s envisioned.

A turther embodiment of the invention consists in the pro-
vision of additional monitoring and control functions within
the encapsulated unit. Such functions permit, on the one hand,
the monitoring of the interface with parent layers in an
approach to avoid malfunction by erroneous procedure calls
or incorrect parameters, respectively. On the other hand, these
monitoring and control functions permit the control of the
entities 1n the encapsulated unit. For example, 1t 1s possible to
monitor the physical network connection. Additionally, the
functions of parent entities can also be controlled. For
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instance, the failure of functions can be detected in parent
entities and, as a consequence, an operating mode can be
activated for emergency operation of the network functions.

A provision such as a watchdog timer 1s suitable to monitor
the functions 1n parent entities. In normal operation, this timer
1s triggered by regular actions or calls from parent entities.
When this timer does no longer receive trigger signals due to
the failure of functions 1n parent entities 1t triggers an emer-
gency mode for the network functions. As soon as the func-
tions of the parent entities are available again, they trigger the
watchdog timer again whereupon the latter now deactivates
the emergency operation.

According to another embodiment of the invention, the
additional monitoring and control functions are designed for
safeguarding a predetermined basic functionality. This basic
functionality permits a communication with the network
interface even when the hardware and software components
connected to or communicating with the encapsulated unit do
not operate at all, or do not operate correctly. For example,
this basic functionality permits a functional diagnosis of the
network interface or of the device connected to 1t. It 1s like-
wise possible to trigger a selective start-up or shut-down of
the bus system in this manner, for example.

In a further embodiment of the invention, a function 1s
designed for forwarding packages within the encapsulated
unit, preferably for the application 1n networks having at least
one logic ring structure. With this provision, it 1s possible to
torward the data packages even in the case of a defective or
overloaded micro-controller, or a micro-controller suifering
from other types of malfunction. The functionality of the
network 1s not impaired by malfunction in individual nodes
because the nodes are still capable of forwarding received
data packages 1n the ring.

Another embodiment of the invention provides for a func-
tion within the encapsulated umt, which may be used to
cnable a reset of the components or functions, respectively,
within the encapsulated unit. The reset 1s triggered by means
of a command that 1s transmitted via the network. As a result,
the network components can be reset into a defined 1nitial
condition again.

According to a further embodiment of the invention, the
encapsulated unit comprises additional means for signalling a
reset to external components. Signalling can be implemented
optionally by hardware, for example by means of a signalling
line, or also by software, for example by means of flags,
messages, etc. On principle, various levels may also be pro-
vided 1n the case of a reset. For instance, a reset could be
signalled to a specified part of a connected device by means of
software, while 1n the case of a serious malfunction, a com-
plete reset 1s signalled by a hardware line. Here, too, the reset
could be triggered, for example, by a command communi-
cated via the network.

Another embodiment of the invention provides for an addi-
tional monitoring means for the optional monitoring of the
functions of the encapsulated unit, of the network traffic or of
the functions of individual nodes. Such a monitoring means 1s
expediently provided 1n the encapsulated unit of a node even
though i1t may also be provided 1n several nodes. When the
data traffic or the behaviour of individual nodes 1s 1ncorrect
the additional monitoring means optionally emits a command
to reset an individual node, the devices connected to 1t, oreven
the entire system connected to the network. In correspon-
dence with the detected error of the detected malfunction, the
encapsulated unit also resets itself. Optionally, an error mes-
sage or a report of the actions 1s stored 1n a memory, or 1s
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communicated to one or several nodes 1n the network. An
appropriate software or also a watchdog timer may be used
for monitoring.

Another embodiment of the invention provides for means
for monitoring the components outside the encapsulated unait.
For example, the network interface can monitor an applica-
tion 1n terms of 1ts function. As the network iterface ensures
a secure operation capable of real-time operation, it 1s also
possible to check a correct functional integrity or the compli-
ance with specified requirements such as response time from
this network interface. When the requirements are not met,
this condition can be signalled to the corresponding compo-
nents (hardware or software). This design permits not only a
fault-tolerant operation but also particularly simple debug-
ging. This condition can equally be signalled to other network
nodes or a central monitoring unit. The malfunctioning com-
ponents may bereset optionally. It1s notnecessary to reset the
entire system but it 1s oiten rather sufficient to reset only the
malfunctioning components. Such a reset may also be carried
out 1n several stages 1n correspondence with the fault or the
respective component.

According to another expedient embodiment of the inven-
tion, the encapsulated unit 1s integrated as a component into a
system. Here, the hardware components of the encapsulated
unit, which are required to maintain a basic functionality, are
optionally provided with a separate power supply that oper-
ates independently of the power supply of the remaiming parts
of the system. In the case of aring bus, for example, 1t 1s hence
possible to forward packages even when the system 1s deac-
tivated because the encapsulated unit, which comprises at
least a subset of layers 1 and 2, includes a separate power
supply and can, hence, operate independently of the remain-
ing parts of the system.

In another expedient embodiment of the invention, an opti-
cal bus 1s employed for data transmission. In this case, the
encapsulated unit 1s so designed that it comprises the optical
components and serves to control exclusively the optical
transmitter. In this manner, the encapsulated unit serves not
only for control of the optical output signals but also for
activation of the optical transmitter as such. It 1s therefore
possible, for example, to turn off the transmitter during
pauses 1n order to save energy. It the transmitter would be
activated or deactivated by a separate control circuit 1t would
not be possible, e.g. in the case of a ring bus, to ensure the
transier of the packages.

In a further advantageous embodiment of the invention, the
encapsulated unit comprises a message-controlled interface.
This control by messages constitutes a mechanism that 1s
substantially more robust and more reliable than the corre-
sponding control by registers so far employed in prior art for
control of the network interface controller. Apart therefrom,
this kind of signalling 1s consistent with the mechanisms of
advanced operating systems.

According to another expedient embodiment of the mven-
tion, the encapsulated unit includes an object-oriented inter-
face. In accordance with the invention, access 1s possible only
to shared objects. In such an object-oriented interface, the
network interface as such may even be represented as func-
tional objects.

A turther expedient embodiment of the invention provides
for a re-configuration or for re-programming of the network
interface controller or parts thereof via the network. It 1s thus
possible, at option, to load new operating parameters as well
as the code of firmware or software via the network and to
store these 1n a re-writable memory (Flash PROM). This
operation may optionally be performed also via a broadcast
for sitmultaneous programming of several nodes.
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An mventive network node comprises a network controller
that includes a functionally encapsulated unit containing all
the elements required to ensure a minimum functionality of
the network interface. With such a design, access from the
outside of the encapsulated unit 1s possible exclusively via
specific shared services. The network node may comprise any
applications whatsoever 1n terms of hardware and software,
such as the PC, a radio, a monitor, a DVD player or even only
the controller for simple components such as an electric win-
dow winder or lighting devices, 1n addition to the network
controller.

In accordance with the invention, a network for connecting,
at least two nodes comprises at least one node with a func-
tionally encapsulated unit. This functionally encapsulated
unit encompasses all the elements required to ensure a mini-
mum functionality of the network interface, with access from
the outside of the encapsulated unit being possible exclu-
stvely via specific shared services.

An mmventive method of generating a network for secure
connection among several nodes comprises the combination
of several nodes to form a network and 1n encapsulating the
network interface of at least one node in such a way that all
clements required to ensure a minimum functionality of the
network interface will be included and that access from the
outside of the encapsulated unit 1s exclusively possible via
specific shared services. For the mventive generation of a
reliable network it 1s also possible to interchange the
sequence of the first two steps of the method.

BRIEF DESCRIPTION OF THE DRAWINGS

In the following, the present invention will be described in
an exemplary form by embodiments, without any limitation
of the general inventive 1dea, with reference to the drawings
wherein:

FIG. 1 1s a general schematic view of an inventive device;

FI1G. 2 1llustrates a schematic of a special complex embodi-
ment of the invention; and

FIG. 3 explains the invention by the example of a ring bus.

DETAILED DESCRIPTION OF PREFERRED
EMBODIMENTS

FIG. 1 illustrates a schematic view of an inventive system.
A bus node 1a comprises connections 2a and 2¢ for commu-
nication with other bus nodes. The communication may be
implemented, for instance, via optical and also electric con-
nections or even by means of radio connections. At the site of
the two sketched unidirectional connections a bi-directional
connection 1s equally conceirvable.

Moreover, the bus node comprises an encapsulated unit 4
as well as an application 3. The application 1s here represen-
tative of a great number of different functionalities of the bus
node. This general term “application” may include also sub-
ordinate layers, in addition to the respective OSI layer of the
application layer, which, however, rank higher than the layers
provided in the encapsulated unit. For example, the applica-
tion 1n the sense used here may be a car radio, an amplifier, a
communication system, a brake system, etc.

The encapsulated umit 4 comprises a physical layer 5 that
includes the communication hardware for the physical con-
nection to other bus nodes. Moreover, the encapsulated unit
includes parent elements 6, preferably formed by parent lay-
ers. These layers may originate, for instance, from the OSI
layer 2 or 3. They may include, for example, the functions for
managing data rates, fault detection, flow control, etc. The
communication of the parent elements 6 with the elements of
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the physical layer 5 1s established via the internal communi-
cation routes 7a and 7b. Communication of the application 3
1s exclusively possible via the external communication routes
8a and 8b via specific interfaces with the encapsulated unit 4.
Direct communication, for instance with the physical layer, 1s
not possible, however.

A practical implementation of the encapsulated unit 4
could consist, for instance, 1n a self-contained network inter-
face controller that presents outbound connections 2a and 25
for communication with other nodes as well as outbound
connections 8a and 86 for communication with the applica-
tion.

FIG. 2 1s a schematic 1llustration of a particularly complex
embodiment of the invention. Here, first of all, the same
components as those elements are present, which appear with
the corresponding identical reference numerals mn FIG. 1.
Moreover, an additional parent encapsulation 10 1s provided.
The latter encompasses the encapsulated unit 4 as well as an
additional layer 9 in parent relationship with 1t. This parent
layer 9 communicates with the encapsulated unit 4 by means
of the communication routes 11a and 11b. The hierarchic
encapsulation concept furnishes an increased reliability and
security from failure. It could be possible, for example, to
implement the mterior encapsulated unit 4 as separate hard-
ware element and the parent encapsulation for instance in the
form of a protected mode within a micro-controller that runs
also the application. It could equally be possible, however, to
implement the encapsulated unit 4 by software, for example
by means of a protected mode within a common micro-con-
troller.

For 1llustration of additional means, a power supply 12 1s
also provided that continues the power supply of the network
components, ¢.g. 1 the case of a breakdown of the power
supply of the remaining parts of the system, thus maintaining,
the network functionality. This power supply may be con-
trolled, for example, by components of the parent encapsula-
tion 10 to switch the network 1nterface to a stand-by mode. In
accordance with their definition, the elements outside this
encapsulation do not have access to the power supply. Addi-
tionally, security means 13 are provided for monitoring the
activities within the parent encapsulation, €.g. 1n a manner
comparable to the operation of a watchdog timer.

FIG. 3 shows the combination of several nodes 1n the form
of a ring bus. The individual nodes 1a-¢ communicate via the
connections 2a-c connected to form a ring. In this manner, the
firstnode 1a may transmait information via the first connection
2a to the second node 15. The latter can transmit information
via the second connection 25 to the third node 1¢. The circular
loop 1s closed by the third connection 2¢ between the third
node and the first node. When, for instance, the second node
15 1s overloaded by 1ts application to such an extent that it
cannot transfer data packages from the first node to the third
node the logic connection between the first node and the third
node 1s also iterrupted. By an inventive encapsulation in the
network interface, the second node 1s now as before 1n the
position to forward the data packages from the first node to
the third node. As a consequence, an overload on the second
node, which 1s due to the application, does not at all atfect the
transmission of the data on the bus.

What 1s claimed 1s:
1. A network interface within a network node, the network
interface comprising:
a functionally encapsulated unit of hardware containing all
hardware components of which are necessary to main-
tain functionality of the network interface, having a
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microcontroller for addressing software within a storage
medium executable by said hardware, and containing a
protected address space;
wherein the functionally encapsulated unit encapsulates a
physical layer of the network node and extends up to a
parent layer of the network node, wherein the physical
layer provides network services of an OSI layer 1,
wherein the parent layer provides network services of a
predetermined subset of an OSIlayer N, where N>1, and
wherein network services of any OSI layers located
outside of the functionally encapsulated unit are pro-
vided by the network node;
wherein, during operation, the functionally encapsulated
unmit maintains the functionality of the network interface
even when hardware components external to the func-
tionally encapsulated unit, but within the network node,
are moperable by encapsulating the physical layer up to
the parent layer; and
wherein said functionally encapsulated unit 1s accessible:
from outside the network node by other network nodes
using a physical connection to the physical layer of
the Tunctionally encapsulated unat;
from 1nside of the network node by the hardware com-
ponents external to the functionally encapsulated unit
using a connection to the parent layer of the function-
ally encapsulated unit, wherein said connection to the
parent layer provides accessibility exclusively to ser-
vices of said OSI layer N and prevents direct access to

said OSI layer 1; and

via a power supply coupled to only those hardware com-

ponents of the encapsulated unit which are necessary

to maintain the functionality of the network interface,

wherein said power supply 1s mndependent of a uni-

versal power supply coupled to the hardware compo-

nents of the network node which are external to the
functionally encapsulated unait.

2. The network interface according to claim 1, wherein said

functionally encapsulated unit comprises all layers between

the OSI layer 1 and a predetermined subset of an OSI layer
N=z2.

3. The network interface according to claim 1, wherein
functions for managing a synchronous stream comprise the
microcontroller executable on the protected address space of
a network interface controller, and are incorporated into said
functionally encapsulated unait.

4. The network interface according to claim 1, wherein
additional monitoring and control functions comprise the
microcontroller executable on the protected address space of
a network interface controller, and are provided within said
functionally encapsulated unait.

5. The network interface according to claim 1, wherein
additional monitoring and control functions are provided
within said functionally encapsulated unit, and said addi-
tional monitoring and control functions comprise a power
supply and security means usable only by said functionally
encapsulated unit to ensure a predetermined functionality
even when hardware or software components connected to or
communicating with said functionally encapsulated unit are
not operative or do not operate correctly.

6. The network interface according to claim 1, wherein a
function for forwarding or routing packets, preferably for
application 1n networks with at least one logic ring structure,
1s provided within said functionally encapsulated unait.

7. The network interface according to claim 1, wherein a
function 1s provided within said functionally encapsulated
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umt, which permits a reset of the components or functions
within said functionally encapsulated unit via a command
transmitted via a network.

8. The network interface according to claim 1, wherein a
function 1s provided within said functionally encapsulated
unit, which permits a reset of the components or functions
within said functionally encapsulated unit via a command
transmitted via a network, and said functionally encapsulated
unit 1s connected to components external to the functionally
encapsulated unit, and wherein means are provided for sig-
naling said reset to the external components by hardware or
soltware.

9. The network 1nterface according to claim 1, wherein at
least one monitoring means 1s additionally provided within
said functionally encapsulated unit for monitoring network
traffic between nodes or functionality of the nodes, and
detecting malfunctions therein, said monitoring means com-
prises the microcontroller executable upon the protected
address space of a network interface controller for sending 1n
a case of detected malfunctions selective commands for reset-
ting individually one or several of said nodes, devices con-
nected to said nodes, or an entire system connected via a
network.

10. The network interface according to claim 1, wherein at
least one momitoring means 1s additionally provided within
said functionally encapsulated unit for monitoring functions
or specified operating parameters of components outside of
said functionally encapsulated unit and detecting malfunc-
tions therein, said monitoring means signaling a detected
malfunction and optionally resetting at least one of said com-
ponents.

11. The network interface according to claim 1, wherein
said functionally encapsulated unit 1s integrated as a single
component into a device, and wherein all hardware compo-
nents of said functionally encapsulated unit which are neces-
sary to maintain functionality, specifically the components of
the OSI layer 1 up to OSI layer N, are connected to the power
supply that 1s independent of the universal power supply
provided to other hardware components of OSI layer N+1 or
greater.

12. The network interface according to claim 1, wherein an
optical bus 1s provided for transmission of data, and wherein
said functionally encapsulated unit 1s the sole control means
for controlling an optical transmutter.

13. The network interface according to claim 1, wherein
said functionally encapsulated unit comprises a message-
controlled interface.

14. The network interface according to claim 1, wherein
said functionally encapsulated unit comprises an object-ori-
ented interface.

15. The network interface according to claim 1, wherein
firmware or software of said functionally encapsulated unit 1s
re-programmable via the network and storable 1n memories.

16. A network interface within a network node, the network
interface comprising;:

a Tunctionally encapsulated unit of hardware containing all

hardware components of which are necessary to main-
tain functionality of the network interface, having a
microcontroller for addressing software within a storage
medium executable by said hardware, and containing a
protected address space;

wherein the functionally encapsulated unit encapsulates a

physical layer of the network node and extends up to a
parent layer of the network node, wherein the physical
layer provides network services of an OSI layer 1,
wherein the parent layer provides network services of a
predetermined subset of of an OSI layer N, where N>1,



US 8,972,609 B2
11

and wherein network services of any OSI layers located

outside of the functionally encapsulated unit are pro-

vided by the network node;

wherein, during operation, the functionally encapsulated

unmit maintains the functionality of the network interface s

even when hardware components external to the func-

tionally encapsulated unit, but within the network node,

are 1operable by encapsulating the physical layer up to

the parent layer; and

wherein said functionally encapsulated unit 1s accessible: 10

from outside the network node by other network nodes
using a physical connection to the physical layer of
the functionally encapsulated unit;

from 1nside of the network node by hardware compo-
nents external to the functionally encapsulated unit 15
exclusively via specific shared services, which pre-
vents the hardware components external to the func-
tionally encapsulated unit from directly accessing the
OSI layer 1; and

via a power supply coupled to only those hardware com- 20
ponents of the encapsulated unit which are necessary
to maintain the functionality of the network interface,
wherein said power supply 1s mndependent of a uni-
versal power supply coupled to the hardware compo-
nents of the network node exclusive of only those 25
hardware components necessary to maintain func-
tionality of the network node.
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