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SYSTEM AND METHOD FOR TEACHING
NON-LEXICAL SPEECH EFFECTS

BACKGROUND OF THE INVENTION

The present 1invention relates generally to teaching meth-
ods and machines and, more particularly concerns a system
and method for teaching a language.

Traditional methods for teaching a language, 1n particular
a foreign language, are far from enjoyable for students. Stu-
dents spend a great deal of time learning rules of grammar and
syntax and generally learn by memorizing words in the target
language (the language being learned) that are translations of
corresponding words 1n a source language. The only exposure
to correct pronunciation might be on a recording or during
discussions 1n a classroom. On such occasions, the student
finds himself mentally composing his recitation in his native
language and then translating it. The usual result 15 a halting,
stilted recital, replete with grammatical and syntactic errors
introduced by the ftranslation process. The Zforegoing
approach generally does not enable the language learner to
converse fluently in the target language.

In contrast, upon {irst learning a language, young children
are Tully immersed 1n a natural learning process in which they
learn words, grammar and syntax interactively through
deductive reasoning, in context, and by emulating others. In
time, children develop a flowing communication style, with-
out the need to translate or to be concerned about rules. It
would be desirable to be able to emulate this kind of learning,
process 1n learning a second language.

Moreover, 1n addition to vocabulary, grammar, and proper
verb conjugation, language learning involves learning and
practicing the prosodic characteristics of target languages
such as pitch, duration, rhythm, and intensity among others.
However, existing language learning systems tend to stress
vocabulary and grammar, rather than prosodic characteristics
of astudent’s speech. Accordingly, there 1s aneed 1n the art for
a system and method for language learning that more effec-
tively focuses on acoustic/prosodic language characteristics.

SUMMARY OF THE INVENTION

According to one aspect, the invention 1s directed to a
method, that may include delexicalizing a first speech seg-
ment to provide a first prosodic speech signal; storing data
indicative of the first prosodic speech signal in a computer
memory; audibly playing the first speech segment to a lan-
guage student; prompting the student to recite the speech
segment; and recording audible speech uttered by the student
in response to the prompt.

Other aspects, features, advantages, etc. will become
apparent to one skilled in the art when the description of the
preferred embodiments of the invention herein 1s taken in
conjunction with the accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

For the purposes of 1llustrating the various aspects of the
invention, there are shown in the drawings forms that are
presently preferred, 1t being understood, however, that the
invention 1s not limited to the precise arrangements and
instrumentalities shown.

FI1G. 1 1s a schematic block diagram of a language nstruc-
tion system 1ncluding a computer system and audio equip-
ment suitable for practicing an embodiment of the present
invention;

10

15

20

25

30

35

40

45

50

55

60

65

2

FIG. 1A 1s a block diagram showing the audio equipment
and the computer system of FIG. 1n greater detail;

FIG. 2 15 a block diagram of a system for generating com-
puter data files representative of audible speech, from a vocal
utterance, 1n accordance with an embodiment of the present
invention;

FIG. 3 1s a block diagram of a system and method for
converting text, which may be encoded 1n computer-readable
form, 1into audible machine-generated sound using suitable
data conversion apparatus and methods 1n accordance with an
embodiment of the present invention;

FIG. 4 1s a more detailed block diagram of the computer
system of FIG. 1;

FIG. 5 1s a block diagram of a method for comparing
student utterance to reference utterances in accordance with
an embodiment of the present invention;

FIG. 6 1s a block diagram of a method for comparing a
student utterance in the form of hummed syllables to a refer-
ence utterance in accordance with an embodiment of the
present invention;

FIG. 7 1s a graph of volume (amplitude) versus time for
reference and student utterances of a common text sequence;
and

FIG. 8 1s a block diagram of a method for having a student
compare native and non-native utterances in accordance with
an embodiment of the present invention.

DETAILED DESCRIPTION OF THE
EMBODIMENTS

PR.

(L]
=]

ERRED

In the following description, for purposes of explanation,
specific numbers, materials and configurations are set forth in
order to provide a thorough understanding of the invention. It
will be apparent, however, to one having ordinary skill in the
art that the invention may be practiced without these specific
details. In some 1nstances, well-known features may be omiut-
ted or simplified so as not to obscure the present invention.
Furthermore, reference 1n the specification to phrases such as
“one embodiment™ or “an embodiment™ means that a particu-
lar feature, structure or characteristic described 1n connection
with the embodiment 1s included in at least one embodiment
of the mnvention. The appearances of phrases such as “in one
embodiment” or “in an embodiment” in various places in the
specification do not necessarily all refer to the same embodi-
ment.

FIG. 1 1s a schematic block diagram of a language instruc-
tion system 100 including a computer system 400 and audio
equipment 160 (FIG. 1A) suitable for teaching a target lan-
guage to student 102 1n accordance with an embodiment of
the present mvention. FIG. 1A shows the audio equipment
160 and computer 400 1n greater detail. Reference 1s made to
FIGS. 1 and 1A below.

Language instruction system 100 may interact with one
language student 102, or with a plurality of students. Lan-
guage instruction system 100 may include computer system
400, which may include keyboard 426 (which may have a
mouse or other graphical user-input mechanism embedded
therein) and/or display 420; and audio system 160 which may
include microphone 162, Digital to Analog Converter (DAC)
172, speaker 164, and Analog to Digital Converter (ADC)
174. With reference to FIG. 1A, computer system 400 may
turther include CPU 402 and memory 406.

The computer 400 and audio equipment 160 shown 1n
FIGS. 1 and 1A are intended to 1llustrate one way of 1mple-
menting an embodiment of the present invention. Specifi-
cally, computer 400 (which may also referred to as “computer
system 400”) and audio equipment 160 preferably enable
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two-way audio-visual communication between the student
102 (which may be a single person) and the computer system
400.

In one embodiment, software for enabling computer sys-
tem 400 to interact with student 102 may be stored on volatile
or non-volatile memory within computer 400. However, 1n
other embodiments, software and/or data for enabling com-
puter 400 may be accessed over a local area network (LAN)
and/or a wide area network (WAN), such as the Internet. In
some embodiments, a combination of the Iforegoing
approaches may be employed. Moreover, embodiments of the
present invention may be implemented using equipment other
than that shown 1 FIG. 1. Computers embodied 1n various
modern devices, both portable and fixed, may be employed
including but not limited to Personal Digital Assistants
(PDAs), cell phones, among other devices.

FIG. 2 15 a block diagram of a system 200 for generating
computer data files representative of audible speech, such as
sample utterances by language students and/or by native
speakers 1n accordance with an embodiment of the present
invention. FIG. 2 1s provided to list and identify the various
types of signals and information as well as the audio and data
processing equipment that may be employed 1n accordance
an embodiment of the present invention.

At block 202, a speaker, who may be a language learner
(1.e. a student), a native speaker providing a sample reading of
a block of text, or an instructor, provides a vocal utterance.
The vocal utterance, which 1s preferably spoken at a normal
conversational volume level 1s preferably directed 204 to a
microphone 162. The microphone 162 preferably converts
the audible sound of the utterance (also referred to herein as a
speech sample) into an analog electrical signal representative
of the audible utterance. The analog signal 1s preferably trans-
mitted from microphone 162 to ADC 172 where the analog
signal 1s preferably converted 206 into digital data suitable for
storage 1 a computer memory 406 and manipulation by
computer 400. In some embodiments, the microphone 162
and the ADC 172 may be incorporated within a single enclo-
sure for the sake of convenience. In one embodiment ADC
172 may sample the analog data at 16 KHz (Kilohertz) using
16-bit resolution. However, 1n other embodiments, sampling
rates lower than or greater than 16 KHz and may be used.
Moreover, resolution higher than or lower than 16-bit resolu-
tion may be employed.

At step 208, the digital data obtained at the digital side of
ADC 172 1s preferably transmitted to a computer memory
406 for temporary and/or long-term storage so that the data 1s
accessible to programs operating within computer 400. The
digital data emerging from ADC 172 1s preferably accumu-
lated so as to provide a data file 210 representing an entire
utterance (speech sample), that may, for example, represent
an entire spoken English sentence (or still longer speech
segment) 1 a single data file (or plural data files) that 1s
readily accessible to hardware and/or computer soiftware
seeking to access and/or manipulate the digital speech data.
Thereatter, the digital speech data within data file 210 may be
decomposed into speech units (also referred to herein as
“speech segments™) accompanied by suitable identifiers of
the respective speech umnits, or otherwise accessed and
manipulated to obtain data indicative of characteristics of the
speech sample.

FIG. 3 15 a block diagram of a system and method 300 for
converting text into speech using suitable data conversion
apparatus and methods 1n accordance with an embodiment of
the present mnvention. At step 302, a computing system, such
as computer system 400, preferably obtains speech text in
machine-readable form from memory 406, or other source. At
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step 304, computer system 400 preferably converts the speech
text 1nto audible speech data. At step 306, the data from step
304 may be further processed, as needed, to generate digital
data indicative of sounds to be played by audio speaker 164.
Thereatter, the data from step 306 may be sent to an Digital to
Analog Converter (DAC) 174 to generate signals suitable for
physically driving speaker 164 in step 310. At step 312,
speaker 164 1s caused to play audible baseband sound corre-
sponding to the analog signals arising from step 308.

FIG. 4 1s a block diagram of a computing system 400
adaptable for use with one or more embodiments of the
present invention. Central processing unit (CPU) 402 may be
coupled to bus 404. In addition, bus 404 may be coupled to
random access memory (RAM) 406, recad only memory
(ROM) 408, input/output (I/0) adapter 410, communications

adapter 422, user interface adapter 406, and display adapter
418.

In an embodiment, RAM 406 and/or ROM 408 may hold

user data, system data, and/or programs. I/O adapter 410 may
connect storage devices, such as hard drive 412, a CD-ROM
(not shown), or other mass storage device to computing sys-
tem 600. Communications adapter 422 may couple comput-
ing system 400 to a local, wide-area, or global network 424.
User iterface adapter 416 may couple user input devices,
such as keyboard 426, scanner 428 and/or pointing device
414, to computing system 400. Moreover, display adapter 418
may be driven by CPU 402 to control the display on display
device 420. CPU 402 may be any general purpose CPU.

Having described apparatus and methods for recetving and
playing spoken text in a language learning environment 100,
we turn now to systems and methods for teaching the prosodic
aspects of speech. To establish a frame of reference for the
acoustic properties of speech, reference 1s made herein to a
popular media representation of delexicalized speech.

In some one or more popular cartoon programs the speech
of adults was played with wordless disapproval, employing a
sound reminiscent of a muted trombone. This may serve as a
metaphor for child language acquisition. Studies suggest that
the suprasegmental aspects of adult speech directed at chil-
dren play a role 1n the development of a child’s first-language
(L1) vocabulary, and that increased experience with hearing a
second-language (I.2) 1n early childhood can lead to better
native-like realization of that .2’ s suprasegmental character-
istics. Thus, young children learn to parse new L1 words and
use L2 suprasegmentals partly by imitating their parents” and
teachers” suprasegmental sounds.

Delexicalizing speech, that 1s, taking the words out of the
speech signal 1s a process used 1n perceptual studies to exam-
ine suprasegmental effects separately from phonetic, lexical,
or syntactic mformation. Delexicalization 1s also used 1n
speech synthesis for generating prosodic tags from natural
speech. It1s thus believed that a wordless approach have value
in teaching suprasegmental aspects ol a foreign language,
since students could then focus on rhythm and intonation
alone, separately from aspects of language learning involving
phonetic pronunciation concerns.

Discussion of Theory

An embodiment herein 1s an automated method for con-
verting natural speech into a musical signal, to be used for
emphasizing the instruction of intonation and rhythm to
learners of English. In one embodiment, the approach
involves converting speech features into musical commands
in the Musical Instrument Digital Interface (MIDI) frame-
work. However, the present invention 1s not limited to
employing the MIDI protocol for representing the intonation,
rhythm, and/or other prosodic aspects of human speech.
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Other protocols, where available, may be employed, and all
such variations are intended to be included within the scope of
the present invention.

To assess the quality of the resulting musical signal 1nfor-
mation, we also report results of experiments 1n perception
and production designed to determine (1) the ability of the
musical signal version to capture the characteristic intonation
and rhythm of the original speech; and (2) the ability of
language learners to imitate what 1s encoded 1n the musical
signals, and how well can they perform when imitating those
same elements 1n natural speech. Our data indicate that the
musically resynthesized audio samples capture supraseg-
mental characteristics, and that native speakers can imitate
the suprasegmental aspects of the synthetic prompts.
Delexicalization of Speech:

Delexicalizing speech 1s the process of removing the words
in a speech signal while preserving suprasegmental elements
(and perhaps others). Past approaches have ranged from sim-
ply low-pass filtering the speech to randomly re-splicing the
speech signal, to nonsensical phoneme replacement 1n a
sophisticated speech synthesizer, or modeling of the vocal
tract and voice source transfer functions, and then resynthe-
s1zing through a neutral vowel sound.

Changing the human voice into a form of musical signal
can also be implemented. The Vocoder 1s probably the earliest
and best-known way of converting speech to a musical signal,
without necessarily delexicalizing the speech. Operation of
the Vocoder mvolves deriving a set of speech envelopes by
band-pass filtering the voice at multiple frequencies, and then
using those envelopes to shape the amplitude of a synthetic
musical sound over those same frequency bands. However,
the above-listed approaches have not been applied to second-
language 1nstruction.

Embodiments of Second-Language Instruction

The natural speech used for resynthesis in this study
included text from prompts taken from the Rosetta Stone®
Version 3 product for American English. One hundred
prompts of varying lengths (anywhere from 2 to 13 syllables)
were spoken by three different populations:

(1). Protessional voicers;

(2) Non-professional Native English speakers; and

(3) Intermediate-level Japanese learners of English.

Recordings of population (1) are the actual audio used in
the product, and as such the recordings were processed to
mimmize noise and dynamic range. The recordings included
recordings from two male speakers and two female speakers.
The data for populations (2) and (3) were captured as parrot-
Ing exercises, spoken 1n response to (and i 1imitation of) the
population (1) recordings 1n both natural and resynthesized
torm. The native English speakers consisted of four males and
two females, while the Japanese learners included forty-four
males and fifty-one females. The exact amounts of these data
used 1n the perception and production tests 1s shown below.
Musical Resynthesis of Speech:

In this section we describe step-by-step how we musically
resynthesized the speech used in this study. The process
involved first automatically segmenting the speech 1nto syl-
lables and extracting the relevant features (Section 4.1), then
converting those features and segmentation times into a MIDI
signal representation (Section 4.2), and finally generating
musical audio from the MIDI encoding of the speech (Section
4.3).

Segmentation and Feature Extraction

In this embodiment, the first step 1n the musical resynthesis
process 1s to align the text to the speech using Viterbi decod-
ing with a speech recognition system.
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The segmentation process provides both word-level and
phoneme-level alignments of the speech data, and this
decoded sequence of phonemes 1s then consolidated into
syllables based on each word’s expected syllabification
according to a pronunciation dictionary.

Herein, the syllable 1s considered to be the fundamental
musical unit of English, with each syllable corresponding to
exactly one musical note 1n the final resynthesized audio (1.e.
the prosodic signal derived from the uttered speech). Aside
from syllable segmentation times, the only speech features
used 1n this resynthesis were fundamental frequency (10) and
Root Mean Square (RMS) energy, calculated at 10 millisec-
ond (ms) intervals. The 10 contours for all utterances were
estimated using an autocorrelation-based maximum a poste-
riort method similar to the one presented in J. Droppo and A.
Acero, “Maximum a posterion1 pitch tracking,” in Proc. of
ICSLP 1998. To account for possible estimation errors, the 10
contour was smoothed using a five-point moving-window
median filter.

Converting to Musically Encoded Data Such as MIDI

The MIDI format 1s a set of encoded commands that oper-
ate on a sequence of musical notes. Commands available
within MIDI include changing the note’s pitch, turning a note
on or off at specified times, pitch bend (glissando) during a
note, and changes in volume dynamics, among many others.
In MIDI synthesis, these commands are realized by way of
time-domain processing of audio samples of an arbitrary
instrument sound.

To convert our features and segmentation times to MIDI
signals, we first decided that each MIDI note’s onset and
offset should follow that of each syllable, segmented as
described above. Fluctuations in intonation within a syllable
would be represented as dynamic changes in the MIDI pitch
bend command over that note. Within each MIDI note, the
initialized pitch (the center of any possible pitch bends up or
down) was taken as the mean 10 (frequency) over that syl-
lable. The variations in volume over each MIDI note would
also follow those of the speech, changing at 10 msec intervals.
The notes were first encoded 1n the Adagio file format, a
human-readable text representation of MIDI that can then be
converted mto a bmary MIDI file using the program
“Nyquist.” Both file types consist of the commands alone,
without a specified instrument voice or audio. The foregoing
occurs before the actual synthesis happens.

The MIDI standard 1s designed for use with digital instru-
ments that are tuned to the standard Western 12-tone equal-
tempered scale—hence, every note 1in that scale 1s represented
as a MIDI integer 1n a linear sequence of MIDI integers. MIDI
volume and pitch bend commands are represented similarly,
but the human ear percerves frequency and amplitude non-
linearly. For these reasons, a fair amount of mathematical
conversion was employed so that the MIDI commands would
accurately match the frequency and amplitude of the original
speech. These conversion equations are given below—in all
of them, non-integer results are rounded to the nearest integer,
and the index “n” represents time 1n 10 msec frames.

Frequencies estimated 1n Hertz were converted to MIDI
pitch note numbers using the following equation:

PMfﬂle2$1Dg2(fﬂz—m€an/440)+69 Eq (1)
where {

-1 the mean frequency over the syllable. The
use of the logarithmic expression log, 1n Equation (1) 1s
included to account for the human ear’s nonlinear per-
ception of musical harmony in octaves (an octave 1s a

musical interval spanning a frequency multiple of two
(2)). The factor 12 1s included because of the 12 equal
semitones that divide an octave in Western music. And
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the note A at 440 Hz corresponds to MIDI note number
69, simply by definition of the MIDI standard.
Similarly, the MIDI pitch bend command 1s defined as an
integer between 0 and 255. Within an arbitrarily defined
range, 128 would be the un-bent MIDI note at 1ts initialized
value, and O and 255 would be the lower and upper ends of the
pitch bend range, respectively. If we define the bend range as
+] octave, then the pitch bend 1nteger at time n 1s calculated
as:

Poend (1)~ (10371 fize e/ l08(2)+1]¥255/2

Eq (2)
where 1., __  1sthe mean frequency over the syllable (the

center frequency to which the note 1s initialized), and the
log(2) accounts for the pitch bend range of =1 octave (a
factor of 2 above or below the center frequency). Any
pitch bend outside of that range was artificially ceilinged
or floored, but 1t was very rare for any speaker’s intona-
tion to sweep over more than two octaves 1n a single
syllable.

Finally, similar to the dimensionless decibel unit that maps
the ear’s nonlinear perception of amplitude to a linear scale,
MIDI volume commands are represented linearly as an inte-
ger between 0 and 127 with respect to the maximum ampli-
tude 1n the signal. If Emax 1s the maximum RMS energy in the
utterance, then the sequence of RMS energy estimates are
first converted to dB according to equation (3):

L 45(1)=20%l0g 10(E o/ E(1)) Eq. (3)

and then the dB scale 1s normalized to MIDI integers with
respect to E - . . the minimum dB value in the utter-
ance:

Epgprf(n)=126%(1-E j;z(n)/E z5)+1 Eq. (4)

Note that this actually results 1n normalization 1n the range
1 to 127, since a volume command of 0 1s equivalent to
turning the MIDI note off entirely.

Musical Sound Generation

Once the binary MIDI files are created, musical audio
synthesis 1s very straightiorward. We used the Timidity++
soltware synthesizer to generate WAV format audio files at
CD quality. The default MIDI reverb setting was disabled.
MIDI synthesis preferably uses a sound font—a file format
consisting of a pre-recorded mstrument sample (or collection
of samples) that can be modified in the time-domain to follow
the MIDI synthesis commands. The sound font used 1n this
study, “Campbell’s Trombone,” 1s freely available online.
This sound font was chosen because of 1ts naturalness, and 1its
close resemblance to the trombone voice of the adult voice
used 1n the Charlie Brown cartoon series.

Perception and Production Tests

As mentioned 1 Section 1, to evaluate the quality and
pedagogical implications of this resynthesized speech, we
attempted to answer two questions:

1. Does the musically resynthesized version capture the
characteristic intonation and rhythm of the original
speech?

2. Can speakers imitate suprasegmental information
encoded 1n musical stimuli, and how does their pertfor-
mance compare when imitating natural speech?

To answering the first question, we conducted a perceptual
test to see 1 native English-speaking listeners could distin-
guish native from normative stimuli, after resynthesis and
removal of lexical content. This test 1s described below. The
second question we addressed through a parroting production
exercise 1n which speakers were asked to imitate both natural
and synthetic stimuli—the accuracy of these imitations was
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then scored automatically, using the original speech features
from the stimul1 as templates. This test 1s described below.
Perceptual Study

Ideally, with natural speech, native speakers of English
should be able to tell another native speaker from an interme-
diate-level Japanese learner of English with 100% accuracy.
A multiplicity of cues—phoneme quality, intonation, rhythm,
fluency, rate of speech, voice quality, etc.—would give away
the speakers’ respective types. If the musically resynthesized
speech 1n this study 1s to have any pedagogical value for
foreign language teaching, it must also capture many of the
cues that characterize native pronunciation in the supraseg-
mental domain.

S1x native English-speaking test subjects were given pairs
of resynthesized speech files—one from a native speaker and
the other from a Japanese learner—and were then asked to
decide which was which. In each of the 94 pairs, both speak-
ers were reading the same text. The speaker populations were
the non-professional native and learner speakers, and the
choice of speakers for each pair was random and evenly
distributed. Since the phonetic information was removed 1n
the musically resynthesized versions, the listening subjects
were also given the target text for each pair of files, as a
reference 1n order judge the nativeness of each audio file.

Our hypothesis was that native listeners should be able to
tell which of the files 1n each pair came from a native speaker,
at better than chance levels, and that this would indicate that
the musical resynthesis procedure discussed above did indeed
capture the trademark suprasegmental aspects of native
speech. We were also interested 1n the dependent variable of
utterance length. That 1s, we sought to determine whether
short utterances be more difficult to judge, because of a lack
of linguistic cues for nativeness. Listener accuracy in this
perceptual experiment 1s reported 1n Table 1.

TABL.

L1l

1

Table 1: Percent accuracy in the perceptual test to distinguish native
from normative examples in resynthesized speech. Chance is 50%.

Listener All <4 syllables =5 syllables
1 62.8 66.7 61.4
2 63.8 62.5 64.3
3 68&.1 62.5 70.0
4 71.3 75.0 70.0
5 77.7 58.3 84.3
6 71.3 66.7 72.9

The test subjects were able to tell the native speech from the
normative speech at significantly better than chance levels
(chance 1s 50% 1n this case). Using a test for difference 1n
binomial proportions, overall results were significantly
higher than chance with p=0:08 or better. This demonstrates
that the resynthesis procedure described here captured lin-
guistic cues of native speech.

Additionally, we found that only one of the six listeners (#5
in Table 1) performed significantly better when judging
longer utterances rather than shorter ones. A short utterance
was defined as having 4 syllables or less—there were 24 of
these 1n the corpus (e.g. “Yes, I'm ready” or “Hello.”). Our
conclusion 1s that even in these short resynthesized utter-
ances, relevant information about a speaker’s degree of
natrveness 1s encoded in the various utterances.

Production Exercise

Our hope 1n this study 1s that the musically resynthesized
audio would be adequate to teach listeners to imitate the
intonation and rhythm of the original speech, and that the
accuracy in this imitation would be comparable to (or possi-
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bly better than) that of natural speech stimuli. In the absence
of phonetic information, speakers preferably focus on leamn-
ing the suprasegmental aspects of the stimulus audio. To test
this hypothesis, we asked six native English speakers to 1mi-
tate the intonation and rhythm of 96 prompts, played for them
both as natural speech and, later, as musically resynthesized
audio, along with the target text. The synthetic stimuli 1mita-
tion task was conducted more than s1x months after the natu-
ral stimuli task, so it 1s not very likely that the subjects
remembered the natural stimuli.

One 1ssue 1s how to define mtonation or rhythm 1mitation
accuracy. We have mvestigated novel measures for scoring
parroted learner speech against a specific native stimulus
template. The intonation score involved a phoneme-level
warping of the template 10 contour to that of the test utterance,
and then calculation of the coelficient of correlation between
the two full contours. The novel rhythm score, called the
Pairwise Vaniability Error (PVE), was defined 1n Equation (5)
below as:

N min(M,i-1) (Eq. 5)
Z Z (S5 = Si—m) — (Fi — Fim)|
PVE = =2 m=1
N min(M,i—1)
2 2 si=sicml + 1 = rioml

Essentially Equation (5) sums up the “difference of ditter-
ences” between durations of pairs of syllables in the student
and reference sequences ({s,;5,;::::Syrand {r;; 15000 1At
respectively), and then normalizes by the total absolute dii-
terence 1n duration.

If the student and reference durations are nearly equal, this
score tends toward zero. As diflerence in durations
approaches infinity, this score approaches 1. The m variable 1s
the rhythmic context-an integer m=1—which allows for
comparisons between distant syllables (1.e. M 1s the maxi-
mum distance, in syllables, considered for comparison).
Unlike another commonly-used rhythm measure, the Pair-
wise Variability Index (PVI), the PVE accounts for interac-
tions between pairs of syllables that are not adjacent 1n the
utterance. A linear regression classifier that combined only
these intonation and rhythm scores was able to distinguish
native imitation from normative imitation with 80.0% accu-
racy. The value M=3 in Eqn. 5 was found to be optimal for that
task, so that 1s what was used here.

Table 2 reports mean automatic scores on the imitated
speech collected 1n this study. The features derived from
natural speech (outlined in Section 4.1) were used as a tem-
plate for scoring the imitation both from natural and synthetic
stimuli. We see that, when imitating the synthetic prompts, all
speakers could achieve statistically significant correlation
with the intonation contours of the stimuli intonation contour,
and the rhythm scores were 1n the range expected for natural
speech 1imitation. It appears that all speakers can imitate the
intonation and rhythm of natural speech at around the same
levels of accuracy.

However, when imitating synthetic speech, the intonation
score drops significantly for all of the speakers. There 1s a
significant difference in speaker-level correlation coellicients
with p=0:08 or better. There 15 also a slight decline 1 the
rhythm score with the synthetic stimuli, but 1t 1s not as dra-
matic as for intonation. Using a one-tailed t-test, only four of
the six speakers were found to have significantly lower mean
rhythm scores when imitating the synthetic stimuli, at the
95% confidence level. These lower scores can be explained by

10

15

20

25

30

35

40

45

50

55

60

65

10

listener unfamiliarity with the synthesized prompts. Most
subjects expressed difficulty 1n parsing the musical speech
(1.e. matching syllables 1n the text with the corresponding
musical notes), and as a result many of the imitations in
response to the musical speech sounded unexpectedly distlu-
ent.

In a language mstruction scenario, the syllable-to-note cor-
respondence 1s preferably indicated visually perhaps graphi-
cally, in follow-the-bouncing-ball style or something similar.
These results suggest that synthetic speech will preferably be
used 1n conjunction natural speech teaching techniques, to
emphasize suprasegmental characteristics of speech.

The above test was only done with native speakers—the
results with Japanese learners 1s still open to conjecture.
Another limitation of this test 1s that all the scores are auto-
matically generated—there was no subjective listener evalu-
ation of the quality of the imitation.

Herein, we present a new way to musically resynthesize
speech, to eliminate phonetic elements and generate content
tailored for teaching intonation and rhythm to second-lan-
guage learners. A test of perception showed that this resyn-
thesis process was capturing the telltale characteristics of
native English, since native listeners were able to tell native
examples from normative examples at better than chance
levels. A further test of imitation showed that native speakers
could imitate the synthetic speech with significant correlation
in intonation and relatively high rhythm scores, but that they
could not imitate the synthetic stimuli as accurately as they
could imitate the natural speech from which it was generated.

TABLE 2

Table 2: Mean automatic intonation and rhythm scores (as defined in
Section 5.2) for imitation of both natural and synthetic stimuli.

Intonation Rhythm
Speaker # Synthetic Natural Synthetic Natural
1 0.432 0.708 0.727 0.766
2 0.518 0.788 0.676 0.770
3 0.422 0.742 0.720 0.759
4 0.602 0.770 0.735 0.745
5 0.644 0.773 0.759 0.773
6 0.478 0.744 0.706 0.774

Further improvements in the quality of the resynthesized
audio may be obtained from additional robustness 1n any of
the components that contribute to it, such as: the pitch tracker,
the syllable decoder, the conversion of speech features to
MIDI commands, and/or even the choice of sound font. We
also found that the resynthesized speech sounded most natu-
ral when derived from natural speech that had not been pro-
cessed with dynamic compression, which can tend to tlatten
the natural rises and falls 1 energy at syllable onsets and
olfsets. Preserving these natural energy contours makes the
musically resynthesized speech sound more speech-like.

FIG. 5 1s a block diagram of a method 500 for comparing,
student utterance to reference utterances 1n accordance with
an embodiment of the present mvention. At step 502, the
method selects a speech segment for aiding a student Wlth the
prosodic aspects of speech. At step 504, the selected speech
segment 1s delexicalized to produce a prosodic speech signal,
which 1s preferably stored 1n a suitable computer memory for
later use. The prosodic signal produced by delexicalizing the
speech segment may be a MIDI signal. At step 506, the
language instruction system 100 plays the speech segment for
student 102.
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At step 508, instruction system 100 prompts student 102 to
utter the selected speech segment. Prompting may be con-
ducted by way of an audio prompt and/or a visual text prompt.
At step 510, the student utterance of the speech segment may
be digitized and recorded. Alternatively, the student utterance
could be delexicalized into a prosodic signal in real-time, and
the resulting prosodic signal could be stored in a suitable
computer memory. At step 512, the recording of the student
utterance 1s delexicalized so as to generate a prosodic signal
from the student utterance, and the resulting signal data i1s
preferably stored in memory 406.

At step 514, language instruction system 100 preferably
visually 1llustrates both the reference prosodic signal (gener-
ated 1n step 504) and the student prosodic signal (generated 1n
step 512) to aid 1n showing the differences in various aspects
ol speech between the two signals. To aid 1n the instruction
process, computer 400 may employ display 420 to highlight
(step 516) the most salient differences between the reference
and student speech signals. The aspects of the prosodic sig-
nals to be distinguished (step 518) may include, but are not
limited to: duration (of individual syllables and/or of the
speech segment as a whole), amplitude, pitch, pitch variation
throughout portions of the speech segment; intonation; and
the total number of syllables used.

FIG. 6 1s a block diagram of a method 600 for comparing a

student utterance 1n the form of hummed syllables to a refer-
ence utterance in accordance with an embodiment of the
present invention. At step 602, a reference speech segment 1s
selected for instructional purposes. Thereafter, the selected
speech segment 1s delexicalized (step 604) to produce a pro-
sodic speech signal from the speech segment. The delexical-
1ization of step 604 may 1nclude converting the suprasegmen-
tal aspects of the spoken version of the selected speech
segment 1nto MIDI code. However, the present invention 1s
not limited to the use of MIDI codes as a mechanism for
encoding the prosodic aspects of speech.

At step 606, the prosodic speech signal, generated in step
604, 1s played by the language instruction system 100 for
student 102. Instruction system 100 then preferably prompts
student 102 to utter speech from which the prosodic signal
originated, or to hum or speech the prosodic signal played by
instruction system 100. At step 610, the student preferably
speaks 1n response to the prompt and the student utterance 1s
recorded by the language instruction system 100. At step 612,
system 100 determines whether the student utterance 1s
speech or merely a humming of a prosodic component of
normal speech.

At step 612, system 100 determines whether the student
utterance 1s speech or merely humming. If the student utter-
ance 1s speech, the system 100 delexicalizes (614 ) the student
speech to produce a student prosodic signal. If the student
utterance was humming (that 1s, substantially completely
prosodic) the system 100 compares (616) the student pro-
sodic utterance (which may also be referred to as a prosodic
signal) to the reference prosodic signal.

At step 618, language instruction system 100 preferably
visually illustrates both the reference prosodic signal (gener-
ated 1n step 604) and the student prosodic signal (either
recorded 1n step 610 or generated 1n step 614) to aid in
showing the differences 1n various aspects of speech between
the two signals. To aid 1n the mstruction process, computer
400 may employ display 420 to highlight (step 620) the most
salient differences between the reference and student speech
signals. The aspects of the prosodic signals to be distin-
guished (step 622) may include, but are not limited to: dura-
tion (of individual syllables and/or of the speech segment as a
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whole), amplitude, pitch, pitch variation throughout portions
of the speech segment; intonation; and the total number of
syllables used.

FIG. 7 1s a graph of volume (amplitude) versus time for
reference and student utterances of a common text sequence.
FIG. 7 shows the volume-time graphs of an exemplary refer-
ence prosodic signal indicated by curve 700 and an exemplary
student prosodic signal indicated by curve 800. Each prosodic
signal corresponds to the prosodic component of the utter-
ance of the speech segment 780 shown above the curves
“Meet me at the arrival gate”. The text employed for this
discussion 1s exemplary, and i1t will be appreciated by those
having ordinary skill in the art that any text sequence 1n any
language could be employed for the purpose of comparing
reference and student prosodic signals.

While the two prosodic signals may differ in many respects
(that 1s, with respect to many prosodic characteristics of
speech), differences in amplitude of speech and 1n the number
syllables 1n the speech segment 780 are the characteristics
displayed most prominently 1n the graph of FIG. 7. We start
from the observation that people having Japanese, Korean,
and possibly other non-English native tongues tend to insert
syllables where none would normally be pronounced by
native speakers of English (particularly between two conso-
nant sounds). This 1s intended to illustrate but one of many
possible differences 1n prosody between native speakers of
English and students of English starting from various non-
English languages.

For the sake of the following discussion, we divide the
prosodic signal curves 700, 800 into two basic components:
(1) the major points of emphasis 1n speech segment 780 and
(2) the additional syllables introduced 1n student prosodic
signal 800. We address these two components 1n turn.

Directing attention to speech segment 780 and prosodic
signal 700, we see that a point of emphasis 1n speech segment
780 corresponds to an amplitude peak in prosodic signal 700,
as would be expected. Thus,

In the following, the prosodic aspects of the reference and
student prosodic signals are discussed with reference to cor-
responding portions of speech segment 780. As would be
expected, the reference signal 700 displays amplitude peaks
and the points where emphasis occurs within speech segment
780. Thus, signal peaks 702, 704, 706, 708, and 712 occur
near the middle of the sole syllables of the words “meet,”
“me,” “at,” “the,” and “gate,” respectively. Similarly, the sig-
nal peak 710 occurs within the second syllable of the word
“arrtval”. Prosodic signal 800 shows amplitude peaks at loca-
tions substantially corresponding to those shown for signal
700, as would be expected. Thus, signal peaks 802, 804, 806,
808, 810, and 812 occur at points 1n time quite close to
corresponding points along signal 700 denoted with reference
numerals having the same last two digits but having a “7” as
a leading digit. We direct attention next to the “additional
syllables” included within prosodic signal

We turn now to the presence 1n signal 800 of extranecous
syllables occurring between pairs of adjacent consonants.
Specifically, such extraneous syllables are pointed to by rei-
cerence numerals 803, 807, and 811. The pertinent syllables
may thought of as being generic vowel sounds, such as “uh”
occurring between consonants. Thus, whereas a native
speaker would speak the words “meet me” as written, stu-
dents having certain native languages may speak a sequence
of sounds corresponding roughly to “meet uh me” due to
speech patterns customary in the native language of the stu-
dent.

The 1llustration of extraneous syllables 803, 807, and 811
as shown 1n the graph of FIG. 7 may be employed to alert the
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student 102 to his/her pronunciation of these syllables and
guide the student 102 toward gradually diminishing and ulti-
mately eliminating such syllables from the student’s speech.

For the sake of ease of 1llustration only one prosodic char-
acteristic—amplitude—is plotted against time in FIG. 7.
However, 1t will be appreciated that the principles employed
in the 1llustration of F1G. 7 may also be employed to 1llustrate
other prosodic characteristics such as, but not limited to: a
difference in rhythm; a difference 1n duration in units of time
of a syllable and/or of an entire speech segment; a difference
in pitch between various syllables; and/or a difference 1n
intonation.

FIG. 8 1s a block diagram 900 of a method for having a
student compare native and non-native utterances in accor-
dance with an embodiment of the present invention. In this
embodiment, a student 1s invited to evaluate a prosodic com-
ponent of reference speech (1.e. native speech) and a prosodic
component of non-native speech, assign scores to the respec-
tive samples, and to 1llustrate various features of the respec-
tive speech samples.

At step 902, the system 100 plays prosodic signals arising
from (a) a reference speech sample; and (b) a non-native
speech sample for the student 102. At step 904, the system
100 prompts student 102 to i1dentity the reference prosodic
signal and non-native prosodic signal. At step 906, student
102 preferably assigns scores to the respective prosodic
samples based on the degree of nativeness of each sample. At
step 908, student 102 illustrates one or more prosodic char-
acteristics of the respective samples, using a visual tool of
some sort.

For example, student 102 could be prompted to draw size-
varying circles (using one circle for each syllable) 1n accor-
dance with the student’s 102 perception of the intonation or
rhythm (and/or other prosodic characteristic of speech) of the
respective prosodic signals. System 100 may then evaluate
student 102 based on the degree of correspondence of the
student’s 102 classification of the speech samples to a clas-
sification of the speech samples stored within computer 400
of language 1nstruction system 100.

It 1s noted that the methods and apparatus described thus far
and/or described later i this document may be achieved
utilizing any of the known technologies, such as standard
digital circuitry, analog circuitry, any of the known processors
that are operable to execute software and/or firmware pro-
grams, programmable digital devices or systems, program-
mable array logic devices, or any combination of the above.
One or more embodiments of the invention may also be
embodied 1 a soltware program for storage in a suitable
storage medium and execution by a processing unit.

A student then 1s presented with a non-lexicalized version
of a word or phrase, and asked to repeat that phrase, prefer-
ably using a lexicalized version. The system may then convert
the student’s utterance to a non-lexicalized version and com-
pare that to the lexicalized version presented to the student to
determine how close the students utterance is to the way the
phrase should be uttered. Future lessons may then be adjusted
to provide practice so the student not only knows the proper
words 1n the target language, but the proper intonation and
other properties.

Although the invention herein has been described with
reference to particular embodiments, it 1s to be understood
that these embodiments are merely 1llustrative of the prin-
ciples and applications of the present invention. It 1s therefore
to be understood that numerous modifications may be made
to the 1llustrative embodiments and that other arrangements
may be devised without departing from the spirit and scope of
the present invention as defined by the appended claims.
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The mvention claimed 1s:

1. A method, comprising:

delexicalizing a speech segment to generate a first prosodic

speech signal;

encoding the first prosodic speech signal to generate a

musically encoded prosodic speech signal;

storing data indicative of the musically encoded prosodic

speech signal 1n a computer memory;

audibly playing the musically encoded prosodic speech

signal to a language student;

prompting, 1n response to the audibly playing, the student

to recite the speech segment from which the musically

encoded prosodic speech signal originated;

recording audible speech uttered by the student 1n response

to the prompt;

delexicalizing the audible speech to generate a second

prosodic speech signal;

calculating at least one error signal based on a difference

between:

a difference between a duration of a first syllable 1n the
first prosodic speech signal and a duration of a second
syllable 1n the first prosodic speech signal, the first
syllable 1n the first prosodic speech signal being non-
adjacent to the second syllable 1n the first prosodic
speech signal; and

a difference between a duration of a first syllable 1n the
second prosodic speech signal and a duration of a
second syllable 1n the second prosodic speech signal,
the first syllable 1n the second prosodic speech signal
being non-adjacent to the second syllable 1n the sec-
ond prosodic speech signal.

2. The method of claim 1, further comprising:

determining prosodic characteristics of the first prosodic

speech signal and the second prosodic speech signal, the
calculating the at least one error signal being based on
the prosodic characteristics of the first prosodic speech
signal and the second prosodic speech signal.

3. The method of claim 1, further comprising:

determining prosodic characteristics of the first prosodic

speech signal and the second prosodic speech signal, the
calculating the at least one error signal being based on
the prosodic characteristics of the first prosodic speech
signal and the second prosodic speech signal, the pro-
sodic characteristics including rhythm, the prosodic
characteristics further including at least one of prosody;
duration 1n time; a total number of syllables; or a pitch
level of at least one syllable.

4. The method of claim 1, wherein

the at least one error signal 1s further based on at least one

of a difference in prosody between the first prosodic
speech signal and the second prosodic speech signal; a
difference 1n a total number of syllables between the first
prosodic speech signal and the second prosodic speech
signal; a difference in duration 1n units of time between
the first prosodic speech signal and the second prosodic
speech signal; a difference 1n pitch between respective
syllables between the first prosodic speech signal and
the second prosodic speech signal; or a difference 1n
intonation between the first prosodic speech signal and
the second prosodic speech signal.

5. The method of claim 1, wherein the encoding includes
implementing a musical mstrument digital intertace (MIDI)
framework.

6. The method of claim 1, wherein the encoding includes
converting a frequency of the first prosodic speech signal to a
musical mstrument digital intertace (MIDI) pitch note num-
ber.
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7. The method of claim 1, wherein the calculating the at
least one error signal 1s Turther based on a sum of the differ-
ence between:

the difference between the duration of the first syllable 1n

the first prosodic speech signal and the duration of the
second syllable 1n the first prosodic speech signal, the
first syllable 1n the first prosodic speech signal being
non-adjacent to the second syllable 1n the first prosodic
speech signal; and

the difference between the duration of the first syllable 1n

the second prosodic speech signal and the duration of the
second syllable 1n the second prosodic speech signal, the
first syllable 1n the second prosodic speech signal being
non-adjacent to the second syllable 1n the second pro-
sodic speech signal.

8. The method of claim 7, wherein the calculating the at
least one error signal 1s further based on anormalization of the
sum of the difference.

9. A method, comprising:

audibly presenting a non-lexicalized musically encoded

phrase 1n a target language to a student;

receiving, at a computer, a lexicalized version of the non-

lexicalized musically encoded phrase in the target lan-

guage from the student;

comparing, at the computer, non-lexical properties of the

non-lexicalized musically encoded phrase with non-

lexical properties of the lexicalized version of the non-
lexicalized musically encoded phrase to calculate at
least one error signal based on a difference between:

a difference between a duration of a first syllable 1n the
non-lexicalized musically encoded phrase and a dura-
tion of a second syllable 1n the non-lexicalized musi-
cally encoded phrase, the first syllable 1n the non-
lexicalized musically encoded phrase being non-
adjacent to the second syllable 1n the non-lexicalized
musically encoded phrase; and

a difference between a duration of a first syllable 1n the
lexicalized version of the non-lexicalized musically
encoded phrase and a duration of a second syllable 1n
the lexicalized version of the non-lexicalized musi-
cally encoded phrase, the first syllable 1n the lexical-
1zed version of the non-lexicalized musically encoded
phrase being non-adjacent to the second syllable 1n
the lexicalized version of the non-lexicalized musi-
cally encoded phrase; and

adjusting a future lesson for the student based upon the

error signal.

10. The method of claim 9, wherein the non-lexical prop-
erties of the non-lexicalized musically encoded phrase and
the lexicalized version of the non-lexicalized musically
encoded phrase are visually presented to a user.

11. The method of claim 9, wherein the at least one error
signal 1s based on a difference in rhythm between the non-
lexicalized musically encoded phrase and the lexicalized ver-
sion of the non-lexicalized musically encoded phrase, the at
least one error signal further based on at least one of a differ-
ence 1n prosody between the non-lexicalized musically
encoded phrase and the lexicalized version of the non-lexi-
calized musically encoded phrase; a difference 1n the total
number of syllables between the non-lexicalized musically
encoded phrase and the lexicalized version of the non-lexi-
calized musically encoded phrase; a difference 1n duration 1n
units of time between the non-lexicalized musically encoded
phrase and the lexicalized version of the non-lexicalized
musically encoded phrase; a difference 1 pitch between
respective ones of the syllables between the non-lexicalized
musically encoded phrase and the lexicalized version of the
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non-lexicalized musically encoded phrase; or a difference in
intonation between the non-lexicalized musically encoded
phrase and the lexicalized version of the non-lexicalized
musically encoded phrase.

12. The method of claim 9, wherein the non-lexical prop-
erties of the non-lexicalized musically encoded phrase and
the non-lexical properties of the lexicalized version of the
non-lexicalized musically encoded phrase include rhythm,
and further include at least one of prosody; duration in time;
a total number of syllables; or a pitch level of at least one
syllable.

13. The method of claim 9, wherein the at least one error
signal further based on a sum of the difference between:

the difference between the duration of the first syllable 1n

the non-lexicalized musically encoded phrase and the
duration of the second syllable 1n the non-lexicalized
musically encoded phrase, the first syllable in the non-
lexicalized musically encoded phrase being non-adja-
cent to the second syllable 1n the non-lexicalized musi-
cally encoded phrase; and

the difference between the duration of the first syllable 1n

the lexicalized version of the non-lexicalized musically
encoded phrase and the duration of the second syllable
in the lexicalized version of the non-lexicalized musi-
cally encoded phrase, the first syllable 1n the lexicalized
version of the non-lexicalized musically encoded phrase
being non-adjacent to the second syllable 1n the lexical-
1zed version of the non-lexicalized musically encoded
phrase.

14. A non-transitory processor-readable medium storing
code representing 1nstructions to be executed by a processor,
the code comprising code to cause the processor to:

encode a first prosodic speech signal to generate a musi-

cally encoded first prosodic speech signal by mapping

cach syllable of the first prosodic speech signal to a

musical note;

store the musically encoded first prosodic speech signal;

audibly play the musically encoded first prosodic speech

signal to a language student;

prompt the student to recite the speech segment from which

the musically encoded first prosodic speech signal origi-

nated;

record an utterance from the language student 1n response

to the prompt;

delexicalize the utterance to generate a second prosodic

speech signal; and

calculate at least one error signal based on a difference

between:

a difference between a duration of a first syllable 1n the
first prosodic speech signal and a duration of a second
syllable 1n the first prosodic speech signal, the first
syllable 1n the first prosodic speech signal being non-
adjacent to the second syllable 1n the first prosodic
speech signal; and

a difference between a duration of a first syllable 1n the
second prosodic speech signal and a duration of a
second syllable 1n the second prosodic speech signal,
the first syllable 1n the second prosodic speech signal
being non-adjacent to the second syllable 1n the sec-
ond prosodic speech signal.

15. The non-transitory processor-readable medium of
claim 14, further comprising code to cause the processor to:

determine prosodic characteristics of the first prosodic

speech signal and the second prosodic speech signal, the
code to cause the processor to calculate includes code to
cause the processor to calculate the at least one error
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signal based on the prosodic characteristics of the first intonation between the first prosodic speech signal and
prosodic speech signal and the second prosodic speech the second prosodic speech signal.
signal. 18. The non-transitory processor-readable medium of

claam 14, wherein the musically encoded first prosodic
speech signal 1s encoded 1n a musical instrument digital inter-
tace (MIDI) framework.

19. The non-transitory processor-readable medium of
claim 14, wherein the code to cause the processor to encode

16. The non-transitory processor-readable medium of
claim 14, further comprising code to cause the processor to: >
determine prosodic characteristics of the first prosodic

speech signal and the second prosodic speech signals,

the code to cause the processor to calculate mcludes includes code to cause the processor to encode the first pro-
code to cause the processor to calculate the at least one " sodic speech signal at least partially by converting a fre-
error signal based on the prosodic characteristics of the quency of the first prosodic speech signal to a musical instru-
first prosodic speech signal and the second prosodic ment digital interface (MIDI) pitch note number.
speech signal, the prosodic characteristics including 20. The non-transitory processor-readable medium of
rhythm, the prosodic characteristics further including at claim 14, wherein the at least one error signal further based on
least one of prosody; duration 1n time; a total number of 5 asum O_f the difference between: | |
syllables; or a pitch level of at least one syllable. the difference between the duration of the first syllable 1n
17. The non-transitory processor-readable medium of the first prosodic speech signal and the duration of the
claim 14, wherein second syllable 1n the first prosodic speech signal, the

first syllable in the first prosodic speech signal being
non-adjacent to the second syllable 1n the first prosodic
speech signal; and

the difference between the duration of the first syllable 1n
the second prosodic speech signal and the duration of the
second syllable in the second prosodic speech signal, the
first syllable 1n the second prosodic speech signal being
non-adjacent to the second syllable 1n the second pro-
sodic speech signal.

the at least one error signal 1s further based on at least one
of a difference 1n prosody between the first prosodic »g
speech signal and the second prosodic speech signal; a
difference 1n a total number of syllables between the first
prosodic speech signal and the second prosodic speech
signal; a difference 1n duration 1n units of time between
the first prosodic speech signal and the second prosodic 35
speech signal; a difference in pitch between respective
syllables between the first prosodic speech signal and
the second prosodic speech signal; or a difference in I I
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