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particular application on the communication device. The
computing device may further provide an audio signal indica-
tive of the notification and automatically activate a listening,
mode. The computing device may receive a voice input dur-
ing the listening mode, and an mput text may be obtained
based on speech recognition performed upon the voice iput.
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VOICE CONTROL FOR ASYNCHRONOUS
NOTIFICATIONS

CROSS-REFERENCE TO RELAT
APPLICATIONS

T
»

This patent application 1s a continuation of U.S. applica-
tion Ser. No. 13/626,375, filed on Sep. 25,2012, which claims
priority to U.S. Provisional Application No. 61/342,055, filed
on Sep. 30, 2011, the contents of which applications are
entirely incorporated herein by reference, as 1t fully set forth
in this application.

BACKGROUND

Unless otherwise indicated herein, the materials described
in this section are not prior art to the claims 1n this application
and are not admuitted to be prior art by inclusion in this section.

The use of and development of cellular communications
has grown nearly exponentially 1n recent years due to tech-
nological improvements. These technological improvements
have produced a smart phone category of mobile phone or
devices with advanced features such messaging, email, and
thousands of special user applications. As a result of these
improvements, mobile devices have become one of the most
ubiquitous devices.

Mobile devices typically notity the user of some asynchro-
nous event, such as an incoming short message service (SMS)
message, email, phone call, social network update, and the
like. When such a notification occurs, the mobile user may not
be able to easily interact with the mobile device by touch or
even see the mobile device, because the user may be driving,
walking, already engaged in a conversation, or otherwise
occupied.

SUMMARY

In a first aspect, a method 1s provided. A computing device
provides an audio signal indicative of a notification and auto-
matically activates a listening mode. The notification indi-
cates that an incoming communication can be accessed using
a particular application on the computing device. A voice
input 1s received during the listening mode. An mnput text 1s
obtained based on speech recognition performed upon the
voice input. A command 1s detected in the input text. An
output text 1s generated 1n response to detecting the command
in the mput text. The output text 1s based on at least the
notification. The computing device provides a voice output
that 1dentifies at least the particular application. The voice
output 1s generated from the output text via speech synthesis.

In another aspect, a computer-readable storage medium 1s
provided. The computer-readable storage medium has stored
thereon instructions that, upon execution by a computing,
device, cause the computing device to perform operations.
The operations include: recerving an imncoming communica-
tion; generating a notification 1n response to recewving the
incoming communication, wherein the notification indicates
that the incoming communication can be accessed using a
particular application on the computing device; providing an
audio signal indicative of the notification and automatically
activating a listening mode on the computing device; receiv-
ing a voice iput during the listening mode; obtaining an input
text based on speech recognition performed upon the voice
input; detecting a command 1n the 1nput text; generating an
output text in response to detecting the command 1n the mput
text, wherein the output text 1s based on at least the notifica-
tion; and providing a voice output that identifies at least the
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particular application, wherein the voice output 1s generated
from the output text via speech synthesis.

In yet another aspect, a computing device 1s provided. The
computing device includes an audio mput unit, an audio out-
put unit, at least one processor, and a memory. The memory
stores instructions that, upon execution by the at least one
processor, cause the computing device to perform operations.
The operations include: recerving an incoming communica-
tion; generating a notification 1n response to recerving the
incoming communication, wherein the notification indicates
that the incoming communication can be accessed using a
particular application on the computing device; providing,
via the audio output unit, an audio signal indicative of the
notification and automatically activating a listening mode on
the computing device; recerving, via the audio input unit, a
voice input during the listening mode; obtaining an input text
based on speech recognition performed upon the voice mnput;
detecting a command 1n the input text; generating an output
text 1n response to detecting the command 1n the mnput text,
wherein the output text 1s based on at least the notification;
and providing, via the audio output unit, a voice output that
identifies at least the particular application, wherein the voice
output 1s generated from the output text via speech synthesis.

These as well as other aspects, advantages, and alternatives
will become apparent to those of ordinary skill in the art by
reading the following detailed description, with reference
where appropriate to the accompanying drawings. Further, 1t
should be understood that the disclosure provided in this

summary section and elsewhere 1n this document 1s provided
by way of example only and not by way of limitation.

BRIEF DESCRIPTION OF THE FIGURES

FIG. 1 1s a schematic diagram illustrating an example
embodiment of a mobile device;

FIG. 2 1s a block diagram illustrating example embodi-
ments of a plurality of messaging applications;

FIG. 3 illustrates a plurality of example embodiments of
computing devices, which include operating systems 1n
which a method for voice controlling asynchronous notifica-
tions can be performed;

FI1G. 4 1s a flow diagram 1llustrating an example method for
voice controlling asynchronous notifications;

FIGS. 5A-5T illustrates a set of example interface screens
presented sequentially on a display of the mobile device, as
well as an example sequence of voice inputs from a user of the
mobile device, voice outputs provided by the computing
device, and corresponding actions performed by the mobile
device; and

FIG. 6 1llustrates a schematic diagram illustrating a con-
ceptual partial view of an example computer program asso-

ciated with the methods of FI1G. 4.

DETAILED DESCRIPTION

In the following detailed description, reference 1s made to
the accompanying figures, which form a part hereot. In the
figures, similar symbols typically i1dentily similar compo-
nents, unless context dictates otherwise. The 1illustrative
embodiments described in the detailed description, figures,
and claims are not meant to be limiting. Other embodiments
may be utilized, and other changes may be made, without
departing from the spirit or scope of the subject matter pre-
sented herein. It will be readily understood that the aspects of
the present disclosure, as generally described herein, and
illustrated 1n the figures, can be arranged, substituted, com-
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bined, separated, and designed 1n a wide variety of different
configurations, all of which are explicitly contemplated
herein.

FIG. 1 1s a schematic diagram illustrating an example wire-
less personal computing device 102, hereafter referred to as
mobile device, showing a physical arrangement and function
of 1ts components. Mobile device 102 includes a computing
system 104 used for implementing a method for voice con-
trolling asynchronous notifications, which may be generated
in response to emails, voice mails, SMS messages, social
network updates, and other incoming communications. As
shown, computing system 104 includes a microphone 106, or
an equivalent component for voice mput, a speaker 108, or an
equivalent component for voice output, a display unit 110,
and a keyboard 112. Computing system 104 further includes
an audio umt 114, a display controller 116, and a message/
email unit 117. Audio unit 114 includes an audio controller
118, a voice recognition unit 120, and a text to speech gen-
eration unit 122. Computing system 104 further includes a
processing unit 124 coupled to a memory unit 126. Process-
ing unit 124 1s further coupled to audio unit 114, display
controller 116, and keyboard 112.

Processor unit 124, which may include one or more pro-
cessors, 1s configured to execute 1nstructions and to carry out
operations associated with computing system 104. For
example, using instructions retrieved from memory unit 126,
the processor unit may control the reception and manipula-
tion of input and output data between components of com-
puting system 104. Processing umit 124 may include an inte-
grated circuit that can be configured by the user, such as a
ficld-programmable gate array (FPGA). The FPGA configu-
ration 1s generally specified using a hardware description
language (HDL). Processor unit 124 can be implemented on

a single-chup, multiple chips or multiple electrical compo-
nents. For example, various architectures can be used for
processor unit 124, including dedicated or embedded proces-
sor or microprocessor (UP), single purpose processor, con-
troller or a microcontroller (LC), application-specific inte-
grated circuit (ASIC), reduced instruction set controller
(RISC) processor, or any combination thereof, and so forth.
Thus, processor unit 124 together with an operating system
can operate to execute computer code and produce and use
data.

Memory unit 126 generally provides a place to store com-
puter code and data that are used by computing system 104.
Memory unit 126 may include but not limited to non-volatile
memory, such as read-only memory (ROM, flash memory,

etc.), volatile memory, such as random-access memory
(RAM), a hard disk drive and/or the like. In one example, the

computer code stored in memory unmit 126 includes code for a
notification application 128, a multi-media control applica-
tion 130, a set of messaging applications 132, and a program
data unit 134.

Notification application 128 is configured to notify the user
of any incoming messages and emails or already stored mes-
sages, emails, and voicemails upon activation of mobile
device 102. More particularly, notification application 128
may generate a notification in response to mobile device 102
receiving an incoming communication. The notification 1ndi-
cates that the incoming communication can be accessed using
a particular application on the mobile device 102, such as one
of messaging applications 132. For example, an mncoming
email may result 1n notification application 128 generating a
notification that a new email can be accessed using an email
application. Notification application 128 may store a notifi-
cation after it has been generated. In this way, a number of
notifications can be accumulated, with each notification indi-
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4

cating that a particular incoming communication can be
accessed using a particular application. Further, the accumu-
lated notifications can relate to different applications. For
example, there could be one or more notifications relating to
emails that can be accessed by an email application, one or
more nofifications relating to SMS messages that can be
accessed by an SMS application, one or more notifications
relating to voicemails that can be accessed by a voicemail
application, etc.

Notification application 128 enables access to these noti-
fications via voice commands, and to provide responses to the
notifications 1n any media type selected by the user. Notifi-
cation application 128 1s configured to respond to voice com-
mands received from the user, invoking voice recognition unit
120, text-to-speech generation unit 122, and message/email
umt 117, as needed. Multi-media control application 128 1s
configured to communicate or pass data between components
of computing system 104 and even reformat the data for
compatibility between these components.

Referring to FIG. 2, messaging applications 132 may
include an email application 202, a voicemail application
204, an SMS application 206, a social network message appli-
cation 208. Set of messaging applications 132 may also
include other applications for processing different types of
messages such as a multi-media messaging service (MMS)
application, a visual voice mail application, an instant mes-
saging application (all not shown), and the like. Email appli-
cation 202 interacts with an email system that may include a
Simple Mail Transier Protocol (SMTP) server for handling
emails. Voicemail application 204 may interact with a voice-
mail server, and provides that message retrieval functionality
for the user. SMS application 206 interacts with an SMS
system that may include an SMS Center (SMSC) that pro-
vides a store and forward function 1n a centralized system in
a mobile telephone network.

In some example embodiments, notification application
128, multi-media control application 130, messaging appli-
cations 132, can be configured to operate with program data
or data storage unit 134 on a suitable operating system (not
shown). Operating systems are generally well known and will
not be described 1n greater detail. By way of example, the
suitable operating system may correspond to Windows 7,

Mac OS, Google Chrome OS, Palm OS Cobalt (6.0),
Android, Symbian Belle, BlackBerry OS, and the like. The
suitable operating system can also be a special purpose oper-
ating system, such as may be used for limited purpose appli-
ance-type computing devices.

As shown 1n FIG. 3, mobile device 102 may be a small-
form factor portable (or mobile) electronic device such as a
cell phone 302, a personal data assistant (PDA) 304, a tablet
or notebook 306, or a hybrid device that includes any of the
above functions. User device 102 may be capable of commu-
nicating via a wireless connection using any type of wireless-
based communication protocol, a wired connection using any
type of wire-based communication protocol, or a combina-
tion of one or more wireless connections and one or more
wired connections.

During operation, in one embodiment, microphone 106
captures a voice mput uttered by a user, and sends 1t to audio
controller 118, which in turn forwards it to voice recognition
umt 120, where the voice mput 1s converted from analogue
signals to digital signals. Voice recognition unit 120 may
perform speech recognition on the digital signals to obtain a
recognition result, for example, in the form of text. Alterna-
tively or additionally, voice recognition unit 120 may com-
municate with another device, such as a server, for speech
recognition. For example, voice recognition unit 120 may
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send the digital signals representing a voice input to a server
that 1s configured to perform speech recognition and receive
back from the server a recognition result, for example, in the
form of text.

Processing unit 124 1s configured, via multi-media control
application 130, to compare the recognition result to a dictio-
nary of digital words or phrases stored 1n memory 126. In this
way, processing unit 124 can identily a command in a user’s
voice mput. Once a match 1s found, processing unit 124 can
generate an answer, a default instruction, or a query by pro-
viding a digital text to text-to-speech unit 122. Based on the
digital text, text-to-speech unit 122 may generate a corre-
sponding spoken output, via speech synthesis, which 1s pro-
vided to the user via audio controller 118 and speaker 108. It
1s also possible for the spoken output to be generated by
another device, such as a text-to-speech server. For example,
processing unit 124 may provide a text to the text-to-speech
server and receive a spoken output generated by the server
that can be provided through speaker 108. In addition to or
instead of a spoken output, the answer, default instruction, or
query may be provided on display 110 via display controller
116.

In another embodiment, 1n reaction to a voice command by
the user to read a particular message or email, processing unit
124 1s configured, via multi-media control application 130, to
retrieve the particular message or email, and provide it to
text-to-speech unmit 122 to generate a corresponding spoken
version that 1s provided through speaker 108.

As a general matter, when computing device 104 produces
a notification, 1t may also output an audio prompt. The audio
prompt could be a spoken output, such as “tell me more” for
example, to prompt the user to utter a verbal 1nstruction or
command. The audio prompt could also be some other type of
audible output, such as a tone or a ping sound. Alternatively,
computing device 104 may not produce a prompt, but may
remain silent while listening for a user’s voice command.
Following the audio prompt, computing system 104 may
automatically activate audio unit 114 for a limited period of
time, e.g., ten (10) seconds, to provide a “listening” mode.

During the listening mode, the computing system 104 may
receive a voice mput that includes a command. For example,
iI computing system 104 recognizes a verbal “Read” action
command, 1t may read out the content of the notification. The
content that 1s read out could include, for example, an 1den-
tification of the particular application that can be used to
access the mcoming communication that triggered the noti-
fication. Computing system 104 could then receive another
voice mput that identifies the particular application and, in
response, computing system 104 could invoke the particular
application. Computing system 104 may invoke the applica-
tion 1n a voice mode that supports voice controlled actions,
such as “Reply” and “Forward” for the message, email, or
voicemail that triggered the notification.

Now referring to FIG. 4, a flow diagram 400 1llustrates an
example method 402 for voice controlling asynchronous
notifications. Method 402 will be discussed hereafter in con-
junction with FIGS. 5A-5T, which illustrate an example
sequence of interface screens on a display of a mobile device,
as well as voice mputs from a user of the mobile device
(indicated by the upper-level balloons) and voice outputs
provided by the mobile device (indicated by the lower-level
balloons).

Referring to FIG. 4 and FIGS. SA-SE, at step 402, notifi-
cation application 128 1s mitiated or enabled, which in turn
sets mobile device 102 into a “listening” mode, as illustrated
by interface screen 5A, by activating audio unit 114, more
specifically by activating voice recognition unit 120. Upon
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6

detection of an incoming or inbound notification (i.€., a noti-
fication generated 1n response to an Incoming comimunica-
tion), at step 404, processing unit 126 turns on microphone
106 for a limited period of time, for example 10 seconds, and
provides an audio signal via speaker 108, such as a ping, to
alert the user of the inbound notification, at step 406.

As additional notifications are generated, processing unit
124 provides another interface screen, 1llustrated by FIG. 3B,
that displays a number indicative of the total number of new
or current notifications. In response to a spoken user com-
mand, such as “What’s New,” processing unit 124 generates
another interface screen, illustrated by FIG. 3C, to display
groups ol the new notifications by application type or group.,
such as emails, chats, messaging, and missed calls. Process-
ing unit 124 then triggers audio unit 114 to verbally list the
displayed application types. For example, the user may hear
“You have emails, messages, voicemails, and missed calls.”
This voice output may be accomplished by processing unit
124 generating an output text that 1s based on the notifica-
tions, for example, an output text that identifies the particular
applications to which the notifications relate. Processing unit
124 then causes the voice output to be generated from the
output text via speech synthesis (by text-to-speech unit 122
and/or by another device) and provided through speaker 108.

At step 408, processing unit 124 determines, via voice
recognition unit 120, whether the user has uttered a particular
command directed to one of the application types displayed.
Upon detection of the particular command, such as “Mes-
sages,” processing unit 124 generates another interface
screen, 1llustrated by FIG. 5D, which highlights the recog-
nized application type, at step 410. As shown in FIG. 3D, the
highlighted application 1s “Messaging.” Another indication
of the recognized “Messaging’” application may be displayed
near the audio mputicon (a stylized microphone), as shown in
FIG. SE, when the application 1s available to receive voice
input. Thus, the application that i1s identified in the user’s
voice mput may be invoked 1n a voice mode.

FIGS. 5F-51] illustrate example functions of the “Messag-
ing”” application in voice mode. Following the highlighting of
the recognized application type, processing unit 124 gener-
ates another interface screen, illustrated by FIG. SF, that lists
key available commands. The SF interface screen also shows
an application bar that lists the application name and number
of 1tems unread. The available key commands may include
references to “New Message,” “Read summary,” “Read last
message,” and “Read all” commands. Processing unit 124
also triggers audio unit 114 to voice hughlight the number of
unread 1tems and the choices available to the user, at step 412.
For example, the user may hear a device voice prompt 1ndi-
cating the number of 1tems and urges the user to choose one of
the above listed key commands, at step 414.

Upon recognition of a responsive voice command, such as
“Read summary” for example, processing unit 124 generates
another interface screen, illustrated by FIG. 5@, to display a
list of sender names of the unread 1tems. The interface screen
may show the sender names in larger types in a vertical
scrolling view. Additionally, processing unit 124 triggers
audio unit 114 to indicate verbally the sender names and
available commands. For example, the user may hear “You
have messages from Alex Strong, Dennis Kennedy, and
phone number 01786.” Processing unit 124 further triggers
audio unit 114 to verbally indicate the available commands.
In response to the user electing to hear the message send by
Alex Strong, processing unit 124 generates another interface
screen, 1llustrated by FIG. 5H, to show Alex Strong’s mes-
sages 1n a closed caption view that scrolls from lett to right as
the text-to-speech unit 122 reads the messages. Moreover, the



US 8,959,023 B2

7

user 1s provided with the flexibility to skip back and forth
through the list of messages, and to respond to one or more of
these messages. In one embodiment, prior to reading a mes-
sage, audio unit 114 states the sender’s address and the time
of the message, as shown 1n F1G. SH. Processing unit 124 then
triggers a reading of the message, as illustrated 1n FIG. 51. In

this example, text-to-speech umt 122 reads out the message,
which states “I’ve sent the file to you. Let me know 111t’s OK..”
Once the message has been read, processing unit 124 marks
the end of the message and prompts the user with relevant
commands such as “Next,” “Previous,” “Reply,” and “Call
Back.” Upon detection of a user command, at step 416, pro-
cessing unit 124 generates another interface screen that high-
lights the detected user command, such as “Reply,” as shown
in FIG. 51.

Now referring to FIGS. 5K-50, processing unit 124 1s
configured to transition to a form-filling function to perform
the user’s command, at step 418. FIG. 5K 1llustrates a screen
transition to the form-filling function. FIG. 5L shows the
screen after the transition, in this case, to a reply form. The
reply form automatically includes a “To” field complete
with the recipient address, and the Reply message body 1s
ready to be filled with the user’s dictation. Once the Reply
form 1s ready, processing unit 124 is configured to inform the
user that mobile device 102 1s ready for the dictation of the
Reply message, and request that the user starts dictation.
Upon recognition of the Reply dictation, processing unit 124
converts the corresponding audio analog signal 1nto a written
message, and the message field, to be filled, 1s automatically
opened at the top of the interface screen, illustrated by FIG.
5M, pushing the other displayed fields off-screen. Upon
detection of the reply message uttered by the user, such as
“That’s fine. Ask Henry to send me his comments,” process-
ing unit 124 generates another interface screen, illustrated 1n
FIG. SN, that includes the recognized text version of the reply
message. As 1llustrated in FIG. 50, processing unit 124 1s
then configured to hold the recogmized text area of the dis-
played mterface screen 1n a selected state that allows the user
to modily 1t, as needed. For example, in one embodiment, the
user may elect to have the recognized text read back to con-
firm that the recognized text does conform to the detected
verbal reply version, and to add extra phrases 11 desired or
required using the same process. The user may also be pre-
sented with options for disposition of the message, such as
Send, Save, or Discard. In this example, the user provides a
spoken “Send” command.

As shown 1n FIG. 5P, the display can change 1n response to
the user’s “Send” command. In addition, the device can pro-
vide a spoken acknowledgement, such as “Sent,” to the user.
As shown 1n FI1G. 5Q), processing unit 124 1s then configure to
prompt the user to determine whether he/she wishes to con-
tinue retrieving the remaining notifications or quit the notifi-
cation retrieval session, at step 420. As such, because the user
started interacting with mobile device 102 in the Notifications
session, he/she may have the option to continue retrieving
messages associated with the same application, to switch
applications, or to quit, at step 422. These options may be
spoken to the user as: “You can say Messages, Notifications,
or Quit.” In response to a “Quit” command, processing unit
124 highlights the detected “Quit” command 1n another inter-
face screen, illustrated in FIG. 5R, and may proceed to tran-
sition display 110 to a starting screen by pushing the voice
portion up and replacing 1t with a touch portion, at shown in
FIG. 5S. Subsequently, the notifications portion of display
110 returns to the listening mode, as shown in FIG. 5T, at step
424.
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In some embodiments, the disclosed methods may be
implemented as computer program instructions encoded on a
computer-readable storage media 1n a machine-readable for-
mat. FIG. 6 1s a schematic illustrating a conceptual partial
view ol an example computer program product 600 that
includes a computer program for executing a computer pro-
cess on a computing device, arranged according to at least
some embodiments presented herein. In one embodiment, the
example computer program product 600 1s provided using a
signal bearing medium 601. Signal bearing medium 601 may
include one or more programming instructions 602 that, when
executed by one or more processors may provide functional-
ity or portions of the functionality described above with
respect to FIGS. 1-5. Thus, for example, referring the
embodiment shown 1n FIG. 4, one or more features of one or
more blocks 402-424 may be undertaken by one or more
instructions associated with signal bearing medium 601.

In some examples, signal bearing medium 601 may
encompass a non-transitory computer-readable medium 603,
such as, but not limited to, a hard disk drive, a Compact Disc
(CD), a Dagital Video Disk (DVD), a digital tape, memory,
ctc. In some 1mplementations, signal bearing medium 601
may encompass a computer recordable medium 604, such as,
but not limited to, memory, read/write (R/W) CDs, R/'W
DVDs, etc. In some implementations, signal bearing medium
601 may encompass a communications medium 605, such as,
but not limited to, a digital and/or an analog communication
medium (e.g., a fiber optic cable, a waveguide, a wired com-
munications link, a wireless communication link, etc.). Thus,
for example, signal bearing medium 601 may be conveyed by
a wireless form of the communications medium 605 (e.g., a
wireless communications medium conforming with the IEEE
802.11 standard or other transmission protocol).

The one or more programming instructions 602 may be, for
example, computer executable and/or logic implemented
instructions. In some examples, a computing device such as
computing device 600 of FIG. 6 may be configured to provide
various operations, functions, or actions in response to pro-
gramming instructions 602 conveyed to computing device
600 by one or more of the computer readable medium 603,
computer recordable medium 604, and/or communications
medium 605.

While various aspects and embodiments have been dis-
closed herein, other aspects and embodiments will be appar-
ent to those skilled 1n the art. The various aspects and embodi-
ments disclosed herein are for purposes of illustration and are
not itended to be limiting, with the true scope and spirit
being indicated by the following claims, along with the full
scope ol equivalents to which such claims are entitled. It 1s
also to be understood that the terminology used herein 1s for
the purpose of describing particular embodiments only, and 1s
not intended to be limiting.

What 1s claimed 1s:

1. A method comprising:

providing, by a computing device, an audio signal 1indica-
tive of at least one notification 1n a plurality of notifica-
tions and automatically activating a listening mode on
the computing device, wherein the plurality of notifica-
tions relate to a plurality of incoming communications
and a plurality of different applications on the comput-
ing device, such that each notification 1n the plurality of
notifications 1ndicates that a respective incoming com-
munication 1n the plurality of incoming communica-
tions can be accessed using a respective application in
the plurality of different applications;
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receiving a voice mput during the listening mode;

obtaining an input text based on speech recognition per-

formed upon the voice 1nput;

detecting a command 1n the input text;

generating an output text in response to detecting the com-

mand 1n the mnput text, wherein the output text 1s based
on the plurality of notifications; and

providing, by the computing device, a voice output that

identifies each of the different applications prior to
receiving a selection of an application in the plurality of
different applications.

2. The method of claim 1, further comprising;

after providing the voice output, recerving an additional

voice 1nput;
obtaining an additional mput text based on speech recog-
nition performed upon the additional voice input;

determining that the additional 1mput text identifies a par-
ticular application 1n the plurality of different applica-
tions; and

in response to determining that the additional input text

identifies the particular application, mnvoking the par-
ticular application.

3. The method of claim 2, wherein invoking the particular
application comprises invoking the particular application in a
voice mode.

4. The method of claim 1, wherein the plurality of different
applications includes at least one of an email application, a
voicemail application, a short message service (SMS) appli-
cation, a social network messaging application, a multi-me-
dia messaging service (MMS) application, or an instant mes-
saging application.

5. The method of claim 1, further comprising;

receiving, by the computing device, the plurality of incom-

ing communications; and

generating, by the computing device, the plurality of noti-

fications such that each notification in the plurality of
notifications 1s generated in response to receiving a
respective incoming communication in the plurality of
Incoming communications.

6. The method of claim 5, wherein the plurality of notifi-
cations includes at least one newly-generated notification and
one or more previously-generated notifications, and wherein
the audio signal 1s indicative of the at least one newly-gener-
ated notification.

7. The method of claim 1, further comprising;

displaying an indication of a total number of notifications

in the plurality of notifications.

8. The method of claim 1, further comprising;

displaying identifications of each of the different applica-

tions and indications of how many notifications 1n the
plurality of notifications relate to each of the different
applications.

9. A computer-readable medium having stored thereon
program 1nstructions that, upon execution by a computing
device, cause the computing device to perform operations
comprising:

providing an audio signal indicative of at least one notifi-

cation 1n a plurality of notifications and automatically
activating a listening mode on the computing device,
wherein the plurality of notifications relate to a plurality
of iIncoming communications and a plurality of different
applications on the computing device, such that each
notification in the plurality of notifications indicates that
a respective coming communication 1n the plurality of
incoming communications can be accessed using a
respective application 1n the plurality of different appli-
cations:
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recerving a voice mput during the listening mode;

obtaining an input text based on speech recognition per-

formed upon the voice 1nput;

detecting a command 1n the input text;

generating an output text in response to detecting the com-

mand 1n the input text, wherein the output text 1s based
on the plurality of notifications; and

providing a voice output that identifies each of the different

applications prior to receiving a selection of an applica-
tion 1n the plurality of different applications.

10. The computer-readable medium of claim 9, wherein the
operations further comprise:

alter providing the voice output, recerving an additional

volce 1nput;
obtaining an additional input text based on speech recog-
nition performed upon the additional voice mput;

determining that the additional input text identifies a par-
ticular application 1n the plurality of different applica-
tions; and

in response to determining that the additional input text

identifies the particular application, mvoking the par-
ticular application.

11. The computer-readable medium of claim 10, wherein
invoking the particular application comprises invoking the
particular application 1n a voice mode.

12. The computer-readable medium of claim 9, wherein the
plurality of different applications includes at least one of an
email application, a voicemail application, a short message
service (SMS) application, a social network messaging appli-
cation, a multi-media messaging service (MMS) application,
or an 1nstant messaging application.

13. The computer-readable medium of claim 9, wherein the
operations further comprise:

displaying an indication of a total number of notifications

in the plurality of notifications.

14. The computer-readable medium of claim 9, wherein the
operations further comprise:

displaying identifications of each of the different applica-

tions and i1ndications of how many notifications in the
plurality of notifications relate to each of the different
applications.

15. A computing device, comprising;:

an audio mput unit;

an audio output unit;

a display;

at least one processor; and

a memory, wherein the memory stores instructions that

upon execution by the at least one processor cause the

computing device to perform operations comprising;

providing, via the audio output unit, an audio signal
indicative of at least one notification 1n a plurality of
notifications and automatically activating a listening
mode on the computing device, wherein the plurality
ol notifications relate to a plurality of incoming com-
munications and a plurality of different applications
on the computing device, such that each notification
in the plurality of notifications indicates that a respec-
tive mcoming communication in the plurality of
incoming communications can be accessed using a
respective application in the plurality of different
applications;

receiving, via the audio mput unit, a voice mput during
the listeming mode;

obtaining an mput text based on speech recognition per-
formed upon the voice mnput;

detecting a command 1n the mput text;
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generating an output text in response to detecting the
command 1n the input text, wherein the output text 1s
based on the plurality of notifications;
providing, via the audio output unit, a voice output that
identifies each of the different applications prior to
recerving a selection of an application in the plurality
of different applications.
16. The computing device of claim 15, wherein the opera-
tions further comprise:
after providing the voice output, receiving an additional
voice mput via the audio mnput unit;
obtaining an additional mput text based on speech recog-
nition performed upon the additional voice input;
determining that the additional 1mnput text identifies a par-
ticular application in the plurality of different applica-
tions; and
in response to determining that the additional input text
identifies the particular application, mvoking the par-
ticular application.
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17. The computing device of claim 16, wherein invoking
the particular application comprises mvoking the particular
application 1n a voice mode.

18. The computing device of claim 15, wherein the plural-
ity of different applications includes at least one of an email
application, a voicemail application, a short message service
(SMS) application, a social network messaging application, a
multi-media messaging service (MMS) application, or an
istant messaging application.

19. The computing device of claim 15, wherein the opera-
tions further comprise:

displaying, on the display, an indication of a total number

of notifications 1n the plurality of notifications.

20. The computing device of claim 15, wherein the opera-
tions further comprise:

displaying, on the display, identifications of each of the
different applications and indications of how many noti-
fications 1n the plurality of notifications relate to each of
the different applications.
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