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LANGUAGE INPUT INTERFACE ON A
DEVICE

BACKGROUND

The subject matter of this specification 1s related generally
to text input interfaces.

Traditional computer keyboards may be too large for por-
table devices, such as mobile phones, multimedia players, or
personal digital assistants (PDAs). Some portable devices
include a smaller version of the traditional computer key-
board or use a virtual keyboard to recerve user input. A virtual
keyboard can be of the form of a software application or a
feature of a software application to simulate a computer key-
board. For example, 1n a portable device with a touch-sensi-
tive display, a virtual keyboard can be used by a user to input
text by selecting or tabbing areas of the touch-sensitive dis-
play corresponding to keys of the virtual keyboard.

These smaller keyboards and virtual keyboards may have
keys that correspond to more than one character. For example,
some of the keys can, by default, correspond to a character 1n
the English language, for example, the letter “a,” and may also
correspond to other additional characters, such as another
letter or the letter with an accent option, e.g., the character “a,”
or other characters with accent options. Because of the physi-
cal limitations (e.g., size) of the virtual keyboard, a user may
find 1t difficult to type characters not readily available on the
virtual keyboard.

Input methods for devices having multi-language environ-
ments can present unique challenges with respect to imnput and
spelling correction which may need to be tailored to the
selected language to ensure accuracy and an efficient work-
tlow.

SUMMARY

In general, one aspect of the subject matter described in this
specification can be embodied 1n methods that include the
actions of presenting a user interface element on a touch-
sensitive display of a device, the user interface element being
associated with a plurality of characters, where each of at
least a subset of the plurality of characters 1s associated with
a respective gesture with respect to the user interface element;
receiving user input performing a gesture with respect to the
user 1nterface element; and iputting the character from the
subset that 1s associated with the gesture performed with
respect to the user interface element. Other embodiments of
this aspect include corresponding systems, apparatus,
devices, computer program products, and computer readable
media.

In general, another aspect of the subject matter described in
this specification can be embodied 1n methods that include the
actions of receiving user mput performing a gesture with
respect to a user interface element on a touch sensitive display
of a device, where the user interface element 1s associated
with a plurality of Japanese kana symbols; and inputting one
of the plurality of Japanese kana symbols based on the gesture
with respect to the user interface element. Other embodi-
ments of this aspect include corresponding systems, appara-
tus, devices, computer program products, and computer read-
able media.

In general, another aspect of the subject matter described in
this specification can be embodied 1n methods that include the
actions of presenting a plurality of user interface elements on
a touch-sensitive display of a device, each of the user interface
clements being associated with a respective plurality of char-
acters; recetving user mput performing one or more gestures
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2

with respect to the user interface elements; and inputting one
or more characters from the respective plurality of characters
based on the gestures. Other embodiments of this aspect
include corresponding systems, apparatus, devices, computer
program products, and computer readable media.

Particular embodiments of the subject matter described 1n
this specification can be implemented to realize one or more
of the following advantages. Symbols and characters can be
input more elliciently using a virtual keypad on a portable
device. Characters that are later 1n a multi-tap character
sequence can be entered more quickly.

The details of one or more embodiments of the subject
matter described 1n this specification are set forth in the
accompanying drawings and the description below. Other
features, aspects, and advantages of the subject matter will
become apparent from the description, the drawings, and the
claims.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a block diagram of an example mobile device.

FIG. 2 1s a block diagram of an example implementation of
the mobile device of FIG. 1.

FIGS. 3A-3F 1llustrate an example user interface for enter-
ing text.

FIGS. 4A-4B illustrate another example user interface for
entering text.

FIGS. 5A-5C illustrate yet another example user interface
for entering text.

FIG. 6 1s a flow diagram of an example process for entering,
text.

FIGS. 7-8 illustrate example visual aids indicating charac-
ters associated with a user interface element.

Like reference numbers and designations in the various
drawings indicate like elements.

DETAILED DESCRIPTION

Example Mobile Device

FIG. 11s ablock diagram of an example mobile device 100.
The mobile device 100 can be, for example, a handheld com-
puter, a personal digital assistant, a cellular telephone, a net-
work appliance, a camera, a smart phone, an enhanced gen-
eral packet radio service (EGPRS) mobile phone, a network
base station, a media player, a navigation device, an email
device, a game console, or a combination of any two or more
of these data processing devices or other data processing
devices.

Mobile Device Overview

In some implementations, the mobile device 100 includes
a touch-sensitive display 102. The touch-sensitive display
102 can implement liquid crystal display (LCD) technology,
light emitting polymer display (LPD) technology, or some
other display technology. The touch sensitive display 102 can
be sensitive to haptic and/or tactile contact with a user.

In some 1implementations, the touch-sensitive display 102
can comprise a multi-touch-sensitive display 102. A multi-
touch-sensitive display 102 can, for example, process mul-
tiple simultaneous touch points, including processing data
related to the pressure, degree, and/or position of each touch
point. Such processing facilitates gestures and interactions
with multiple fingers, chording, and other interactions. Other
touch-sensitive display technologies can also be used, e.g., a
display 1in which contact 1s made using a stylus or other
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pointing device. Some examples of multi-touch-sensitive dis-
play technology are described 1n U.S. Pat. Nos. 6,323,846,

6,570,557, 6,677,932, and 6,888,536, each of which 1s incor-
porated by reference herein 1n its entirety.

In some 1mplementations, the mobile device 100 can dis-
play one or more graphical user interfaces on the touch-
sensitive display 102 for providing the user access to various
system objects and for conveying information to the user. In
some i1mplementations, the graphical user interface can
include one or more display objects 104, 106. In the example
shown, the display objects 104, 106, are graphic representa-
tions of system objects. Some examples of system objects
include device functions, applications, windows, files, alerts,
events, or other identifiable system objects.

Example Mobile Device Functionality

In some 1mplementations, the mobile device 100 can
implement multiple device functionalities, such as a tele-
phony device, as indicated by a phone object 110; an e-mail
device, as indicated by the e-mail object 112; a network data
communication device, as indicated by the Web object 114; a
Wi-F1 base station device (not shown); and a media process-
ing device, as indicated by the media player object 116. In
some 1mplementations, particular display objects 104, e.g.,
the phone object 110, the e-mail object 112, the Web object
114, and the media player object 116, can be displayed 1n a
menu bar 118. In some implementations, device functional-
ities can be accessed from a top-level graphical user interface,
such as the graphical user interface illustrated in FIG. 1.
Touching one of the objects 110, 112, 114, or 116 can, for
example, mvoke corresponding functionality.

In some 1mplementations, the mobile device 100 can
implement network distribution functionality. For example,
the functionality can enable the user to take the mobile device
100 and provide access to 1ts associated network while trav-
cling. In particular, the mobile device 100 can extend Internet
access (e.g., Wi-F1) to other wireless devices 1n the vicinity.
For example, mobile device 100 can be configured as a base
station for one or more devices. As such, mobile device 100
can grant or deny network access to other wireless devices.

In some implementations, upon invocation of device func-
tionality, the graphical user interface of the mobile device 100
changes, or 1s augmented or replaced with another user inter-
face or user interface elements, to facilitate user access to
particular functions associated with the corresponding device
functionality. For example, 1n response to a user touching the
phone object 110, the graphical user interface of the touch-
sensitive display 102 may present display objects related to
various phone functions; likewise, touching of the email
object 112 may cause the graphical user interface to present
display objects related to various e-mail functions; touching
the Web object 114 may cause the graphical user interface to
present display objects related to various Web-surfing func-
tions; and touching the media player object 116 may cause the
graphical user interface to present display objects related to
various media processing functions.

In some 1mplementations, the top-level graphical user
interface environment or state of FIG. 1 can be restored by
pressing a button 120 located near the bottom of the mobile
device 100. In some implementations, each corresponding
device functionality may have corresponding “home” display
objects displayed on the touch-sensitive display 102, and the
graphical user interface environment of FI1G. 1 can be restored
by pressing the “home” display object.

In some implementations, the top-level graphical user
interface can include additional display objects 106, such as a
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4

short messaging service (SMS) object 130, a calendar object
132, a photos object 134, a camera object 136, a calculator
object 138, a stocks object 140, a weather object 142, a maps
object 144, a notes object 146, a clock object 148, an address
book object 150, and a settings object 152. Touching the SMS
display object 130 can, for example, invoke an SMS messag-
ing environment and supporting functionality; likewise, each

selection of a display object 132, 134, 136, 138, 140, 142,
144, 146, 148, 150, and 152 can mvoke a corresponding
object environment and functionality.

Additional and/or different display objects can also be
displayed in the graphical user interface of FIG. 1. For
example, 11 the device 100 1s functioning as a base station for
other devices, one or more “connection” objects may appear
in the graphical user interface to indicate the connection. In
some 1mplementations, the display objects 106 can be con-
figured by a user, e.g., a user may specily which display
objects 106 are displayed, and/or may download additional
applications or other software that provides other functional-
ities and corresponding display objects.

In some implementations, the mobile device 100 can
include one or more mput/output (I/0) devices and/or sensor
devices. For example, a speaker 160 and a microphone 162
can be included to facilitate voice-enabled functionalities,
such as phone and voice mail functions. In some implemen-
tations, an up/down button 184 for volume control of the
speaker 160 and the microphone 162 can be included. The
mobile device 100 can also include an on/off button 182 for a
ring indicator of incoming phone calls. In some implementa-
tions, a loud speaker 164 can be included to facilitate hands-
free voice functionalities, such as speaker phone functions.
An audio jack 166 can also be included for use of headphones
and/or a microphone.

In some implementations, a proximity sensor 168 can be
included to facilitate the detection of the user positioning the
mobile device 100 proximate to the user’s ear and, in
response, to disengage the touch-sensitive display 102 to
prevent accidental function mvocations. In some 1mplemen-
tations, the touch-sensitive display 102 can be turned off to
conserve additional power when the mobile device 100 1s
proximate to the user’s ear.

Other sensors can also be used. For example, 1n some
implementations, an ambient light sensor 170 can be utilized
to facilitate adjusting the brightness of the touch-sensitive
display 102. In some implementations, an accelerometer 172
can be utilized to detect movement of the mobile device 100,
as indicated by the directional arrow 174. Accordingly, dis-
play objects and/or media can be presented according to a
detected orientation, e.g., portrait or landscape. In some
implementations, the mobile device 100 may include cir-
cuitry and sensors for supporting a location determining
capability, such as that provided by the global positioning
system (GPS) or other positioning systems (e.g., systems
using Wi-Fi access points, television signals, cellular grids,
Uniform Resource Locators (URLs)). In some implementa-
tions, a positioning system (e.g., a GPS receiver) can be
integrated into the mobile device 100 or provided as a sepa-
rate device that can be coupled to the mobile device 100
through an 1nterface (e.g., port device 190) to provide access
to location-based services.

In some 1mplementations, a port device 190, e.g., a Uni-
versal Serial Bus (USB) port, or a docking port, or some other
wired port connection, can be included. The port device 190
can, for example, be utilized to establish a wired connection
to other computing devices, such as other commumnication
devices 100, network access devices, a personal computer, a
printer, a display screen, or other processing devices capable
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of recetving and/or transmitting data. In some 1implementa-
tions, the port device 190 allows the mobile device 100 to

synchronize with a host device using one or more protocols,
such as, for example, the TCP/IP, HT'TP, UDP and any other
known protocol.

The mobile device 100 can also include a camera lens and
sensor 180. In some 1mplementations, the camera lens and
sensor 180 can be located on the back surface of the mobile
device 100. The camera can capture still images and/or video.

The mobile device 100 can also 1nclude one or more wire-
less communication subsystems, such as an 802.11b/g com-
munication device 186, and/or a Bluetooth™ communication
device 188. Other communication protocols can also be sup-
ported, including other 802.x communication protocols (e.g.,
WiMax, Wi-Fi, 3G), code division multiple access (CDMA),

global system for mobile communications (GSM), Enhanced
Data GSM Environment (EDGE), efc.

Example Mobile Device Architecture

FI1G. 2 1s a block diagram 200 of an example implementa-
tion of the mobile device 100 of FIG. 1. The mobile device
100 can include a memory nterface 202, one or more data
processors, image processors and/or central processing units
204, and a peripherals interface 206. The memory interface
202, the one or more processors 204 and/or the peripherals
interface 206 can be separate components or can be integrated
in one or more integrated circuits. The various components 1n
the mobile device 100 can be coupled by one or more com-
munication buses or signal lines.

Sensors, devices, and subsystems can be coupled to the
peripherals interface 206 to facilitate multiple functionalities.
For example, a motion sensor 210, a light sensor 212, and a
proximity sensor 214 can be coupled to the peripherals inter-
tace 206 to facilitate the orientation, lighting, and proximity
tfunctions described with respect to FI1G. 1. Other sensors 216
can also be connected to the peripherals interface 206, such as
a positioning system (e.g., GPS receiver), a temperature sen-
sor, a biometric sensor, or other sensing device, to facilitate
related functionalities.

A camera subsystem 220 and an optical sensor 222, e.g., a
charged coupled device (CCD) or a complementary metal-
oxide semiconductor (CMOS) optical sensor, can be utilized
to facilitate camera functions, such as recording photographs
and video clips.

Communication functions can be facilitated through one or
more wireless communication subsystems 224, which can
include radio frequency receivers and transmitters and/or
optical (e.g., infrared) receivers and transmitters. The specific
design and implementation of the communication subsystem
224 can depend on the communication network(s) over which
the mobile device 100 1s intended to operate. For example, a
mobile device 100 may include communication subsystems
224 designed to operate over a GSM network, a GPRS net-
work, an EFDGE network, a Wi-F1 or WiMax network, and a
Bluetooth™ network. In particular, the wireless communica-
tion subsystems 224 may include hosting protocols such that
the device 100 may be configured as a base station for other
wireless devices.

An audio subsystem 226 can be coupled to a speaker 228
and a microphone 230 to facilitate voice-enabled functions,
such as voice recognition, voice replication, digital recording,
and telephony functions.

The I/0 subsystem 240 can include a touch screen control-
ler 242 and/or other input controller(s) 244. The touch-screen
controller 242 can be coupled to a touch screen 246. The
touch screen 246 and touch screen controller 242 can, for
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example, detect contact and movement or break thereof using
any of a plurality of touch sensitivity technologies, including
but not limited to capacitive, resistive, infrared, and surface
acoustic wave technologies, as well as other proximity sensor
arrays or other elements for determining one or more points of
contact with the touch screen 246.

The other mput controller(s) 244 can be coupled to other
input/control devices 248, such as one or more buttons, rocker
switches, thumb-wheel, infrared port, USB port, and/or a
pointer device such as a stylus. The one or more buttons (not
shown) can include an up/down button for volume control of
the speaker 228 and/or the microphone 230.

In one implementation, a pressing of the button for a first
duration may disengage a lock of the touch screen 246; and a
pressing of the button for a second duration that 1s longer than
the first duration may turn power to the mobile device 100 on
or oif. The user may be able to customize a functionality of
one or more of the buttons. The touch screen 246 can, for
example, also be used to implement virtual or soit buttons
and/or a keyboard.

In some implementations, the mobile device 100 can
present recorded audio and/or video files, such as MP3, AAC,
and MPEG files. In some implementations, the mobile device
100 can 1include the functionality of an MP3 player, such as an
1IPod™. The mobile device 100 may, therefore, include a
30-pin connector that 1s compatible with the 1Pod™. Other
input/output and control devices can also be used.

The memory interface 202 can be coupled to memory 250.
The memory 250 can include high-speed random access
memory and/or non-volatile memory, such as one or more
magnetic disk storage devices, one or more optical storage
devices, and/or flash memory (e.g., NAND, NOR). The
memory 250 can store an operating system 252, such as
Darwin, RTXC, LINUX, UNIX, OS X, WINDOWS, or an
embedded operating system such as VxWorks. The operating
system 252 may include instructions for handling basic sys-
tem services and for performing hardware dependent tasks. In
some 1mplementations, the operating system 232 can be a
kernel (e.g., UNIX kernel).

The memory 250 may also store communication instruc-
tions 254 to facilitate communicating with one or more addi-
tional devices, one or more computers and/or one or more
servers. The memory 250 may include graphical user inter-
face structions 256 to facilitate graphic user interface pro-
cessing; sensor processing instructions 258 to facilitate sen-
sor-related processing and functions; phone structions 260
to facilitate phone-related processes and functions; electronic
messaging instructions 262 to facilitate electronic-messaging,
related processes and functions; web browsing instructions
264 to facilitate web browsing-related processes and func-
tions; media processing instructions 266 to facilitate media
processing-related processes and functions; GPS/Navigation
instructions 268 to facilitate GPS and navigation-related pro-
cesses and 1nstructions; camera instructions 270 to facilitate
camera-related processes and functions; and/or other soft-
ware structions 272 to facilitate other processes and func-
tions, €.g., security processes and functions. The memory 250
may also store other software instructions (not shown), such
as web video 1nstructions to facilitate web video-related pro-
cesses and functions; and/or web shopping instructions to
facilitate web shopping-related processes and functions. In
some 1mplementations, the media processing instructions
266 are divided into audio processing instructions and video
processing 1nstructions to facilitate audio processing-related
processes and functions and video processing-related pro-
cesses and functions, respectively. An activation record and
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International Mobile Equipment Identity (IMEI) 274 or simi-
lar hardware 1dentifier can also be stored in memory 250.

Language data 276 can also be stored in memory 250.
Language data 276 can include, for example, word dictionar-
ies (1.e., list of possible words 1n a language) for one or more
languages, dictionaries of characters and corresponding pho-
netics, one or more corpuses of characters and character com-
pounds, and so on.

Each of the above 1dentified instructions and applications
can correspond to a set of mstructions for performing one or
more functions described above. These 1nstructions need not
be implemented as separate software programs, procedures,
or modules. The memory 250 can include additional instruc-
tions or fewer instructions. Furthermore, various functions of
the mobile device 100 may be implemented in hardware
and/or 1n soitware, including 1n one or more signal processing
and/or application specific integrated circuits.

Text Input Interface

FIGS. 3A-3E 1llustrate an example user interface for input-
ting or entering text on mobile device 100. Mobile device 100
can display a text presentation area 302 and a text entry area
301 on the touch-sensitive display 102. The text presentation
area 302 can be any area where mput text can be displayed or
presented, e.g., a note-taking application, an email applica-
tion, and so on. In some 1implementations, the text presenta-
tion area 302 1s one or more text fields (e.g., a text field 1n a
web page).

The text entry area 301 includes one or more user interface
clements that can be used by a user to enter letters, numbers,
symbols, characters, etc. (hereinaiter collectively referred to
as “characters” for convenience) on the mobile device 100. In
some 1mplementations, the user interface eclements can
include one or more virtual keys 304 that are each associated
with one or more characters.

The text entry area 301 can include other user interface
clements. Examples of other user interface elements that can
be included 1n the text entry area 301 include an input method
switching key 316 for switching between input user interfaces
for one or more languages (e.g., QWERTY keyboard, hand-
writing recognition, etc. ), a number pad key 318 for switching
to a keypad for entering numbers and related symbols (e.g.,
mathematical symbols), a sound modifier key 320 for input-
ting diacritic marks and other sound modifications (e.g.,
dakuten, handkuten, and small 2 for Japanese), language-
specific punctuation key 322 for inputting language-specific
punctuation marks (e.g., Japanese punctuation), delete/back-
space key 324 for deleting entered text, an “next” key 326 for
accepting the currently activated character in the text input
(and optionally inputting a white space), and return key 328
for entering line breaks. Other user interface elements are
possible. For example, a candidates key (e.g., candidates key
330, FIG. 7) for bringing up a list of candidate completions or
replacements for the current input string can be included. As
another example, a key for bringing up a list of symbols,
emoticons, and the like can be included.

For a virtual key 304 that 1s associated with a plurality of
characters, the characters associated with the key can be
entered by multi-tap. For example, a user can tap the virtual
key 1n succession to cycle through the characters 1n a prede-
termined order. As the user taps the virtual key and cycles
through the characters, the currently activated character can
be displayed 1n the text presentation area 302. To accept the
currently activated character, the user can stop tapping the key
until a predetermined amount of time has elapsed, the user
taps a different character key (e.g., to cycle through another
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set of characters), or tap another key that includes the func-
tionality of accepting the currently activated character (e.g.,
tapping “next” key 326). Thus, a character can be entered
based on a number of taps from a standby state or a zero-tap
count on the virtual key.

In some implementations, a multi-tap order toggle key (not
shown) can be included. A user can use the multi-tap order
toggle key to reverse the character ordering of the keys, so that

characters that are normally at the tail end of the ordering, and
thus take several taps to enter, can be entered with one or a few
taps. Tapping the key again reverts the character ordering to
the original order.

In some implementations, each of the virtual keys 304 1s
associated with one or more Japanese kana symbols, or basic
Japanese sounds that can be represented by kana symbols. For
example, one key can be associated with the kana

e

o, VN, 9, 2, ¥ ; another key can be associated with the
kana 7s, &, <, {7}, Z;; and so on. In some implementations,
the virtual keys 304 are associated with kana symbols in
accordance with the gojuon ordering of kana.

The kana symbols for a virtual key 304 can be entered
using multi-tap; a user can tap a key 1n succession to cycle
through the kana symbols for that key in gojuon order. For
example, 1n FIG. 3B, a user can tap key 306 in succession to
cycle through the kana symbols associated with the key,

which in the case ofkey 306, are the kana #, >, 9, 2, I35 .

Tapping key 306 once enters 2 (shown 1n the text presenta-
tion area 302 as the current input 303); tapping key 306 again
1n succession enters VY, and so on.

In some implementations, a user can enter at least some of
the characters associated with a user interface element (e.g., a
virtual key 304) by performing gestures with respect to the
user intertface element, as well as by multi-tap. For example,
one or more of the characters associated with a virtual key can
cach be associated with respective gestures that can be per-
formed with respect to the virtual key. A user can enter a
particular character by performing the corresponding gesture
with respect to the particular virtual key.

In some implementations, the respective gestures are flicks
in different directions from the virtual key. For a virtual key,
the characters associated with a user interface element can
cach be assigned to respective tlick directions with respect to
the user interface element. A flick 1n a particular direction
with respect to the user interface element selects the character
associated with the user interface element and assigned to that
direction.

For example, for virtual key 306, a user can enter the kana
symbol VY by flicking northward on the touch-sensitive dis-
play 102 from the 1nitial position of virtual key 306 (indicated
by the dotted line), as shown 1n FIG. 3C. The user can enter

the kana symbol g, by flicking eastward on the touch-sensi-
tive display 102 from the mitial position of virtual key 306.

The user can enter the kana symbol zZ by tlicking southward
on the touch-sensitive display 102 from the 1nitial position of

virtual key 306. The user can enter the kana symbol &3 by
tlicking westward on the touch-sensitive display 102 from the
initial position of virtual key 306.

In some 1implementations, a visual aid indicating the ges-
ture directions for the characters 1s displayed 11 the virtual key
1s touched and held for at least a predetermined amount of
time (e.g., 1 second). For example, 11 virtual key 306 1s held

for at least 1 second, a visual aid 308 1s displayed, as shown 1n
FIG. 3D. Visual aid 308 shows that, for virtual key 306,

LN can be entered by a northward flick, 7 can be entered by



US 8,949,743 B2

9

an eastward flick, % canbe entered by a southward flick, and

13 can be entered by a westward tlick.

Further examples of visual aids are shown in FIGS. 7 and 8.
In FIG. 7, pop-ups indicating the characters radiate from the
initial position of the virtual key. In FIG. 8, secondary virtual
keys surround the 1nitial position of the virtual key.

In some implementations, as the virtual key 1s held and the
visual aid 1s displayed, the user can enter a character indicated
in the visual aid by tapping the desired character 1n the visual
aid (e.g., by releasing the virtual key and then tapping the
desired character in the visual aid before the visual aid dis-
appears Irom view) and/or sliding their finger on the touch-
sensitive display from the virtual key to the desired character
in the visual aid. Thus, in FIG. 3D, the user can enter \ by,
for example, tapping secondary key 309 in the visual aid 308
and/or sliding the finger on the touch-sensitive display 102
from key 306 to secondary key 309 and then releasing.

In some implementations, the virtual key (or whatever user
interface element) 1s displayed to move along with the flick or
gesture, as shown i FIG. 3C, for example. In some other
implementations, the virtual key or user interface element
stays 1n place.

In some 1implementations, when the user performs a flick
with respect to a virtual key, the virtual key can be displayed

as 1f 1t 1s a three-dimensional object rotating 1n response to the
flick. For example, 1n FIG. 3E, the user performs a tlick to the
left from virtual key 306. Virtual key 306 1s displayed as, 1o

example, a cube or a rectangular prism, that rotates in the
direction of the flick and whose faces indicate the characters
associated with the key. Thus, 1n FIG. 3E, virtual key 306 1s
shown rotating clockwise, where the axis of rotation 1s verti-
cally parallel to the touch-sensitive display 102, and revealing

a face showing the kana symbol =3

More generally, the user interface element can be displayed
with animation or other visual effects in response to a gesture.
Examples of animation include, without limitation, the user
clement moving with the gesture or rotating in space in
response to a gesture, as described above. Other visual effects
can 1nclude, for example, a pop-up showing the entered char-
acter as confirmation, as illustrated in FIG. 3F.

FIGS. 4A-4B illustrate another example user interface for
entering text. The interface shown 1n FIGS. 4A-4B 1s similar
to the interface shown 1n FIGS. 3A-3E, but with a smaller
subset of the characters that can be entered using gestures. For
example, for virtual key 402, which 1s associated with the

kana #, .. 9. % k3 % and 45 can be entered by ges-
tures (e.g., tlicking) or multi-tap, while the other kana are
entered by multi-tap. Thus, 1n FIG. 4A, the visual aid 404

from holding key 402 shows % and A3, as opposed to
N, 9, %, and 43 in FIG. 3D. In FI1G. 4B, 45 is entered by

flicking westward from virtual key 402. %3 is shown as the
current input 303.

It should be appreciated that, for a virtual key 304 associ-
ated with a plurality of characters, any predetermined number
of the plurality of characters associated with the virtual key
304 can be entered using gestures as well as, or 1nstead of,
using multi-tap, depending on the implementation. For
example, 1n some implementations, all of the characters asso-
ciated with a virtual key 304 can be entered using gestures and
multi-tap. In some other implementations, less than all of the
characters associated with a virtual key 304 can be entered
using gestures and multi-tap; some can be entered using only
multi-tap.
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FIGS. SA-5C illustrate yet another example user interface
for entering text. FIG. 5A shows a text entry area 301 that
includes a plurality of user interface elements 502 for entering
characters using gestures (e.g. tlicks 1n different direction). In
some i1mplementations, the user interface elements 502
resemble and behave like joysticks. For example, user inter-
face element 504 1s associated with the kana

b, W, 9 %, k5 a user can enter the associated kana by
performing flicks 1n different directions.

In some implementations, a visual aid showing the charac-
ters (e.g., kana) associated with a user interface element 502
and indicating the corresponding gesture directions can be
shown with the user interface element 302. For example,

visual aid 506 1s displayed with the user interface element
504.

A user can enter a character by performing a tlick from the
initial position of a user interface element 302. For example,

in FIG. 5B, a user can enter the kana ® by flicking horizon-
tally westward from the user interface element 504. The

entered kana & is shown as the current input303. In FI1G. 5C,
a user can enter the kana ¥ by flicking westward at a north-
ward angle from the user interface element 504; the current
input 303 1s updated to show the entered kana. In some 1mple-
mentations, the user interface element 1s displayed to move
along with the flick. Thus, for example, as the user performs
the flicks with respect to user interface element 504 as
described above, the user interface element 504 moves with
the motion of the flick as 1t 1t 1s a joystick. In some other
implementations, the user interface element stays in place.

In some implementations, the device 100 can, for any of the
implementations described above, display a candidates list
for a kana string 1n the current text input 303. The candidate
list can 1nclude, for example, terms or phrases that include a
leading kanji1 character that has the kana string as a reading.
The candidates list can be displayed 1n the text presentation
area 302 and/or the text entry area 301, for example.

As described with respect to the above implementations, a
user interface element (e.g., virtual key 304 or element 502)
can be conceptualized as representing a gesture-based menu
of options that radiate outward 1n different directions from the
user interface element (e.g., a pie menu), where the options in
the menu can be characters and can be activated using ges-
tures. The menu can span 360 degrees or be confined to less
than 360 degrees. The menu options can use up all of the
available directions or less than that. For example, a user
interface element associated with five characters can have the
characters assigned to the cardinal directions (north, south,
cast, and west) and the northwest direction with respect to the
user interface element, and the southwest, northeast, and
southeast directions left blank.

It should be appreciated that the direction assignments
described above are merely exemplary. Generally, the char-
acters associated with a user interface element can be pre-
assigned directions arbitrarily, and 1n any order. In some
implementations, the convention for assigning the gesture
directions for a user interface element 1s that the initial char-
acter 1n the ordering of characters for the user interface ele-
ment 1s assigned to a particular direction (e.g., west in FIG. 7,
northwest 1n FIG. 8). The remaining characters for the user
interface element are then assigned 1n order going clockwise,
as shown 1 FIGS. 7 and 8, for example.

FIG. 6 1s a flow diagram of an example process 600 for
entering text. For convenience, process 600 will be described
with reference to a device (e.g., device 100) that implements
the process 600.
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A user interface element that 1s associated with a plurality
of characters 1s presented, where each of at least a subset of
the plurality of characters 1s associated with a respective
gesture with respect to the user interface element (602). A
device 100, for example, can display a user interface element
(e.g., virtual key 306, object 504). The user interface element
1s associated with a plurality of characters, one or more of
which are each associated with a respective gesture with
respect to the user interface element. For example, a user
interface element can be associated with a plurality of kana
symbols, and one or more of these symbols can each be
associated with a flick gestures 1n different direction from the
user interface element. In some implementations, a visual aid
showing the different directions of the tlick gestures and the
corresponding characters can be displayed. The visual aid can
be displayed by default or 1n response to a user iput (e.g.,
holding the virtual key).

A user input performing a gesture with respect to the user
interface element 1s recerved (604). The device 100 can
receive and detect, for example, contact on the touch-sensi-
tive display 102 corresponding to a flicking gesture with
respect to the user interface element. The character that 1s
entered can be based on the path with respect to the start point
and the angle of that path.

The character associated with the gesture performed with
respect to the user interface element 1s mputted (606). The
character that 1s associated with the performed gesture with
respect to the user interface element 1s shown 1n the current
text iput. For example, a kana symbol associated with the
performed flick 1n the particular direction 1s entered and
shown 1n the current text mnput.

In some 1mplementations, the character selected by the
gesture 1s based on the path taken by the gesture with respect
to the start point of the gesture. For example, a flicking gesture
can trace a path with a start point and an end point. The start
point need not be the center of the user interface element. In
some 1implementations, the direction of the path with respect
to the start point determines the character that will be mput-
ted.

In some implementations, at least some of the plurality of
characters associated with the user interface element can be
input by multi-tap. For example, one or more taps 1n succes-
sion on the user interface element can be detected by the
device 100, and one of the plurality of characters 1s entered
based on the taps, or more particularly, based on a number of
taps 1n succession from a standby state or a zero-tap count.
For example, for a user interface element associated with

&, , 9, %, and F3; » 1s entered 11 there 1s one tap; U 1s
entered if there are two taps, and so on.

In some implementations, the user interface element can be
displayed with animation, or other visual effects can be dis-
played, in response to the gesture. For example, the user
interface element can be displayed as moving with the flick-
ing gesture, i response to the thicking gesture. As another
example, the user interface element can be displayed as a
three-dimensional object that rotates 1n space 1n response to
the flicking gesture.

In some implementations, a candidate list can be displayed
for a string in the current text input. A candidate list can
include one or more candidate replacements for the string.
Different types of candidate replacements are possible;
examples of candidate replacements include suggested spell-
ing corrections based on a dictionary, suggested terms from
an auto-completion feature, kanji that have a kana input string
as areading, etc. A user can accept the input string as 1s, select
a candidate replacement, or edit the string, for example.
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It should be appreciated that while the implementations
above are described with respect to entry of Japanese lan-
guage text, the above-described implementations can be
adapted for use with other languages.

The disclosed and other embodiments and the functional
operations described in this specification can be implemented
in digital electronic circuitry, or in computer software, firm-
ware, or hardware, including the structures disclosed 1n this
specification and their structural equivalents, or in combina-
tions of one or more of them. The disclosed and other embodi-
ments can be implemented as one or more computer program
products, 1.¢., one or more modules of computer program
instructions encoded on a computer-readable medium for
execution by, or to control the operation of, data processing
apparatus. The computer-readable medium can be a machine-
readable storage device, a machine-readable storage sub-
strate, a memory device, or a combination of one or more
them. The term “data processing apparatus™ encompasses all
apparatus, devices, and machines for processing data, includ-
ing by way of example a programmable processor, a com-
puter, or multiple processors or computers. The apparatus can
include, 1n addition to hardware, code that creates an execu-
tion environment for the computer program in question, €.g.,
code that constitutes processor firmware, a protocol stack, a
database management system, an operating system, or a coms-
bination of one or more of them. A propagated signal 1s an
artificially generated signal, e¢.g., a machine-generated elec-
trical, optical, or electromagnetic signal, that 1s generated to
encode information for transmission to suitable recerver
apparatus.

A computer program (also known as a program, soitware,
soltware application, script, or code) can be written 1n any
form of programming language, including compiled or inter-
preted languages, and it can be deployed 1n any form, includ-
ing as a stand-alone program or as a module, component,
subroutine, or other unit suitable for use 1n a computing
environment. A computer program does not necessarily cor-
respond to a file 1n a file system. A program can be stored in
a portion of a file that holds other programs or data (e.g., one
or more scripts stored 1n a markup language document), in a
single file dedicated to the program 1n question, or in multiple
coordinated files (e.g., files that store one or more modules,
sub-programs, or portions of code). A computer program can
be deployed to be executed on one computer or on multiple
computers that are located at one site or distributed across
multiple sites and interconnected by a communication net-
work.

The processes and logic flows described 1n this specifica-
tion can be performed by one or more programmable proces-
sOrs executing one or more computer programs to perform
functions by operating on input data and generating output.
The processes and logic flows can also be performed by, and
apparatus can also be implemented as, special purpose logic
circuitry, €.g., an FPGA (field programmable gate array) or an
ASIC (application-specific integrated circuit).

Processors suitable for the execution of a computer pro-
gram include, by way of example, both general and special
purpose microprocessors, and any one or more processors of
any kind of digital computer. Generally, a processor will
receive mstructions and data from a read-only memory or a
random access memory or both. The essential elements of a
computer are a processor for performing instructions and one
or more memory devices for storing instructions and data.
Generally, a computer will also include, or be operatively
coupled to receive data from or transier data to, or both, one
or more mass storage devices for storing data, e.g., magnetic,
magneto-optical disks, or optical disks. However, a computer
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need not have such devices. Computer-readable media suit-
able for storing computer program instructions and data
include all forms of non-volatile memory, media and memory
devices, including by way of example semiconductor
memory devices, e.g., EPROM, EEPROM, and flash memory
devices; magnetic disks, e.g., internal hard disks or remov-
able disks; magneto-optical disks; and CD-ROM and DVD-
ROM disks. The processor and the memory can be supple-
mented by, or incorporated 1n, special purpose logic circuitry.

To provide for interaction with a user, the disclosed
embodiments can be implemented on a computer having a
display device, e.g., a CRT (cathode ray tube) or LCD (liquid
crystal display) monitor, for displaying information to the
user and a keyboard and a pointing device, €.g., a mouse or a
trackball, by which the user can provide input to the com-
puter. Other kinds of devices can be used to provide for
interaction with a user as well; for example, feedback pro-
vided to the user can be any form of sensory feedback, e.g.,
visual feedback, auditory feedback, or tactile feedback; and
input from the user can be recerved 1n any form, imncluding
acoustic, speech, or tactile input.

The disclosed embodiments can be implemented 1n a com-
puting system that includes a back-end component, e¢.g., as a
data server, or that includes a middleware component, e.g., an
application server, or that includes a front-end component,
e.g., a client computer having a graphical user interface or a
Web browser through which a user can interact with an imple-
mentation of what 1s disclosed here, or any combination of
one or more such back-end, middleware, or front-end com-
ponents. The components ol the system can be interconnected
by any form or medium of digital data communication, €.g., a
communication network. Examples of communication net-
works include a local area network (“LLAN) and a wide area
network (“WAN™), e.g., the Internet.

While this specification contains many specifics, these
should not be construed as limitations on the scope of what
being claims or of what may be claimed, but rather as descrip-
tions of features specific to particular embodiments. Certain
teatures that are described 1n this specification 1n the context
ol separate embodiments can also be implemented 1n combi-
nation in a single embodiment. Conversely, various features
that are described in the context of a single embodiment can
also be implemented 1n multiple embodiments separately or
in any suitable subcombination. Moreover, although features
may be described above as acting 1n certain combinations and
even 1nitially claimed as such, one or more features from a
claimed combination can in some cases be excised from the
combination, and the claimed combination may be directed to
a subcombination or variation of a subcombination.

Similarly, while operations are depicted 1n the drawings 1n
a particular order, this should not be understand as requiring
that such operations be performed in the particular order
shown or 1n sequential order, or that all 1llustrated operations
be performed, to achieve desirable results. In certain circum-
stances, multitasking and parallel processing may be advan-
tageous. Moreover, the separation of various system compo-
nents in the embodiments described above should not be
understood as requiring such separation 1n all embodiments,
and 1t should be understood that the described program com-
ponents and systems can generally be integrated together in a
single software product or packaged into multiple software
products.

Particular embodiments of the subject matter described in
this specification have been described. Other embodiments
are within the scope of the following claims. For example, the
actions recited in the claims can be performed 1n a different
order and still achieve desirable results. As one example, the

5

10

15

20

25

30

35

40

45

50

55

60

65

14

processes depicted in the accompanying figures do not nec-
essarily require the particular order shown, or sequential
order, to achieve desirable results. In certain 1implementa-
tions, multitasking and parallel processing may be advanta-
geous.

What 1s claimed 1s:

1. A method comprising;:

providing a user interface element for presentation on a

touch-sensitive display of a device, the user interface
clement being associated with a plurality of characters,
wherein each of the plurality of characters 1s associated
with a respective gesture with respect to the user inter-
face element;

recerving a flick gesture 1n a first direction with respect to

the user interface element, the flick gesture including an
initial contact with the user interface element on the
touch-sensitive display;

in response to the mnitial contact, providing for presentation

a plurality of visual aids, each visual aid including one of
the plurality of characters displayed outside of the user
interface element, wherein providing for presentation
the visual aids comprises causing the visual aids to be
displayed 1n a radiating pattern such that each visual aid
indicates a direction associated with the character
included 1n the visual aid, wherein the flick gesture
further includes a liftoil without contacting any of the
plurality of visual aids on the touch-sensitive display;
and

inputting, based on the received flick gesture 1n the first

direction, a character displayed in a visual aid, the dis-
played character associated with the first direction.

2. The method of claim 1, wherein the plurality of charac-
ters comprise Japanese kana symbols.

3. The method of claim 1, wherein the user interface ele-
ment 1s a virtual key.

4. The method of claim 3, further comprising:

receving mput tapping the virtual key one or more times;

and

inputting one of the plurality of characters based on the

tapping of the virtual key.

5. The method of claim 1, wherein:

the respective gesture with respect to the user interface

clement comprises a flick with respect to the user inter-
face element on the touch sensitive display.

6. The method of claim 5, wherein each of the plurality of
characters 1s associated with a flick 1n a respective direction
with respect to the user interface element.

7. The method of claim 6, wherein the visual aids indicate
the respective directions for the respective tlicks.

8. The method of claim 1, comprising presenting the user
interface element with animation 1n response to the gesture.

9. The method of claim 8, wherein presenting the user
interface element with animation in response to the gesture
comprises presenting the user interface element as a three
dimensional object that 1s rotating in response to the gesture.

10. The method of claim 8, wherein presenting the user
interface element with animation in response to the gesture
comprises presenting the user interface element as moving
along with the gesture.

11. The method of claim 8, wherein presenting the user
interface element with animation in response to the gesture
comprises presenting a confirmation pop-up indicating the
inputted character.

12. The method of claim 1, wherein causing the visual aids
to pop up 1n a radiating pattern comprises:

causing at least one of the visual aids to pop up 1 a

direction north of the user interface element:
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causing at least one of the visual aids to pop up n a
direction south of the user interface element:

causing at least one of the visual aids to pop up in a
direction east of the user interface element; and

causing at least one of the visual aids to pop up n a
direction west of the user mterface element.

13. A portable device comprising:

a touch-sensitive display;

memory;

one or more processors; and

instructions stored in the memory and configured to, upon
execution, cause the one or more processors to perform
operations comprising;:

providing a user interface element for presentation on a
touch-sensitive display of a device, the user interface
clement being associated with a plurality of characters,
wherein each of the plurality of characters 1s associated
with a respective gesture with respect to the user inter-
face element:

receiving a ilick gesture 1n a first direction with respect to
the user interface element, the tlick gesture including an
initial contact with the user interface element on the
touch-sensitive display;

in response to the imitial contact, providing for presentation
a plurality of visual aids, each visual aid including one of
the plurality of characters displayed outside of the user
interface element, wherein providing for presentation
the visual aids comprises causing the visual aids to be
displayed 1n a radiating pattern such that each visual aid
indicates a direction associated with the character
included 1n the visual aid, wherein the flick gesture
further 1includes a liftoff without contacting any of the
plurality of visual aids on the touch-sensitive display;
and

inputting, based on the received flick gesture in the first
direction, a character displayed in a visual aid, the dis-
played character associated with the first direction.

14. The portable device of claim 13, wherein causing the

visual aids to pop up 1n a radiating pattern comprises:

causing at least one of the visual aids to pop up n a
direction north of the user interface element;

causing at least one of the visual aids to pop up in a
direction south of the user interface element;

causing at least one of the visual aids to pop up in a
direction east of the user interface element; and
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causing at least one of the visual aids to pop up 1 a

direction west of the user interface element.

15. A computer program product, encoded on a tangible
program carrier, operable to cause a portable device to per-
form operations comprising:

providing a user interface element for presentation on a

touch-sensitive display of a device, the user iterface
clement being associated with a plurality of characters,
wherein each of the plurality of characters 1s associated
with a respective gesture with respect to the user inter-

face element:
recerving a tlick gesture 1n a first direction with respect to

the user interface element, the flick gesture including an
initial contact with the user interface element on the

touch-sensitive display;

in response to the 1nitial contact, providing for presentation
a plurality of visual aids, each visual aid including one of
the plurality of characters displayed outside of the user
interface element, wherein providing for presentation
the visual aids comprises causing the visual aids to be
displayed 1n a radiating pattern such that each visual aid
indicates a direction associated with the character
included in the visual aid, wherein the flick gesture
further 1includes a liftofl without contacting any of the
plurality of visual aids on the touch-sensitive display;
and

inputting, based on the received flick gesture in the first

direction, a character displayed in a visual aid, the dis-
played character associated with the first direction.

16. The product of claim 15, wherein the plurality of char-
acters comprise Japanese kana symbols.

17. The product of claim 16, wherein the user interface
element and visual aids are grouped in gojuon order, wherein
the user interface element corresponds to a gojuon group and
cach of the visual aids corresponds to a distinct vowel of the
gojuon group.

18. The product of claim 15, wherein the user interface
clement 1s configured to respond to the gesture 1n a joystick-
like manner.

19. The product of claim 15, wherein the selection action
includes a flick moving 1n a direction of the visual aid dis-
playing the character.

20. The product of claim 15, comprising presenting the
user interface element with animation 1n response to the ges-
ture.



	Front Page
	Drawings
	Specification
	Claims

