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(57) ABSTRACT

A method of operation of a display system includes: recetving
an 1nput 1image having input pixels; assigning a pixel infor-
mation for the input pixels corresponding to a semantic cat-
egory; detecting input background pixels from the input pix-
cls with the pixel information; identifying input foreground
pixels from the mput pixels with the background pixels;
assigning a pixel depth to the mput background pixels and
input foreground pixels; generating a depth map with the
input background pixels and the input foreground pixels; and
generating a processed image from the mput image with the
depth map for displaying on a device.
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DISPLAY SYSTEM WITH IMAGE
CONVERSION MECHANISM AND METHOD
OF OPERATION THEREOF

CROSS-REFERENCE TO RELATED
APPLICATION(S)

This application claims the benefit of U.S. Provisional
Patent Application Ser. No. 61/3779,688 filed Sep. 2, 2010, and
the subject matter thereot 1s incorporated herein by reference
thereto.

TECHNICAL FIELD

The present invention relates generally to a display system,
and more particularly to a system for image conversion.

BACKGROUND ART

Modern consumer and industrial electronics, especially
devices such as graphical display systems, televisions, pro-
jectors, cellular phones, portable digital assistants, and com-
bination devices, are providing increasing levels of function-
ality to support modern life including three-dimensional
display services. Research and development in the existing
technologies can take a myriad of different directions.

As users become more empowered with the growth of
three-dimensional display devices, new and old paradigms
begin to take advantage of this new device space. There are
many technological solutions to take advantage of this new
display device opportunity. One existing approach 1s to dis-
play three-dimensional 1mages on consumer, industrial, and
mobile electronics such as video projectors, televisions,
monitors, gaming systems, or a personal digital assistant
(PDA).

Three-dimensional display based services allow users to
create, transfer, store, and/or consume information in order
for users to create, transier, store, and consume 1n the “real
world”. One such use of three-dimensional display based
services 1s to efficiently present three-dimensional 1mages on
a display.

Three-dimensional display systems have been incorpo-
rated 1n projectors, televisions, notebooks, handheld devices,
and other portable products. Today, these systems aid users by
displaying available relevant information, such as diagrams,
maps, or videos. The display of three-dimensional 1mages
provides mvaluable relevant information.

However, displaying information in three-dimensional
form has become a paramount concern for the consumer.
Displaying a three-dimensional image that does not correlate
with the real world decreases the benefit of using the three-
dimensional display systems.

Thus, a need still remains for a three-dimensional display
system with 1mage conversion mechanism to display three-
dimensional images. In view of the ever-increasing commer-
cial competitive pressures, along with growing consumer
expectations and the diminishing opportunities for meaning-
tul product differentiation in the marketplace, 1t 1s 1ncreas-
ingly critical that answers be found to these problems. Addi-
tionally, the need to reduce costs, improve efficiencies and
performance, and meet competitive pressures adds an even
greater urgency to the critical necessity for finding answers to
these problems.

Solutions to these problems have been long sought but
prior developments have not taught or suggested any solu-
tions and, thus, solutions to these problems have long eluded
those skilled 1n the art.
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2
DISCLOSURE OF THE INVENTION

The present mnvention provides a method of operation of a
display system including: receiving an mnput image having
input pixels; assigning a pixel information for the input pixels
corresponding to a semantic category; detecting input back-
ground pixels from the input pixels with the pixel informa-
tion; 1dentifying input foreground pixels from the input pixels
with the mput background pixels; assigning a pixel depth to
the mput background pixels and mput foreground pixels;
generating a depth map with the input background pixels and
the mput foreground pixels; and generating a processed
image from the mnput image with the depth map for displaying
on a device.

The present invention provides a display system, 1nclud-
ing: a communication unit for recerving an mput image hav-
ing an input pixel; a semantic assignment module, coupled to
the communication unit, for assigning a pixel information for
the input pixels corresponding to a semantic category; a back-
ground detection module, coupled to the semantic assign-
ment module, for detecting input background pixels from the
input pixels with the pixel information; a foreground detec-
tion module, coupled to the background detection module, for
detecting input foreground pixels from the 1nput pixels with
the 1nput background pixels; a background depth module,
coupled to the semantic assignment module, for assigning
pixel depth to the mput background pixels; an object depth
module, coupled to the background depth module; for assign-
ing pixel depth to the mput foreground pixels; a depth map
module, coupled to the semantic assignment module; for
generating a depth map with the input background pixels and
the mput foreground pixels; and an 1image display module,
coupled to the depth map module, for generating a processed
image, from the input image with the depth map, for display-
ing on a device.

Certain embodiments of the invention have other steps or
clements 1n addition to or 1n place of those mentioned above.
The steps or elements will become apparent to those skilled 1n
the art from a reading of the following detailed description
when taken with reference to the accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a display system with image conversion mecha-
nism 1n an embodiment of the present invention.

FIG. 2 1s an example of a display interface of the first device
of FIG. 1.

FIG. 3 1s an exemplary block diagram of the display sys-

fem.
FIG.

FIG.
FIG.
FIG.
FIG.
FIG.

4 1s a control flow of the display system.
5 1s a view of the semantic assignment module.
6 1s an example of a portion of the input image.
7 1s a view of the background detection module.
8 1s a view of the foreground detection module.
9 1s a view of the depth map module.
FIG. 10 1s an example of the input image.
FIG. 11 1s an example of the input image having the pro-
cessed background.
FIG. 12 1s an example of the processed image.
FIG. 13 1s a tlow chart of a method of operation of a display
system 1n a further embodiment of the present invention.

BEST MODE FOR CARRYING OUT TH
INVENTION

(L]

The following embodiments are described 1n suificient
detail to enable those skilled 1n the art to make and use the
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invention. It 1s to be understood that other embodiments
would be evident based on the present disclosure, and that
system, process, or mechanical changes may be made without
departing from the scope of the present invention.

In the following description, numerous specific details are
given to provide a thorough understanding of the ivention.
However, 1t will be apparent that the invention may be prac-
ticed without these specific details. In order to avoid obscur-
ing the present invention, some well-known circuits, system
configurations, and process steps are not disclosed 1n detail.

The drawings showing embodiments of the system are
semi-diagrammatic and not to scale and, particularly, some of
the dimensions are for the clarity of presentation and are
shown exaggerated in the drawing F1Gs. Similarly, although
the views 1n the drawings for ease of description generally
show similar orientations, this depiction in the FIGs. 1s arbi-
trary for the most part. Generally, the invention can be oper-
ated 1n any orientation. The embodiments have been num-
bered first embodiment, second embodiment, etc. as a matter
ol descriptive convenience and are not intended to have any
other significance or provide limitations for the present inven-
tion.

One skilled 1n the art would appreciate that the format with
which 1image information 1s expressed 1s not critical to some
embodiments of the invention. For example, in some embodi-

ments, image information 1s presented 1n the format of (X, Y),
where X and Y are two coordinates that define the location of
a pixel 1n an 1mage.

In an alternative embodiment, three-dimensional 1mage
information 1s presented by a format of (X, Y, 7Z) with related
information for color of the pixel. In a further embodiment of
the present invention, the three-dimensional 1mage informa-
tion also includes an intensity or brightness element.

The term “image” referred to herein can include a two-
dimensional image, three-dimensional 1mage, video frame, a
computer file representation, an 1mage from a camera, a video
frame, or a combination thereof. For example, the image can
be a machine readable digital file, a physical photograph, a
digital photograph, a motion picture frame, a video frame, an
X-ray image, a scanned 1mage, or a combination thereof. Also
for example, the hardware can be circuitry, processor, com-
puter, integrated circuit, integrated circuit cores, a pressure
sensor, an nertial sensor, a micro-electromechanical system
(MEMS), passive devices, or a combination thereof.

The term “module” referred to herein includes software,
hardware, or a combination thereof. For example, the soft-
ware can be machine code, firmware, embedded code, and
application soitware. Also for example, the hardware can be
circuitry, processor, computer, integrated circuit, integrated
circuit cores, a pressure sensor, an inertial sensor, a micro-
clectromechanical system (MEMS), passive devices, or a
combination thereof.

Referring now to FIG. 1, therein 1s shown a display system
100 with 1mage conversion mechanism 1n an embodiment of
the present invention. The display system 100 includes a first
device 102, such as a client or a server, connected to a second
device 106, such as a client or server. The first device 102 can
communicate with the second device 106 with a communi-
cation path 104, such as a wireless or wired network.

For example, the first device 102 can be of any of a variety
of display devices, such as a cellular phone, personal digital
assistant, anotebook computer, a liquid crystal display (LCD)
system, or other multi-functional display or entertainment
device. The first device 102 can couple, etther directly or
indirectly, to the communication path 104 to communicate
with the second device 106 or can be a stand-alone device.
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4

For illustrative purposes, the display system 100 1s
described with the first device 102 as a display device,
although 1t 1s understood that the first device 102 can be
different types of devices. For example, the first device 102
can also be a device for presenting images or a multi-media
presentation. A multi-media presentation can be a presenta-
tion including sound, a sequence of streaming images or a
video feed, or a combination thereol. As an example, the first
device 102 can be a high definition television, a three dimen-
sional television, a computer monitor, a personal digital assis-
tant, a cellular phone, or a multi-media set.

The second device 106 can be any of a variety of central-
1zed or decentralized computing devices, or video transmis-
sion devices. For example, the second device 106 can be a
multimedia computer, a laptop computer, a desktop com-
puter, a video game console, grid-computing resources, a
virtualized computer resource, cloud computing resource,
routers, switches, peer-to-peer distributed computing
devices, a media playback device, a Digital Video Disk
(DVD) player, a three-dimension enabled DVD player, a
recording device, such as a camera or video camera, or a
combination thereof. In another example, the second device
106 can be a signal recerver for recerving broadcast or live
stream signals, such as a television receiver, a cable box, a
satellite dish receiver, or a web enabled device, such as a
T1Vo™ or Slingbox™,

The second device 106 can be centralized 1n a single room,
distributed across different rooms, distributed across differ-
ent geographical locations, embedded within a telecommu-
nications network. The second device 106 can have a means
for coupling with the commumnication path 104 to communi-
cate with the first device 102.

For illustrative purposes, the display system 100 1s
described with the second device 106 as a computing device,
although 1t 1s understood that the second device 106 can be
different types of devices. Also for illustrative purposes, the
display system 100 1s shown with the second device 106 and
the first device 102 as end points of the communication path
104, although it 1s understood that the display system 100 can
have a different partition between the first device 102, the
second device 106, and the communication path 104. For
example, the first device 102, the second device 106, or a
combination thereof can also function as part of the commu-
nication path 104.

The communication path 104 can be a variety of networks.
For example, the communication path 104 can include wire-
less communication, wired communication, optical, ultra-
sonic, or the combination thereot. Satellite communication,
cellular communication, Bluetooth, Infrared Data Associa-
tion standard (IrDA), wireless fidelity (WiF1), and worldwide
interoperability for microwave access (WiIMAX) are
examples of wireless communication that can be included 1n
the communication path 104. Ethernet, digital subscriber line
(DSL), fiber to the home (FTTH), and plain old telephone
service (POTS) are examples of wired communication that
can be 1ncluded 1n the communication path 104.

Further, the communication path 104 can traverse a num-
ber of network topologies and distances. For example, the
communication path 104 can include direct connection, per-
sonal area network (PAN), local area network (LAN), metro-
politan area network (MAN), wide area network (WAN), or a
combination thereof.

Referring now to FIG. 2, therein 1s shown an example of a
display interface 210 of the first device 102 of FIG. 1. The
display interface 210 1s a physical device for presenting the
image or the multi-media presentations. For example, the
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display interface can be a screen, including an LCD panel,
plasma screen, or a projection screen.

The display interface 210 can display a processed image
212. The processed 1mage 212 1s defined as an area having a
number of pixels that has been processed to have a perceived 53
depth when presented on the display interface 210.

Percerved depth means that, when the display interface 210
1s viewed from a distance, an object will appear closer or
turther away relative to other objects or a background 1n an
image. For example, in a three dimensional Cartesian coor- 10
dinate system with an origin located at the bottom left corner
of an image and where the x axis 213 1s defined as a reference
for the measurement of width, the y-axis 215 1s defined as a
reference for the measurement of depth, and the z-axis 217 1s
defined as a reference for the measurement of height. Objects 15
that have a large value for the y-coordinate can have a greater
percerved depth than an object with a smaller value for the
y-coordinate. Objects with greater percerved depth waill
appear closer than objects with lesser perceived depth.

As a further example, a user can perceive depth by noticing 20
that objects 1n the processed 1image 212 appear outside or in
front of the plane of the display interface 210. Similarly, the
user can perceive depth by noticing that the objects 1n the
processed 1image 212 appear within and deeper behind the
plane of the display interface 210. For example, the processed 25
image 212 can blur the pixels as a way of expressing distance.
The intensity of the brightness and color 1s also reduced to
provide the percerved depth.

The processed 1mage 212 can include a processed fore-
ground object 214 and a processed background 216. The 30
processed foreground object 214 1s defined as an object that
can have a uniform depth relative to the object’s position over
a background. Uniform depth means that all parts of the
object have the same perceived depth. For example, the pro-
cessed foreground object 214 can be a soccer player standing 35
upright on a soccer field or a baseball player standing upright
in a baseball field. For example 1n order to provide the same
percerved depth to the processed foreground object 214, a
blurring and softening of the pixels within the area of the
processed foreground object 214 can provide texture and 40
imply a separation between any of the processed foreground
object 214 1n the processed image 212.

The processed background 216 1s defined as the portion of
the 1image that provides a visual base for other objects. The
processed background 216 has a gradually or continuously 45
changing percerved depth. For example, the portions of the
processed background 216 that are near the bottom of the
processed 1mage 212 can have a lesser perceived depth than
the portions of the processed background 216 that are near the
center or top ol the processed image 212. In a specific 50
example of a soccer field, the portions of the soccer field that
are near the bottom of the processed 1mage 212 can appear
closer and will gradually appear further away towards center
and top of the processed image 212.

In general, the processed background 216 can represent a 55
single or uniform background type. For example, the pro-
cessed background 216 can represent the grass playing field
in a soccer game, the ocean 1n a sailing scene, or the sky.
However, the processed background 216 can also be com-
posed of different segments or portions, such as the combi- 60
nation ol the soil of a baseball diamond and grass of the infield
and outlield or the stadium seating around the grass of a
soccer field.

The processed 1image 212 can have an image viewpoint
218. The image viewpoint 218 1s defined as the camera angle 65
of the image. For example, the image viewpoint 218 can be a
bird’s eye view, such as aerial view from an airplane, heli-

6

copter, or blimp, a high angle view, such as a view taken from
a crane or an elevated platform 1n a sports stadium, an eye
level view, or a low angle view.

In general, the processed 1mage 212 can have the image
view that 1s a perspective view. The perspective view 1s
defined as a type of the high angle viewpoint that presents
large areas of background, such as a stadium or announcer’s
view ol a soccer field or baseball field. The perspective view
also generally presents foreground objects as smaller objects
over the large areas of background, such as a soccer player or
baseball player on the playing field.

Referring now to FIG. 3, therein 1s shown an exemplary
block diagram of the display system 100. The display system
100 can include the first device 102, the communication path
104, and the second device 106. The first device 102 can send
information in a first device transmission 308 over the com-
munication path 104 to the second device 106. The second
device 106 can send information 1n a second device transmis-
s1on 310 over the communication path 104 to the first device
102.

For illustrative purposes, the display system 100 1s shown
with the first device 102 as a client device, although 1t 1s
understood that the display system 100 can have the first
device 102 as a different type of device. For example, the first
device 102 can be a server having a display interface.

Also for illustrative purposes, the display system 100 1s
shown with the second device 106 as a server, although 1t 1s
understood that the display system 100 can have the second
device 106 as a different type of device. For example, the
second device 106 can be a client device.

For brevity of description 1n this embodiment of the present
invention, the first device 102 will be described as a client
device and the second device 106 will be described as a server
device. The present invention 1s not limited to this selection
for the type of devices. The selection 1s an example of the
present 1nvention.

The first device 102 can include a first control unit 312, a
first storage unit 314, a first communication unit 316, and a
first user interface 318. The first control unit 312 can include
a first control interface 322. The first control unit 312 can
execute a first software 326 to provide the intelligence of the
display system 100.

The first control unit 312 can be implemented in a number
of different manners. For example, the first control unit 312
can be a processor, an application specific integrated circuit
(ASIC) an embedded processor, a microprocessor, a hard-
ware control logic, a hardware finite state machine (FSM), a
digital signal processor (DSP), or a combination thereof. The
first control interface 322 can be used for communication
between the first control unit 312 and other functional units in
the first device 102. The first control interface 322 can also be
used for communication that 1s external to the first device 102.

The first control interface 322 can receive information
from the other functional units or from external sources, or
can transmit information to the other functional units or to
external destinations. The external sources and the external
destinations refer to sources and destinations external to the
first device 102.

The first control interface 322 can be implemented 1n dif-
ferent ways and can include different implementations
depending on which functional units or external units are
being interfaced with the first control interface 322. For
example, the first control interface 322 can be implemented
with a pressure sensor, an mertial sensor, a microelectrome-
chanical system (MEMS), optical circuitry, waveguides,
wireless circuitry, wireline circuitry, or a combination
thereof.
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The first storage umit 314 can store the first software 326.
The first storage unit 314 can also store the relevant informa-
tion, such as data representing incoming 1mages, data repre-
senting previously presented 1mage, sound files, or a combi-
nation thereof.

The first storage unit 314 can be a volatile memory, a
nonvolatile memory, an internal memory, an external
memory, or a combination thereof. For example, the first
storage unit 314 can be a nonvolatile storage such as non-
volatile random access memory (NVRAM), Flash memory,
disk storage, or a volatile storage such as static random access
memory (SRAM).

The first storage unit 314 can include a first storage inter-
face 324. The first storage interface 324 can be used for
communication between and other functional units 1n the first
device 102. The first storage interface 324 can also be used for
communication that 1s external to the first device 102.

The first storage interface 324 can receive information
from the other functional units or from external sources, or
can transmit information to the other functional units or to
external destinations. The external sources and the external
destinations refer to sources and destinations external to the
first device 102.

The first storage interface 324 can include different imple-
mentations depending on which functional units or external
units are being interfaced with the first storage unit 314. The
first storage interface 324 can be implemented with technolo-
gies and techniques similar to the implementation of the first
control interface 322.

The first communication unit 316 can enable external com-
munication to and from the first device 102. For example, the
first communication unit 316 can permit the first device 102 to
communicate with the second device 106 of FIG. 1, an attach-
ment, such as a peripheral device or a computer desktop, and
the communication path 104.

The first communication unit 316 can also function as a
communication hub allowing the first device 102 to function
as part of the communication path 104 and not limited to be an
end point or terminal unit to the communication path 104. The
first communication unit 316 can include active and passive
components, such as microelectronics or an antenna, for
interaction with the communication path 104.

The first communication unit 316 can include a first com-
munication interface 328. The first communication interface
328 can be used for communication between the first com-
munication unit 316 and other functional units 1n the first
device 102. The first communication interface 328 can
receive mformation from the other functional units or can
transmit information to the other functional unaits.

The first communication interface 328 can include ditfer-
ent implementations depending on which functional units are
being interfaced with the first communication unit 316. The
first communication interface 328 can be implemented with
technologies and techniques similar to the implementation of
the first control interface 322.

The first user mterface 318 allows a user (not shown) to
interface and interact with the first device 102. The first user
interface 318 can include an 1mput device and an output
device. Examples of the input device of the first user interface
318 can include a keypad, a touchpad, soft-keys, a keyboard,
amicrophone, an infrared sensor for receiving remote signals,
or any combination thereof to provide data and communica-
tion inputs.

The first user interface 318 can include a first display
interface 330. The first display interface 330 can include a
display, a projector, a video screen, a speaker, or any combi-
nation thereof.
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The first control unit 312 can operate the first user interface
318 to display information generated by the display system
100. The first control unmit 312 can also execute the first
soltware 326 for the other functions of the display system
100. The first control unit 312 can further execute the first
soltware 326 for interaction with the communication path
104 via the first communication unit 316.

The second device 106 can be optimized for implementing,
the present mvention 1n a multiple device embodiment with
the first device 102. The second device 106 can provide the
additional or higher performance processing power com-
pared to the first device 102. The second device 106 can
include a second control unit 334, a second communication
unit 336, and a second user interface 338.

The second user interface 338 allows a user (not shown) to
interface and interact with the second device 106. The second
user mterface 338 can include an mput device and an output
device. Examples of the mput device of the second user
interface 338 can include a keypad, a touchpad, soft-keys, a
keyboard, a microphone, or any combination thereot to pro-
vide data and communication inputs. Examples of the output
device of the second user interface 338 can include a second
display interface 340. The second display interface 340 can
include a display, a projector, a video screen, a speaker, or any
combination thereof.

The second control unit 334 can execute a second software
342 to provide the intelligence of the second device 106 of the
display system 100. The second software 342 can operate 1n
conjunction with the first software 326. The second control
unit 334 can provide additional performance compared to the
first control umit 312.

The second control unit 334 can operate the second user
interface 338 to display information. The second control unit
334 can also execute the second software 342 for the other
functions of the display system 100, including operating the
second communication unit 336 to communicate with the first
device 102 over the communication path 104.

The second control unit 334 can be implemented 1n a
number of different manners. For example, the second control
unit 334 can be a processor, an embedded processor, a micro-
processor, a hardware control logic, a hardware finite state
machine (FSM), a digital signal processor (DSP), or a com-
bination thereof.

The second control unit 334 can include a second control-
ler mnterface 344. The second controller interface 344 can be
used for communication between the second control unit 334
and other functional units 1 the second device 106. The
second controller interface 344 can also be used for commu-
nication that 1s external to the second device 106.

The second controller interface 344 can recerve informa-
tion from the other functional units or from external sources,
or can transmit information to the other functional units or to
external destinations. The external sources and the external
destinations refer to sources and destinations external to the
second device 106.

The second controller interface 344 can be implemented 1n
different ways and can include different implementations
depending on which functional units or external units are
being interfaced with the second controller interface 344. For
example, the second controller interface 344 can be 1mple-
mented with a pressure sensor, an inertial sensor, a microelec-
tromechanical system (MEMS), optical circuitry,
waveguides, wireless circuitry, wireline circuitry, or a com-
bination thereof.

A second storage unit 346 can store the second software
342. The second storage unit 346 can also store the such as
data representing incoming images, data representing previ-
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ously presented image, sound files, or a combination thereof.
The second storage unit 346 can be sized to provide the
additional storage capacity to supplement the first storage
unit 314.

For 1illustrative purposes, the second storage unit 346 1s
shown as a single element, although 1t 1s understood that the
second storage unit 346 can be a distribution of storage ele-
ments. Also for i1llustrative purposes, the display system 100
1s shown with the second storage unit 346 as a single hierar-
chy storage system, although 1t 1s understood that the display
system 100 can have the second storage unit 346 1n a different
configuration. For example, the second storage unit 346 can
be formed with different storage technologies forming a
memory hierarchal system including different levels of cach-
Ing, main memory, rotating media, or oii-line storage.

The second storage unit 346 can be a volatile memory, a
nonvolatile memory, an internal memory, an external
memory, or a combination thereof. For example, the second
storage unit 346 can be a nonvolatile storage such as non-
volatile random access memory (NVRAM), Flash memory,
disk storage, or a volatile storage such as static random access
memory (SRAM).

The second storage unit 346 can include a second storage
interface 348. The second storage interface 348 can be used
for communication between other functional units 1n the sec-
ond device 106. The second storage interface 348 can also be
used for communication that 1s external to the second device
106.

The second storage interface 348 can recerve iformation
from the other functional units or from external sources, or
can transmit information to the other functional units or to
external destinations. The external sources and the external
destinations refer to sources and destinations external to the
second device 106.

The second storage interface 348 can include different
implementations depending on which functional units or
external units are being interfaced with the second storage
unit 346. The second storage interface 348 can be 1mple-
mented with technologies and techniques similar to the
implementation of the second controller interface 344.

The second communication unit 336 can enable external
communication to and from the second device 106. For
example, the second communication unit 336 can permit the
second device 106 to communicate with the first device 102
over the communication path 104.

The second commumnication unit 336 can also function as a
communication hub allowing the second device 106 to func-
tion as part of the communication path 104 and not limited to
be an end point or terminal unit to the communication path
104. The second communication unit 336 can include active
and passive components, such as microelectronics or an
antenna, for interaction with the communication path 104.

The second communication unit 336 can include a second
communication interface 350. The second communication
interface 350 can be used for communication between the
second communication unit 336 and other functional units 1n
the second device 106. The second communication interface
350 can receive information from the other functional units or
can transmit information to the other functional units.

The second communication interface 350 can include dit-
ferent implementations depending on which functional units
are being interfaced with the second communication unit 336.
The second communication interface 350 can be imple-
mented with technologies and techniques similar to the
implementation of the second controller interface 344.

The first communication unit 316 can couple with the
communication path 104 to send information to the second
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device 106 1n the first device transmission 308. The second
device 106 can receive information in the second communi-
cation unit 336 from the first device transmission 308 of the
communication path 104.

The second commumnication unit 336 can couple with the
communication path 104 to send information to the first
device 102 1n the second device transmission 310. The first
device 102 can recerve information 1n the first communica-
tion unit 316 from the second device transmission 310 of the

communication path 104. The display system 100 can be
executed by the first control unit 312, the second control unit
334, or a combination thereof.

For 1llustrative purposes, the second device 106 1s shown
with the partition having the second user interface 338, the
second storage unit 346, the second control unit 334, and the
second communication unit 336, although 1t 1s understood
that the second device 106 can have a different partition. For
example, the second software 342 can be partitioned differ-
ently such that some or all of its function can be 1n the second
control unit 334 and the second communication unit 336.
Also, the second device 106 can include other functional unaits
not shown 1n FIG. 3 for clarity.

The functional units 1n the first device 102 can work 1ndi-
vidually and independently of the other functional units. The
first device 102 can work individually and independently
from the second device 106 and the communication path 104.

The functional units 1n the second device 106 can work
individually and independently of the other functional units.
The second device 106 can work individually and indepen-
dently from the first device 102 and the communication path
104.

For illustrative purposes, the display system 100 1s
described by operation of the first device 102 and the second
device 106. It 1s understood that the first device 102 and the
second device 106 can operate any of the modules and func-
tions of the display system 100.

Referring now to FIG. 4, therein 1s shown a control tlow of
the display system 100. The display system 100 an include
input 1mage 424. The input image 424 1s defined as an 1mage
received by the first device 102 for displaying on the display
interface 210 of FIG. 2. The mput image 424 can include
input pixels 426, which are defined as the imndividual pixels
used to generate the input image 424, which can be converted
to the processed 1image 212 of FIG. 2.

The mput pixels 426 can have a pixel value 428. The pixel
value 428 1s defined as a value that represents information
describing the color of a pixel. For example, the pixel value
428 can be a set of coordinates that represent a specific color
in a color space.

The color space 1s defined as a metric that can be used to
describe a specific color. The color space can be represented
by aYUYV color space. The Y component can determine the
luminance or brightness of the colors 1n an 1image, where low
Y values correspond to low brightness and high Y values
correspond to high brightness. The U and the V components
can determine the chrominance or color of an 1mage. For
example, the U component can be a measure of the blue
component of the image and the V component can be a mea-
sure of the red component of the image.

As an example, the U and V chrominance components can
be measured along an x-axis and a y-axis of the color space.
As a further example, the V component can be measured
along the y-axis and the U component can be measured along
the x-axis.

The pixel value 428 can describe the color of the input pixel
428 based on 1ts coordinates 1n the color space. For example,




US 8,933,927 B2

11

the pixel value 428 of (x1, y1) can represent a specific shade
of green, while the pixel value 428 of (x2, y2) can represent a
specific shade of red.

The display system 100 can include a histogram module
430. The histogram module 430 1s for generating a chart or
graph of the distribution of values associated with pixels from
an 1mage. The histogram module 430 can generate an 1mput
histogram 432 from the pixel value 428 of the mput image
424.

The input histogram 432 1s defined as a two dimensional
histogram of the colors represented in an 1mage. The input
histogram 432 can represent the frequency of a particular
color 1in mput 1image 424. For example, 11 a large number of
the input pixels 426 have the pixel value 428 representing a
shade of green, then the shade of green can have a high
frequency. The mput histogram 432 can be generated by
summing the total number of the input pixels 426 correspond-
ing to a color i the YUV color space according to the pixel
value 428.

The display system 100 can include a semantic assignment
module 434. The semantic assignment module 434 1s for
identifying local maxima in a histogram representing an
image, classifying the local maxima, and classifying the
remaining pixels 1 the image based on the classified local
maxima. Each of these functions will be discussed 1n greater
detail below.

The display system 100 can include a background detec-
tionmodule 436. The background detection module 436 1s for
determining whether pixels 1n an 1mage constitute a back-
ground 1n an 1image based on the total numbers of specified
pixel and the density of the specified pixel. Each of these
tunctions will be discussed 1n greater detail below.

The display system 100 can include a foreground detection
module 438. The foreground detection module 438 1s for
detecting objects over the background 1n an image by deter-
mimng 11 a group of pixels 1s surrounded by a background of
pixels or if a group of pixels 1s small 1n quantity relative to the
background of pixels. Each of these functions will be dis-
cussed 1n greater detail below.

The display system 100 can include a depth map module
440. The depth map module 440 1s for determining if an
image provides a specified view and, 1f a specified view 1s
detected, generating a map of background and foreground
objects 1n an 1mage. Each of these functions will be discussed
in greater detail below.

The depth map module 440 can generate a depth map 442.
The depth map 442 1s defined as a map that represents the
depth information for each of the pixels in an 1mage.

The display system 100 can include an 1image display mod-
ule 444. The image display module 444 1s defined as applying,
depth information to an input image to generate the processed
image 212 for display on a device. The image display module
444 can covert the mput 1mage 424 to the processed 1image
212. The image display module 444 can apply the depth map
442 to the pixels 1n the mnput image 424 to generate the
processed 1mage 212 for display on the first device 102 of
FIG. 1.

The display system 100 can be implemented on the first
device 102, on the second device 106 of FI1G. 1, or partitioned
between the first device 102 and the second device 106. For
example, the second device 106 can transmait the input image
424 through the communication path 104 of FIG. 3 as the
second device transmission 310 of FIG. 3. The first device
102 can recerve the mput image 424 with the first communi-
cation unit 316 of FIG. 3. The first communication interface
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328 of FIG. 3 can transmit the input image 424 to the first
storage unit 314 of FI1G. 3 or the first control unit 312 of FIG.
3.

The first software 326 of FI1G. 3 or the first control unit 312
can execute the histogram module 430, the semantic assign-
ment module 434, the background detection module 436, the
foreground detection module 438, the depth map module 440,
and the 1mage display module 444.

The first control interface 322 or the first storage interface

324 can transmit the processed image 212 to the first display
interface 330 of FIG. 3. The first display interface 330 can

receive and display the processed image 212.

The display system 100 describes the module functions or
order as an example. The modules can be partitioned differ-
ently. For example, the second software 342 can include
histogram module 430. Each of the modules can operate
individually and independently of the other modules.

Furthermore, data generated 1n one module can be used by
another module without being directly coupled to each other.
For example, the semantic assignment module 434 can
receive the pixel value 428.

Referring now to FIG. 5, therein 1s shown a view of the
semantic assignment module 434. The semantic assignment
module 434 can include a peak identification module 550.
The peak identification module 550 1s for identifying peaks 1n
a histogram. The peak identification module 550 can 1dentity
input peaks 552.

The mput peaks 5352 are defined as local maxima 1n the
input histogram 432. The local maxima are defined as the
colors 1 the YUV color space that occur with the highest
frequency. The mput peaks 552 can correspond with a par-
ticular one of the pixel value 428 1n the input 1image 424.

The peak 1dentification module 550 can identify the input
peaks 552 as local maxima 1n the input histogram 432. As a
specific example, the peak 1dentification 550 can 1dentify up
to eight local maxima as the input peaks 552.

The semantic assignment module 434 can include a peak
classification module 354. The peak classification module
5354 1s for classitying local maxima in a histogram. The peak
classification module 554 can classity the mnput peaks 552
according to the pixel information 556.

The pixel information 556 1s defined as information i1den-
tifying the type or nature of object represented by the input
peaks 552 or the mnput pixels 426 1n an 1mage. The mput peaks
552 and the input pixels 426 can include the pixel information
556. The pixel mformation 556 can be associated with a
semantic category 558.

The semantic category 3558 1s defined as a category of
physical materials or objects that represents are represented
in an 1mage. The semantic category 538 can be set for a
predefined number of different materials or objects. For
example, the semantic category 558 can represent objects or
materials, such as grass, water, soil, wood, concrete, or skin.
As afurther example, the semantic category 558 can represent
objects associated with an input background 560 in the input
image 424.

The mput background 560 1s defined as a group of pixels
that represent background areas of an 1mage. For example, the
input background 3560 can represent the processed back-
ground 216 in the input image, such as areas of grass on sports
playing field, water in an ocean, or the sky.

The semantic category 338 can have a semantic value 562.
The semantic value 562 1s defined as a value associated with
an object or material represented 1n an 1mage. For example,
the semantic value 562 can be based on the color associated
with a particular object or materal.
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The peak classification module 554 can classily the input
peaks 552 by comparing the pixel value 428 corresponding to
one of the mput peaks 552 to the semantic value 562 of the
semantic category 538. The peak classification module 554
can assign the pixel information 556 for each of the mput
peaks 552 corresponding to the semantic category 558.

If the pixel value 428 of the input peaks 352 match the
semantic value 562 of one of the semantic category 558, the
pixel information 556 of the input peaks 552 can be classified
as the semantic category 358 corresponding to the semantic
value 562. For example, the input peaks 552 having the pixel
value 428 corresponding with the semantic value 562 of grass
can have the pixel information 556 of grass.

Conversely, 11 the pixel value 428 of one of the input peaks
552 does not match the semantic value 562 of one of the
semantic category 558, the pixel classification module 554
can classity the pixel information 556 as “miscellaneous™
(misc). The semantic category 558 of misc means that the
input pixels 426 do not match any of the pre-defined catego-
ries ol the semantic category 558.

The semantic assignment module 434 can include a pixel
classification module 564. The pixel classification module
564 1s for assigning semantic information to the pixels 1n an
image. The pixel classification module 564 can classity the
input pixels 426 by associating the mput pixels 426 and the
input peaks 552 with a classification threshold 566.

The classification threshold 566 1s defined as used to deter-
mine 1f one value 1s associated or within a common grouping,
as another value. The classification threshold 566 can be
determined heuristically through 1iterative or recursive meth-
ods.

As a basic example, when comparing one of the input
pixels 426 to one of the mput peaks 532, i1 the difference 1s
greater than the classification threshold 566 the two are not
related or associated. Conversely, 1 the difference between
one of the mput pixels 426 and one of the mput peaks 352 1s
less than the classification threshold 566, then the two can be
considered related or associated with one another.

The pixel classification module 564 can use the classifica-
tion threshold 566 to group one or more of the 1nput pixels
426 with the input peaks 552 based on the pixel value 428. For
example, the pixel classification module 564 can calculate the
Euclidean distance between the pixel value 428 of one of the
input pixels 426 and the pixel value 428 of each of the input
peaks 552.

The pixel classification module 564 can associate the input
pixels 426 and the mput peaks 552 having the shortest Euclid-
1an distance that 1s below the classification threshold 566.

If the input pixels 426 are associated with one of the input
peaks 552, then the input pixels 426 will be classified as
having the pixel information 556 that i1s the same as the
associated one of the imnput peaks 552. Conversely, 11 the pixel
classification module 564 calculates the Euclidean distance
between one of the input pixels 426 and the input peaks 552
as greater than the classification threshold 566, then the pixel
classification module 564 can classily the pixel information
556 for the mput pixels 426 being classified as “misc.”

As a specific example, 1n the case with the input peaks 552
have the pixel information 356 of “grass™, “sea”, “sky”, and
“skin”, the pixel classification module 564 can compare each
of the mput pixels 426 with each of the input peaks 352. If the
classification threshold 566 1s 20, and the pixel classification
module 564 calculates the Euclidean distance between one of
the mput pixels 426 and the mput peaks 552 representing,
“orass,” “sea,” “sky,” and “skin” as 16,32, 29, and 18, respec-
tively, the pixel classification module 564 can classity the
pixel information 556 as “grass.” This 1s because the Euclid-
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1an distance between the input pixels 426 being classified and
the input peaks 552 representing “grass” 1s below the classi-
fication threshold 566 and lower in value compared to the
input peaks 552 representing “skin” which 1s also below the
classification threshold 566.

For 1illustrative purposes, the pixel classification module
564 can perform statistical analysis based on the Fuclidian
distance, although 1t 1s understood that the classification mod-
ule can use other methods. For example, the pixel classifica-
tion module 564 can utilize a Mahalanobis distance or clus-
tering algorithms.

The display system 100 can be implemented on the first
device 102 of FIG. 1, on the second device 106 of FIG. 1, or
partitioned between the first device 102 and the second device
106. For example, the first storage unit 314 of FIG. 3 or the
first control unit 312 of FIG. 3 can store the peak 1dentifica-
tion module 550, the peak classification module 554, or the
pixel classification module 564.

The display system 100 describes the module functions or
order as an example. The modules can be partitioned differ-
ently. For example, first control unit 312 can store and execute
the peak 1dentification module 550 and the first storage unit
314 can store the peak classification module 554. Each of the
modules can operate individually and independently of the
other modules.

Furthermore, data generated 1n one module can be used by
another module without being directly coupled to each other.
For example, the pixel classification module 564 can recerve
the pixel value 428.

Referring now to FIG. 6, therein 1s shown an example of a
portion of the mput image 424. The portion of the input image
424 depicts a pixel block 602 of the mput pixels 426. The
words 1nside each of the pixels represent the pixel informa-
tion 556 for each of the input pixels 426. The numbers along
the bottom of the pixel block 602 represents the pixel column
and the numbers along the left side of the pixel block 602
represents the pixel row. The semantic assignment module
434 of F1G. 4 can assign each of the mnput pixels 426 the pixel
information 556.

For illustrative purposes, the pixel block 602 show a major-
ity of the input pixels 426 with the pixel information 556 as
“orass’ and a small cluster of pixels in columns 3-5 and rows
3-6 with the pixel information 356 as “misc” although 1t 1s
understood that the distribution and arrangement of the input
pixels 426 having different one of the pixel information 556.
For example, the majority of the mput pixels 426 1n the pixel
block 602 can have the pixel information 356 of “sky” or
“so1l.”

Referring now to FIG. 7, therein 1s shown a view of the
background detection module 436. The background detection
module 436 can detect input background pixels 770 with the
pixel information 556. The mput background pixels 770 are
defined as the pixels representing the input background 560.

The background detection module 436 can determine 11 a
number of the mput pixels 426 are the imput background
pixels 770 with a background ratio module 772 and a pixel
density module 774. The background ratio module 772 1s for
determining the ratio of pixels having the same or similar
semantic information. The background ratio module 772 can
calculate a background ratio 776 based on the pixel informa-
tion 556 and a ratio threshold 778. The background ratio 776
1s defined as the ratio of pixels representing a background to
the total number of pixels 1n animage. The ratio threshold 778
1s defined as a value to determine 11 a ratio of pixels 1s suili-
cient to constitute a background.

The background ratio module 772 can calculate the back-
ground ratio 776 by summing the number of the mnput pixels




US 8,933,927 B2

15

426 having the same one of the pixel information 556 divided
by the total number of the input pixels 426 in the input image
424. The background ratio module 772 can calculate the
background ratio 776 for each of the pixel information 556 in
the input 1mage 424. For example, for the input pixels 426
having a specific one of the pixel information, if the back-
ground ratio 776 1s greater than the ratio threshold 778, then
the background ratio module 772 can determine that enough
of the mput pixels 426 exist to constitute the input back-
ground pixels 770. In general, the input pixels 426 having the
highest one of the background ratio 776 above the ratio
threshold 778 constitutes the mput background pixels 770. As
a specific example, the background ratio 776 can be 78%.

The functionality of the background ratio module 772 can
be 1llustrated with FIG. 6. For example, the background ratio
module 772 can calculate the background ratio 776 for the
forty-nine of the input pixels 426 1n the pixel block 602. The
pixel block 602 contains the mput pixels 426 having the pixel
information 556 of “grass™ and the input pixels 426 having
the pixel information 556 of “misc.” The background ratio
module 772 can determine that there are forty-one of the input
pixels 426 with the pixel information 556 of “grass,” thus the
background ratio 776 1s be forty-one to forty-nine, or approxi-
mately 0.84. Similarly, the background ratio module 772
would determine that there are eight of the input pixels 426
with the pixel information 556 of “misc”, thus the back-
ground ratio 776 would be eight to forty-nine, or approxi-
mately 0.16. As an example, 11 the ratio threshold 778 1s 0.80,
then the background ratio module 772 can determine that the
input pixels 426 having the pixel information 556 of “grass”
constitutes enough of the mnput pixels 426 to be the input
background pixels 770.

The pixel density module 774 1s for determining whether
pixels associated with a specific semantic information have
suificient density to constitute the background of an 1image.
The pixel density module 774 can determine 1f the nput
pixels 426 having a specific one of the pixel information 556
constitute the input background pixels 770 based on a density
threshold 780 and a pixel density 782.

The density threshold 780 1s defined as a value to determine
if a density of a group of pixels 1s sullicient to constitute a
background. The pixel density threshold 780 can be deter-
mined heuristically through iterative or recursive methods.

The pixel density 782 1s defined as a ratio of the total
number of pixels having the same semantic information to the

number of istances pixels having the same semantic infor-

mation are adjacent to pixels having different semantic infor-
mation. The pixel density module 774 can calculate the pixel
density 782 by dividing the total number of the mnput pixels
426 having the same one of the pixel information 556 by a
semantic buffer 786. The semantic buifer 786 1s the total
number of 1nstances pixels having specific semantic informa-
tion 1s adjacent to pixels having different semantic informa-
tion.

The pixel density module 774 can include a buffer sum
module 784. The builer sum module 784 1s for tracking the
change 1n properties from one pixel to another pixel. The
buffer sum module 784 can calculate the semantic butier 786
by summing up a semantic change 788 for each of the input
pixels 426.

The semantic change 788 1s defined as the change in the
semantic information between one pixel and another adjacent
pixel. For example, a first one of the input pixels 426 can have
the pixel information 556 of “grass” while a second adjacent
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corresponding to “soi1l.” The semantic change 788 between
the first one of the mput pixels 426 and the second one of the
input pixels 426 1s one.

On a two dimensional plane, each of the input pixels 426
can have the semantic change 788 of up to four. The mput
pixels 426 having a square shape can share a border or side
with four other of the input pixels 426, with the exception of
the input pixels 426 along the edge or at the corner of the input
image 424. More specifically, one of the mnput pixels 426 can
share a side with another one of the mput pixels 426 above,
below, to the left, and to the right. Each of the input pixels 426
can be adjacent to as many as four of the input pixels 426 with
different ones of the pixel information 356. Similarly, the
input pixels 426 that are located along the edge can have the
semantic change 788 of up to three and the input pixels 426
located at the comners of the input image 424 can have a
semantic change of up to two.

The buffer sum module 784 can calculate the semantic
butiler 786 for each of the pixel information 356 present 1in the
input image 424. For example, 11 the peak classification mod-
ule 554 of FIG. 5 identifies the input peaks 5352 of FIG. 5
having the pixel information 556 of “grass,” “soi1l,” and
“misc,” the pixel density module 774 can calculate the seman-
tic butler 786 corresponding to “grass,” “so1l,” and “misc.”

The buifer sum module 784 can check each of the input
pixels 426 to determine the semantic change 788 for each of
the pixel information 556. The builer sum module 784 can
increase the value of the semantic butfer 786 each time the
buifer sum module 784 detects the semantic change 788 for
one of the mput pixels 426 having a specific one of the pixel
information 3556.

After the buffer sum module 784 calculates the semantic
builer 786, the pixel density module 774 can determine the
pixel density 782 by dividing the total number of the input
pixels 426 having the same one of the pixel information 556
by the corresponding one of the semantic buffer 786. 11 the
pixel density 782 1s greater than the density threshold 780,
then the pixel density module 774 can determine that the input
pixels 426 of a specific one of the pixel information 556 1s
suificient to constitute the mput background pixels 770. In
general, the mput pixels 426 having the highest one of the
pixel density 782 above the density threshold 780 constitutes
the input background pixels 770.

The functionality of the pixel density module 774 and the
buffer sum module 784 can be illustrated by FIG. 6. For
example, 1n the pixel block 602, the builer sum module 784
can calculate the semantic buffer 786 for the pixel informa-
tion 556 of “grass” and “misc”, respectively. The buller sum
module 784 can scan each row of the input pixels 426 to check
for the semantic change 788. For example, the buffer sum
module 784 can scan the first row and increase the semantic
butter 786 for the pixel information 556 of grass to one since
the input pixels 426 at (3, 1) has the semantic change 788 with
the input pixels 426 above at (3, 2).

Similarly, the buffer sum module 784 can scan the second
row and increase the semantic butfer 786 for the pixel infor-
mation 556 of grass by three, to a total of four. This 1s because
the input pixels 426 at (2, 2) has the semantic change 788 with
the mput pixels 426 to the right at (3, 2), the input pixels 426
at (4, 2) also has the semantic change 788 with the (3, 2) to the
lett and above at (4, 3). The buffer sum module 784 can repeat
the scan for each of the rows for the semantic change 788 in
the pixel block 602 to calculate the semantic butler 786 the
pixel mnformation 556 of “grass” as fourteen.

Further, the pixel density module 774 can calculate the
pixel density 782 for the mput pixels 426 having the pixel
information 556 of “grass™ as approximately 2.9, or forty-one
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divided by fourteen. As an example, 1f the density threshold
780 1s 2.5, then the pixel density module 774 can determine
that the mput pixels 426 having the pixel information 556 of
“orass’” are sullicient to constitute the mput background pix-
els 770.

The background detection module 436 can determine 1f the
input pixels 426 having the pixel information 556 matching
one of the semantic category 358 are the mput background
pixels 770. If the background ratio module 772 determines
that the background ratio 776 1s greater than the ratio thresh-
old 778 and the pixel density module 774 determines that the
pixel density 782 1s greater than the density threshold 780,
then the background detection module 436 can determine that
the input pixels 426 corresponding with one of the semantic
category 538 are the input background pixels 770.

In general, the input pixels 426 having both the highest one
of the background ratio 776 and the highest one of the pixel
density 782 will be determined as the input background pixels
770. However, 1n some cases, the input background pixels
770 can be include different segments or portions the mput
pixels 426 having different ones of the pixel information 556.
For example, the input pixels 426 representing the combina-
tion of the soi1l of a baseball diamond and grass of the infield
and outfield or the stadium seating around the grass of a
soccer field can be represented by the input background pixels
770.

Alternatively, the pixel density module 774 can determine
whether input pixels 426 associated with a specific one of the
pixel information 556 constitute the input background pixels
770 when the pixel density 782 for the mput pixels 426 i1s
within a density range 750.

The density range 750 1s defined as a range of the pixel
density 782 corresponding to a semantic reliability 752. The
semantic reliability 752 1s defined as a measure of the accu-
racy of segmenting or grouping pixels in an image based on
the difference in semantic information. The semantic reliabil-
ity can be a function of the pixel density 782.

In general, the semantic reliability 752 can increase with
increasing values of the pixel density 782 until the semantic
reliability 752 reaches a reliability maximum 7354 then
decrease 1n with increasing values of the pixel density 782
after the reliability maximum 754. The reliability maximum
754 1s defined as the maximum value of the semantic reliabil-
ity 752 for the input 1mage 424.

The relationship between the semantic reliability 752 and
the pixel density 782 can be 1llustrated in a reliability chart
756 with a reliability curve 758. The x-axis of the reliability
chart 756 can represent the measure of pixel density 782 and
the y-axis can represent the measure of semantic reliability
752.

The reliability curve 758 can increase from the semantic
reliability 752 having a value of zero to the reliability maxi-
mum 754. The reliability maximum 754 can be the maximum
value of the semantic reliability 752, as 1llustrated by the peak
of the reliability curve 758. As an example, the rehability
maximum 734 can correspond to a value of the pixel density
782 that 1s equivalent to a fraction of the total number of input
pixels 426 1n the width of the input image 424, as depicted by
point Al along the x-axis. As a specific example, the fraction
can be the total number of pixels of the processed foreground
object 214, or pixels associated with the processed fore-
ground object 214, divided by the total number of input pixels
426 1n the width of the input 1mage 424.

The reliability curve 7358 can decrease after the reliability
maximum 754 to the semantic reliability 752 having a value
of zero. As an example, reliability curve 752 can the semantic
reliability 752 having a value of zero at a value of the pixel
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density 782 that 1s equivalent to three times a fraction of the
total number of mput pixels 426 1n the width of the mnput
image 424, as depicted by point A2 along the x-axis. As a
specific example, the fraction can be the total number of
pixels of the processed foreground object 214, or pixels asso-
ciated with the processed foreground object 214, divided by
the total number of mput pixels 426 1n the width of the input
image 424.

The density range 750 can be the values of the pixel density
782 that are equal to or between the pixel density 782 corre-
sponding to half the value of the reliability maximum 754
along the reliability curve 758, as depicted by the points “X1”
and “X2” along the x-axis. The halt value of the rehability
maximum 754 1s depicted on the reliability chart 756 by the
point “Y1” and the dashed line. The pixel density module 774
can determine the input pixels 426 having a specific one of the
pixel mformation 556 as the input background pixels 770
when the pixel density 782 for the mput pixels 426 1s within
the density range 750.

It has been discovered that the present invention provides
the display system 100 with improved detection of the input
background pixels 770. The background detection module
436 can more accurately determine the input pixels 426 as the
input background pixels 770 with the background ratio mod-
ule 772 and the pixel density module 774 by using the pixel
information 556 to distinguish between the input pixels 426
that represent the input background 560 and those that do not
represent the input background 560, thus providing improved
detection of the mput background pixels 770.

The display system 100 can be implemented on the first
device 102 of FIG. 1, on the second device 106 of FIG. 1, or
partitioned between the first device 102 and the second device
106. For example, the first software 326 of FIG. 3 or the first
control unit 312 of FIG. 3 can execute the background ratio
module 772 and the pixel density module 774.

The display system 100 describes the module functions or
order as an example. The modules can be partitioned differ-
ently. Each of the modules can operate individually and 1inde-
pendently of the other modules. Furthermore, data generated
in one module can be used by another module without being
directly coupled to each other.

Referring now to FIG. 8, therein 1s shown a view of the
foreground detection module 438. The foreground detection
module 438 can 1dentily input foreground pixels 802 over the
input background 560 of the input image 424 using a back-
ground frame module 804, a foreground ratio module 806, or
a combination thereof.

The mnput foreground pixels 802 are defined as a group of
pixels that represent an object over a background of an image.
The mput foreground pixels 802 can represent an input fore-
ground object 814. The mput foreground object 814 can rep-
resent objects that move over the background, human being,
such as a soccer player or baseball player, vehicles such as an
automobile or motorcycle, or animals, such as a horse or a
dog. The foreground detection module 438 can 1dentity the
input foreground pixels 802 from the input pixels 426 with the
input background pixels 770.

The input foreground pixels 802 can be a group of the input
pixels 426 having the pixel information 356 of “misc.” In
general, the mput foreground pixels 802 can be partially or
completely surrounded by the input background pixels 770 of
FIG. 7. As a specific example, the input foreground pixels 802
can be a group of the iput pixels 426 that represent an image
of a soccer player and the input background pixels 770 can
represent grass on a playing field.

The background frame module 804 1s for determining
whether an object 1s framed or surrounded by a background.
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The background frame module 804 can segment the 1nput
background pixels 770 in the input 1image 424 1nto a back-
ground frame 808. The background frame 808 1s a group or
block of the input background pixels 770. The background
frame 808 can be a predetermined number of the mnput back-
ground pixels 770 having a specific frame shape, such as a
square block of the mput background pixels 770, or can
constitute the entire body of the input background pixels 770.

The background frame module 804 can search the back-
ground frame 808 for the input foreground pixels 802. The
background frame module 804 can search within the back-
ground frame 808 for the input pixels 426 or a group of the
input pixels 426 having the pixel information 556 of “misc.”
I the background frame module 804 determines that the input
pixels 426 corresponding to “misc” are surrounded by the
input background pixels 770, the background frame module
804 can 1dentily the input pixels 426 corresponding to “misc”
as the mput foreground pixels 802.

The functionality of the background frame module 804 can
be illustrated by FIG. 6. For example, assume the background
detection module 436 of FIG. 7 determined the input back-
ground pixels 770 as the mput pixels 426 having the pixel
information 556 of “grass.” The background frame module
804 can segment a block of the input background pixels 770
according to the pixel block 602. The background frame
module 804 can search within the pixel block 602 can identify
all of the input pixels 426 having the pixel information 556 of
“misc’” and determine that the group of the mput pixels 426
are surrounded by the input background pixels 770. Thus, the
background frame module 804 would determine that the
group of the input pixels 426 1s the mput foreground object
814.

Alternatively, the foreground detection module 438 can
utilize the foreground ratio module 806 to 1dentity the input
toreground pixels 802. The foreground ratio module 806 is
for determining whether a particular group of pixels within a
background of an image 1s small relative to the number of
pixels 1n the background. The foreground ratio module 806
can determine 11 a group of the input pixels 426 constitute the
input foreground pixels 802 based on a foreground ratio 810
and a foreground threshold 812.

The foreground ratio 810 1s defined as a ratio of pixels with
the same semantic information to the total number of pixels in
a background. The foreground ratio 810 can be calculated as
the number of the mput pixels 426 having the pixel informa-
tion 556 corresponding to a semantic category of “misc”
within the mput background pixels 770 divided by the total
number of the input background pixels 770.

The foreground threshold 812 1s defined as a value to
determine if a group of pixels is sulliciently small relative to
a background to constitute an object 1n the foreground of an
image. If the foreground ratio 810 1s below than the fore-
ground threshold 812, then the foreground ratio module 806
can 1dentify the input pixels 426 corresponding to “misc’ as
the mput foreground pixels 802. For example, the foreground
threshold 812 can be determined based on the number of the
input pixels 426 corresponding to “misc” 1n the height and
width dimension.

The functionality of the foreground ratio module 806 can
be illustrated by FIG. 6. For example, assume the background
detection module 436 determined the mput background pix-
els 770 as the input pixels 426 having the pixel information
556 of “grass.” The foreground ratio module 806 can search
within the pixel block 602 and sum all of the 1nput pixels 426
having the pixel information 356 of “maisc” for a total of eight
of the mput pixels 426. The foreground ratio module 806 can
calculate the foreground ratio 810 of eight to forty-one, or

10

15

20

25

30

35

40

45

50

55

60

65

20

approximately 0.193. If the foreground threshold 812 1s 0.2,
then the input pixels 426 having the pixel information 556 of
“misc” can be the input foreground pixels 802.

It has been discovered that the present invention provides
the display system 100 with improved detection of the input
foreground pixels 802. The foreground detection module 438
can accurately determine the mnput pixels 426 as the mput
foreground object 814 with the background frame module
804 and the foreground ratio module 806. The pixel informa-
tion 556 can be used to distinguish between the input pixels
426 that represent the mput background 560 and those that
represent the mput foreground object 814, thus providing
improved detection of the mput foreground pixels 802.

The display system 100 can be implemented on the first

device 102 of FIG. 1, on the second device 106 of FIG. 1, or

partitioned between the first device 102 and the second device
106. For example, the first storage unit 314 of FIG. 3 or the
first control unit 312 of FI1G. 3 can store the background frame
module 804 or the foreground ratio module 806.

The display system 100 describes the module functions or
order as an example. The modules can be partitioned differ-
ently. For example, first control unit 312 can store and execute
the background frame module 804 and the first storage unit
314 can store the foreground ratio module 806. Each of the
modules can operate individually and independently of the
other modules. Furthermore, data generated 1in one module
can be used by another module without being directly
coupled to each other.

Referring now to FIG. 9, therein 1s shown a view of the
depth map module 440. The depth map module 440 can
include a view detection module 919. The view detection
module 919 1s for determining 11 an 1mage provides a specific
viewpolint or camera angle. The view detection module 919
can determine the image viewpoint 218 of the mput image
424.

The image viewpoint 218 can be determined by analysis of
the input image 424. For example, view detection module can
determine 11 the image viewpoint 218 is the perspective view.
As a specific example the view detection module 919 as the
perspective view 1f can determine 1f a large number of the
input background pixels 770 have the same one of the pixel
information 556 of if the number of the mput foreground
pixels 802 1s small compared to the input background pixels
770. Alternatively, the 1mage viewpoint 218 can be provided
by the second device 106.

The depth map module 440 can assign a pixel depth 924 to
the mput background pixels 770 and the mput foreground
pixels 802. The pixel depth 924 1s defined as a measure of the
percerved distance or perceived depth of an object or back-
ground. For example, 1f a first one of the input pixels 426 has
the pixel depth 924 that 1s greater than that of a second one of
the mput pixels 426, then the first one of the input pixels 426
can appear closer that the second one of the input pixels 426.

The depth map module 440 can assign the pixel depth 924
to the 1input pixels 426 based on the image viewpoint 218. IT
the view detection module 919 determines that the image
viewpoint 218 1s the perspective view, then the depth map
module 440 can generate the depth map 442 for the input
image 424 with a background depth module 920 and an object
depth module 922.

The depth map module 440 can include a background
depth module 920. The background depth module 920 1s for
assigning depth to the background of an 1mage. The back-
ground depth module 920 can assign each of the input back-
ground pixels 770 1in the same row 1dentical values of the pixel
depth 924 to generate processed background pixels 926.
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The processed background pixels 926 are defined as the
input background pixels 770 with assigned values of the pixel
depth 924. The processed background pixels 926 can have the
perceived depth. The processed background pixels 926 can
represent the processed background 216 of FIG. 2.

The background depth module 920 can increase the value
of the pixel depth 924 at a constant rate. For example, the
background depth module 920 can scan the rows of the input
pixels 426 for the mput background pixels 770 beginming
with the first or bottom most rows of the mput pixels 426 in
the input1image 424. As a specific example, the first row of the
input pixels 426 detected to have the input background pixels
770 can be assigned the lowest value of the pixel depth 924 for
the input 1mage 424.

The value of the pixel depth 924 for the input background
pixels 770 1n each of the subsequent row of the 1input pixels
426 can be increased at a constant rate. Increasing the value of
the pixel depth 924 at a constant rate can generate the pro-
cessed background 216 having a uniformly increasing per-
ceived depth.

The depth map module 440 can include the object depth
module 922. The object depth module 922 1s for assigning,
uniform depth to each of the objects over a background. The
object depth module 922 can generate the processed fore-
ground object 214 having uniform percerved depth by assign-
ing each of the input foreground pixels 802 of one of the input
foreground object 814 the same value of the pixel depth 924.

The object depth module 922 can assign each of the input
foreground pixels 802 the pixel depth 924 of the processed
background pixels 926 adjacent to the input foreground pixels
802. More specifically as an example, the object depth mod-
ule 922 can assign the pixel depth 924 for the mput fore-
ground pixels 802 based on the processed background pixels
926 having the lowest value of the pixel depth 924.

For example, the object depth module 922 can scan each
row of the processed background pixels 926, beginning from
the bottom of the input 1mage 424, for the input foreground
pixels 802. I the object depth module 922 detects one of the
input foreground pixels 802 adjacent to one of the processed
background pixels 926, each of the input foreground pixels
802 of one of the input foreground object 814 can be assigned
the pixel depth 924 of the adjacent one of the processed
background pixels 926. In general, the processed background
pixels 926 closer to the bottom of the mput 1image 424 will
have lower values of the pixel depth 924, thus, each of the
input foreground pixels 802 1n one of the mnput foreground
object 814 can have the lowest possible value of the pixel
depth 924.

The object depth module 922 can generate processed fore-
ground pixels 928. The processed foreground pixels 928 are
input foreground pixels 802 with assigned values of the pixel
depth 924.

The depth map module 440 can generate the depth map 442
with the mput background pixels 770 and the input fore-
ground pixels 802. The depth map 442 can be a map of each
the 1nput pixels 426 1n the mput 1image 424 with assigned
values of the pixel depth 924.

The physical transformation from displaying the processed
image 212 results in movement 1n the physical world, such as
people moving 1n response to the processed image 212 when
playing games or viewing a 3d image. The first display inter-
face 330 can display the processed image 212 by manipulat-
ing the pixels on the first device 102, thus resulting 1n move-
ment 1n the physical world

The display system 100 can be implemented on the first
device 102 of FIG. 1, on the second device 106 of FIG. 1, or
partitioned between the first device 102 and the second device
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106. For example, the first software 326 of FIG. 3 or the first
control unit 312 of FIG. 3 can store the view detection module
919, the background depth module 920, and the object depth
module 922.

The display system 100 describes the module functions or
order as an example. The modules can be partitioned differ-
ently. For example, the view detection module 919 can be
provided by the second device 106. Each of the modules can
operate individually and independently of the other modules.
Furthermore, data generated 1n one module can be used by
another module without being directly coupled to each other.

Referring now to FIG. 10, therein 1s shown an example of
the input image 424. The mput image 424 represents an image
prior to conversion to the processed image 212 of FIG. 2. The
input 1mage 424 can have the iput background 560. As an
example, the input background 560 can represent stationary
objects or materials, such as grass on a playing field, soi1l on a
racking track, concrete on a road or playground, water 1n a
lake or ocean, or other that are typical as background.

The mput 1image 424 can include the mput foreground
object 814. The mnput foreground object 814 can be over the
iput background 560. The mnput foreground object 814,
depicted by the solid oval lines, can represent objects that
move over the background, human being, such as a soccer
player or baseball player, vehicles such as an automobile or
motorcycle, or animals, such as a horse or a dog.

Referring now to FIG. 11, therein 1s shown an example of
the input 1image 424 having the processed background 216.
The image display module 444 can apply the depth map 442
to the input background of FIG. 10 to generate the processed
background 216.

The processed background 216 can have perceived depth,
as determined by the pixel depth 924 of FIG. 9 of the pro-
cessed background pixels 926 of FIG. 9. The percerved depth
1s depicted by the horizontal lines. Areas in the processed
background 216 having lower line density represent the areas
that have a closer perceived depth than areas having a higher
line density. For example, the portions at the bottom of the
processed background 216 can appear closer, which has low
line density, compared to portions at the top of the processed
background, which has higher line density, as depicted at the
bottom portion of the input 1mage 424.

Referring now to FIG. 12, therein 1s shown an example of
the processed 1mage 212. The processed image 212 depicts
the processed foreground object 214 over the processed back-
ground 216. The image display module 444 of FIG. 4 can
apply the depth map 442 of FIG. 4 to the input foreground
object 814 of FIG. 10 to generate the processed foreground
object 214.

Each of the processed foreground object 214 in the pro-
cessed 1mage 212 can have the perceived depth, as deter-
mined by the pixel depth 924 of the processed foreground
pixels 928. The processed foreground object 214 can have the
same perceived depth as the portion of processed background
that 1s at an object base 1230, which 1s the bottom-most
portion of the processed foreground object 214

The perceived depth can be depicted by the horizontal lines
within the solid oval lines. The processed foreground object
214 having lower line density have a closer perceived depth
those having a high line density.

Referring now to FIG. 13, therein 1s shown a flow chart of
a method 1300 of operation of a display system 1n a further
embodiment of the present invention. The method 1300
includes: receiving an input 1mage having input pixels in a
block 1302; assigning a pixel information for the input pixels
corresponding to a semantic category in a block 1304; detect-
ing input background pixels from the mput pixels with the
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pixel information 1n a block 1306; i1dentifying mmput fore-
ground pixels from the mput pixels with the input background
pixels 1 a block 1308; assigning a pixel depth to the input
background pixels and input foreground pixels 1 a block
1310; generating a depth map with the mput background
pixels and the mput foreground pixels 1 a block 1312; and
generating a processed 1image ifrom the input image with the
depth map for displaying on a device 1n a block 1314.

The resulting method, process, apparatus, device, product,
and/or system 1s straightforward, cost-efiective, uncompli-
cated, highly versatile, accurate, sensitive, and effective, and
can be implemented by adapting known components for
ready, efficient, and economical manufacturing, application,
and utilization. Another important aspect of the present inven-
tion 1s that it valuably supports and services the historical
trend of reducing costs, simplifying systems, and increasing
performance.

These and other valuable aspects of the present invention
consequently further the state of the technology to at least the
next level.

While the invention has been described in conjunction with
a specific best mode, it 1s to be understood that many alterna-
tives, modifications, and variations will be apparent to those
skilled 1n the art in light of the aforegoing description.
Accordingly, 1t 1s intended to embrace all such alternatives,
modifications, and variations that fall within the scope of the
included claims. All matters hithertofore set forth herein or
shown 1n the accompanying drawings are to be interpreted 1n
an illustrative and non-limiting sense.

What 1s claimed 1s:

1. A method of operation of a display system comprising:

receiving an mput image having input pixels;

assigning a pixel information for the mput pixels corre-

sponding to a semantic category;

detecting mput background pixels from the input pixels

with the pixel information based on pixel density:
identifying input foreground pixels from the mmput pixels
with the mput background pixels;

assigning a pixel depth to the mput background pixels to

generate processed background pixels;
assigning the pixel depth to the input foreground pixels
based on the pixel depth of the processed background
pixels adjacent to the input foreground pixels;

generating a depth map with the mput background pixels
and the 1nput foreground pixels; and

generating a processed 1mage from the mput 1image with

the depth map for displaying on a device.

2. The method as claimed in claim 1 wherein assigning the
pixel mformation mncludes:

comparing a pixel value of the input pixels and a semantic

value of the semantic category; and

classitying the pixel information as the semantic category

when the pixel value 1s the same as the semantic value.

3. The method as claimed 1n claim 1 wherein assigning the
pixel depth to the mput background pixels and the input
foreground pixels includes:

generating the processed background pixels having a per-

ceived depth; and

generating processed foreground pixels having the per-

ceived depth.

4. The method as claimed in claim 1 wherein assigning the
pixel depth includes assigning the pixel depth based on an
image viewpoint of the mput image.

5. The method as claimed 1n claim 1 further comprising:

generating an input histogram of a pixel value of the input

pixels;
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classifying mnput peaks of the mput histogram with the
pixel value based on the semantic category; and
wherein:
assigning the pixel information of the mnput pixels
includes associating the mput pixels with the input
peaks.

6. A method of operation of a display system comprising:

receving an mput image having mput pixels;

generating an input histogram from a pixel value of the

input pixels;

classitying input peaks of the input histogram correspond-

ing to a semantic category,

assigning a pixel information for the input pixels based on

comparison with the iput peaks, the pixel information
corresponding to the semantic category;

detecting 1mput background pixels from the mput pixels

with the pixel information based on pixel density;
identifying 1mput foreground pixels from the input pixels
with the mput background pixels;

assigning a pixel depth to the mput background pixels to

generate processed background pixels;
assigning the pixel depth to the input foreground pixels
based on the pixel depth of the processed background
pixels adjacent to the mput foreground pixels;

generating a depth map with the mput background pixels
and the 1mput foreground pixels; and

generating a processed 1mage from the mput image with

the depth map for displaying on a device.

7. The method as claimed 1n claim 6 detecting the input
background pixels includes:

comparing a background ratio of the mput pixels with a

ratio threshold; and

determining the input pixels as the input background pixels

when the background ratio 1s greater than the ratio
threshold.

8. The method as claimed in claim 6 wherein detecting the
input background pixels includes:

comparing the pixel density of the mput pixels with a

density threshold; and

determiming the input pixels as the input background pixels

when the pixel density 1s greater than the density thresh-
old.

9. The method as claimed 1n claim 6 wherein detecting the
input foreground pixels includes searching a background
frame of the mnput background pixels for the input foreground
pixels.

10. The method as claimed 1n claim 6 wherein assigning
the pixel depth to the mput background pixels includes
assigning the pixel depth at a constant rate.

11. A display system comprising:

a communication unit configured to receive an input image

having input pixels; and

a control unit, coupled to the communication unit, config-

ured to:

assign a pixel information for the nput pixels corre-
sponding to a semantic category;

detect mput background pixels from the mput pixels
with the pixel information based on pixel density;

detect input foreground pixels from the input pixels with
the mput background pixels;

assign a pixel depth to the input background pixels to
generate processed background pixels;

assign the pixel depth to the mput foreground pixels
based on the pixel depth of the processed background
pixels adjacent to the mput foreground pixels;

generate a depth map with the iput background pixels
and the input foreground pixels; and
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generate a processed 1mage, from the input image with
the depth map, for displaying on a device.

12. The system as claimed 1n claim 11 wherein the control
unit 1s configured to classily the pixel information as the
semantic category when a pixel value of the input pixels 1s the
same as a semantic value of the semantic category.

13. The system as claimed 1n claim 11 wherein the control
unit 1s configured to generate the processed background pix-
¢ls having a percerved depth.

14. The system as claimed 1n claim 11 wherein the control
unit 1s configured to assign the pixel depth based on an 1image
viewpoint.

15. The system as claimed 1n claim 11 wherein control unit
1s configured to:

generate an mput histogram of a pixel value of the input

pixels; and

classity mput peaks of the input histogram with the pixel

value based on the semantic category; and

assign the pixel information of the input pixels associated

with the mput peaks.

16. The system as claimed 1n claim 11 wherein control unit

1s configured to:
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generate an mput histogram from the mput image; and

classity input peaks of the mnput histogram corresponding,

to the semantic category; and

assign the pixel information of the mput pixels based on

comparison with the iput peaks, the pixel information
corresponding to the semantic category.

17. The system as claimed 1n claim 16 wherein the control
unit 1s configured to determine the input pixels as the input
background pixels when a background ratio of the input pix-
¢ls 1s greater than a ratio threshold.

18. The system as claimed 1n claim 16 wherein the control
unit 1s configured to determine the 1nput pixels as the input
background pixels when the pixel density of the input pixels
1s greater than a density threshold.

19. The system as claimed 1n claim 16 wherein the control
unit 1s configured to search a background frame of the input
background pixels for the input foreground pixels.

20. The system as claimed in claim 16 wherein the control
unit 1s configured to assign pixel depth to the mput back-
ground pixels at a constant rate.
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