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(57) ABSTRACT

An 1mage reading device has a light source section that
includes light sources of a plurality of colors and that emuits
light 1n one color during a period for reading one line and
switches the color of the light source lit cyclically from one
line to the next, an 1mage sensor that reads one color per line,
a data generation section that generates image data of the light
source color which 1s the color of the light source lit during
reading, a memory that stores a plurality of lines” worth of the
image data, and a remaiming color component generation
section that determines the pixel value of a color component
other than the light source color based on the pixel values of
pixels around a pixel of interest.
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IMAGE READING DEVICE, IMAGE
FORMING APPARATUS THEREWITH, AND

METHOD OF CONTROLLING AN IMAGE
READING DEVICE

INCORPORATION BY REFERENC.

(L]

This application 1s based upon and claims the benefit of
priority from the corresponding Japanese Patent Application
No. 2012-166749 filed on Jul. 27, 2012, the entire contents of

which are incorporated herein by reference.

BACKGROUND

The present disclosure relates to an 1image reading device
that reads a document by shining light of a plurality of colors
on the document, an 1mage forming apparatus provided with
such an 1mage reading device, and a method of controlling an
image reading device.

An 1mage forming apparatus such as a multifunctional
product/printer/peripheral or a copier includes an 1mage read-
ing device for copying, scanning, and other purposes. An
image reading device includes, among others, a light source
from which light 1s shone on a document, and an 1mage sensor
to which the light reflected from the document 1s shone back
for conversion into an electrical signal. Some 1mage reading
devices read in colors. Some of them achieve color reading by
turning on light sources of a plurality of colors (for example,
three colors, like R (red), G (green), and B (blue)) cyclically,
reading the different colors with an 1mage sensor, and blend-
ing 1mage data of the different colors into color image data.

One known i1mage reading device 1s configured, specifi-
cally, as follows. By a lighting means, light sources of a
plurality of colors (R (red), G (green), and B (blue)) are 1it
cyclically within each line to irradiate a document on a docu-
ment stand, and by a focusing means, the resulting reflected or
transmitted light 1s focused on a linear image sensor, so that a
color 1mage on the document i1s read. The 1mage reading
device further includes a transparent flat glass plate that 1s
rotatable about the optical axis of the focusing means, a
driving means for making the transparent flat glass plate
rotate, and a controlling means for controlling the lighting
means and the flat glass plate driving means. This configura-
tion 1s aimed at eliminating a color displacement, which can
be as large as %4 lines at the maximum, that occurs when data
of three colors, R (red), G (green), and B (blue), are blended.

Conventionally, 1n an image reading device including light
sources ol a plurality of colors, within the width of one line
determined from the reading resolution, the light source that
1s 11t to emit light 1s switched. During the period for one line,
reading for the plurality of colors 1s performed by an image
sensor. Subsequently, based on the output of the image sensor,
a plurality of colors” worth 1image data per line 1s generated.
For example, mn a case where three colors like R (red), G
(green), and B (blue) are ivolved, during the period for
reading one line, a red lamp, a green lamp, and a blue lamp are
l1it. As these lamps of different colors are lit, R (red), G
(green), and B (blue) line data 1s generated as 1image data.

Here, reading and transierring the electric charges stored in
the individual light recerving elements (photoelectric conver-
s1on elements) included 1n the image sensor requires a certain
amount of time. Accordingly, compared with reading 1n black
and white with the light sources of all the colors lit simulta-
neously, reading 1n three colors of R (red), G (green), and B
(blue) requires three times the time (at one-third of the linear
scanning speed). In other words, in reading in colors of R
(red), G (green), and B (blue), reading 1s done three times per
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line, and thus reading one line takes, in color reading, three
times the time required in black-and-white (single-color)
reading. Thus, a color image cannot be read fast, and the
reading speed 1n black and white 1s inferior to that in colors.
In this way, color reading 1s disadvantageous in terms of
productivity.

In the well-known 1mage reading device mentioned above,
an attempt 1s made to eliminate a color displacement that
occurs when the color of the light source it 1s switched a
plurality of times within one line. However, compared with
black-and-white (single-color) reading, color reading
requires reading to be performed three time per line. This
leads to poor productivity, and makes 1t impossible to read a
color image fast. Thus, the image reading device mentioned
above cannot cope with the disadvantage in terms of produc-
tivity. Furthermore, while the displacement to be eliminated
1s minute (for example, one dot or less), to eliminate 1t, the
transparent tlat grass plate needs to be positioned and oper-
ated accurately, and to that end, the transparent flat grass plate
needs to be fitted accurately, and its rotation angle needs to be
controlled accurately. Doing so, however, i1s rather uniea-
sible; 1n addition, securing high accuracy 1s also disadvanta-
geous 1n terms of manufacturing cost.

SUMMARY

To overcome the disadvantages mentioned above, an
image reading device includes a light source section, an
image sensor, a data generation section, a memory, and a
remaining color component generation section. The light
source section shines light on a document along the line
direction, includes light sources of a plurality of colors, and
emits light 1n one color during a period for reading one line
and switches the color of the light source lit cyclically from
one line to the next. The image sensor reads, based on the light
reflected from the document, one color per line. The data
generation section generates, based on the output of the image
sensor, image data of the light source color which 1s the color
of the light source lit during reading. The memory stores a
plurality of lines” worth of the image data generated by the
data generation section. The remaining color component gen-
eration section generates, by using the plurality of lines’
worth of the image data stored 1n the memory, the pixel value
of a color component other than the light source color based
on the pixel values of pixels around a pixel of interest.

Further features and advantages of the present disclosure
will become apparent from the description of embodiments
given below.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a diagram showing an outline of the construction
ol a multifunction product;

FIG. 2 1s a diagram showing an example of an image
reading device;

FIG. 3 1s a diagram showing an example of the hardware
configuration of a multifunction product;

FIG. 4 1s a diagram 1n 1llustration of the flow of document
reading 1in an 1image reading device;

FIG. 5 1s a diagram showing the tlow of image data during
reading 1in an 1mage reading device;

FIG. 6 1s a diagram showing an example of edge extraction;

FI1G. 7 1s a diagram showing an example of remaining color
component generation elsewhere than at an edge;

FIG. 8 1s a diagram showing an example of remaining color
component generation elsewhere than at an edge;
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FIG. 9 1s a diagram 1n 1llustration of an example of a
method of recognizing whether or not an edge 1s a mono-

chrome edge;

FIG. 10 1s a diagram in 1illustration of an example of a
method of recognizing whether or not an edge 1s a mono-
chrome edge;

FIG. 11 1s a flow chart showing the procedure for generat-
ing a color component other than the light source color with
respect to one pixel of interest.

DETAILED DESCRIPTION

Hereinaliter, embodiments of the present disclosure will be
described with reference to FIGS. 1 to 11. The following
description deals with, as an example, a multifunction prod-
uct 100 (a multifunction printer/peripheral; corresponding to
an 1mage forming apparatus) including an image reading
device 1. Any features mentioned 1n the course of description
in terms of structure, arrangement, etc. are merely examples
for explaining purposes, and are not meant to limait the scope
of the disclosure.

(Outline of a Multitunction Product 100)

First, with reference to FIG. 1, an outline of a multifunction
product 100 according to the present disclosure will be
described. FIG. 1 1s a diagram showing an outline of the
construction of the multifunction product 100.

As shown 1n FIG. 1, 1in as upper part of the multifunction
product 100, an 1image reading device 1 1s arranged. The
image reading device 1 will be described 1n detail later.

Moreover, as indicated by broken lines 1mn FIG. 1, at the
front side of an 1image reading section 2, an operation panel
101 1s provided. The operation panel 101 accepts mput of
various settings by a user.

The multitunction product 100 includes, mside 1ts main
body, sheet feed sections 4a, a transport section 45, an 1image
formation section 5a, an mntermediary transfer section 35, and
a fusing section 3c. The sheet feed sections 4a each accom-
modate a plurality of sheet of paper. During printing, a sheet
teed roller 41 1n one of the sheet feed sections 4a rotates to
teed one sheet after another to the transport section 4.

The transport section 45 1s a passage through which sheets
are transported within the apparatus. The transport section 456
1s provided with guide plates for guiding sheets, pairs of
transport rollers 42 (1n FIG. 1, a total of three pairs 42a, 425,
and 42¢ from top), a pair of registration rollers 43 for keeping
a transported sheet at stand-by short of the image formation
section 5a to feed 1t 1 synchronism with the timing of the
transier of the formed toner 1image, etc. There 1s also provided
a pair of ejection rollers 45 for ejecting sheets having under-
gone fusing onto an ejection tray 44.

As part of the transport section 4b, there 1s provided a
double-side transport section 4¢ that connects between the
downstream side of the fusing section 3¢ and the upstream
side of the pair of registration rollers 43. The double-side
transport section 4¢ transports toward the pair of registration
rollers 43 a sheet having undergone printing on one side and
been reversed top face down by the switchback operation of a
pair of ejection rollers. In the double-side transport section
dc, a plurality of pairs of double-side transport rollers 46 for
transporting sheets are provided (1in FIG. 1, a total of three
pairs 46a, 46b, and 46¢ from top). At the branch point
between the path to the pair of ejection rollers 45 and the path
to the double-side transport section 4¢, a switch valve 47 1s
provided which rotates to guide a sheet into one of the two
paths.

The 1mage formation section 3a includes a plurality of
image forming units 50 (S0Bk, 50Y, S0C, and S0M for black,
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yellow, cyan, and magenta respectively) and an exposing
device 51. Based on, for example, image data read in the
image reading section 2, the exposing device 51 outputs laser
light while turning 1t on and off to scan photosensitive drums
with, and expose them to, the laser light. Each image farming
unit 50 1s provided with a photosensitive drum, which 1s
supported so as to be capable of being driven to rotate, and a
charging device, a developing device, a cleaning device, etc.,
which are arranged around the photosensitive drum. The
image forming units 30 and the exposing device 51 together
form toner images on the circumierential surfaces of the
photosensitive drums.

The mtermediary transier section 3b receives primary
transfer of toner 1mages from the image forming units 50
respectively, and performs secondary transfer onto a sheet.
The intermediary transter section 35 1s composed of primary
transier rollers 52Bk to 52M, an intermediary transier belt 53,
a driving roller 54, a plurality of driven rollers 55a and 555, a
secondary transfer roller 36, a belt cleaning device 57, efc.
The primary transter rollers 52Bk to 52M are disposed oppo-
site the corresponding photosensitive drums across the inter-
mediary transier belt 53, which 1s endless. The primary trans-
ter tollers 52Bk to 52M are each fed with a transfer voltage.
This causes the toner images to be transierred onto the inter-
mediary transier belt 33.

The mtermediary transter belt 53 1s wound across the driv-
ing roller 54, the primary transter rollers 52Bk to 52M, etc.
The intermediary transfer belt 53 moves around by being
driven by the driving roller 54 rotating. The driving roller 54
and the secondary transfer roller 56 nip the intermediary
transier belt 53 between them. The toner 1images (black, yel-
low, cyan, and magenta) formed 1n the image forming units 50
respectively are primarily transferred, in a proper order and in
a superimposed fashion, onto the mtermediary transier belt
53, and are then transierred onto a sheet by the secondary
transier roller 56 having a predetermined voltage applied
thereto.

The fusing section 5c¢ fuses the toner images transierred on
the sheet. The fusing section 3¢ includes a hearing roller 58,
which incorporates a heating element and a pressing roller 59,
which presses against the heating roller 58. As the sheet
passes through the nip between the heating roller 38 and the
pressing roller 59, the toner 1s heated and melted, and thus the
toner 1mages are fused onto the sheet. The sheet 1s then
¢jected out of the fusing section 5¢ onto the ejection tray 44.

(Construction of the Image Reading Device 1)

Next, with reference to FIG. 2, an example of the image
reading device 1 according to one embodiment will be
described. FIG. 2 1s a diagram showing the image reading
device 1.

The image reading device 1 includes a 1image reading sec-
tion 2 and a document transport section 3. The image reading
section 2 shines light on the top face of a feed-reading contact
glass 21a or of a stationary-reading contact glass 215, reads
the obverse side of a document based on the reflected light,
and generates image data. The document transport section 3 1s
provided over the image reading section 2. The document
transport section 3 can swing up and down between an open
and a closed position with respect to the 1mage reading sec-
tion 2. The document transport section 3 transports the docu-
ment toward the feed-reading contact glass 21a. The docu-
ment transport section 3 can also read the reverse side of a
document and generate 1mage data.

A document on a document tray 31 1s fed one sheet after
another to a document transport section 3. The document
transport section 3 transports the document automatically and
successively, one sheet after another, while keeping each
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sheet 1n contact with the feed-reading contact glass 214 at the
top race of the image reading section 2. A pair ol document
¢jection rollers 34 ejects the read sheets of the document onto
a document election tray 35. The document transport section
3 can be lifted up about a pivot (not shown) provided at the
sheets” leading edge side, so that a document can be placed on
the stationary-reading contact glass 215 at the top face of the
image reading section 2.

Next, the image reading section 2 shines light on the docu-
ment passing across the teed-reading contact glass 21a or the
document placed on the stationary-reading contact glass 215,
reads the document based on the retlected light, and generates
image data. To achieve that, the image reading section 2 1s
provided with a reading unit 7 including an image sensor 72
of a CIS (contact 1mage sensor) type.

The reading unit 7 1s connected to a winding drum 23 by a
wire 22. The winding drum 23 1s rotated by a winding motor
24 (see FIG. 4) which rotates 1n forward and reverse direc-
tions. This permaits the reading unit 7 to freely move in the
horizontal direction (the left/right direction with respect to
the multifunction product 100). When a document 1s read by
use of the document transport section 3, the reading unit 7 1s
kept 1n a fixed, position under the feed-reading contact glass
21a. On the other hand, when a document on the stationary-
reading contact glass 215 1s read, reading 1s performed while
the reading unit 7 1s moved 1n the horizontal direction by the
winding drum 23.

Between the feed-reading contact glass 21a and the sta-
tionary-reading contact glass 215, a guide member 25 1s
provided. On the bottom face of the guide member 25, a white
reference panel 26 1s provided which 1s pure white to serve as
a white reference. The white reference panel 26 1s a plate that
extends 1n the main scanning direction of the image reading
device 1 (that 1s, the direction perpendicular to the document
transport direction; that 1s, the direction perpendicular to the
plane of FIG. 2).

(Hardware Configuration of the Multifunction Product
100)

Next, with reference to FIG. 3, an example of the hardware
configuration of the multifunction product 100 according to
one embodiment will be described. FIG. 3 1s a diagram show-
ing the hardware configuration of the multifunction product
100.

A main control section 6 governs the overall control of the
multifunction product 100, controlling different sections
within the multifunction product 100, controlling communi-
cation, and performing image processing. The main control
section 6 includes a CPU 61 as a central arithmetic processing
unit. In the main control section 6, a storage section 65 1s
provided which includes a ROM 62, a RAM 63, a HDD 64,
and other nonvolatile and volatile storage devices such as a
flash ROM (any of these may be provided outside the main
control section 6).

The storage section 63 stores programs, data, etc. for con-
trolling the multifunction product 100. By using the programs
and data in the storage section 65, the main control section 6
controls different sections to achieve printing and data trans-
mission. The storage section 65 (for example, the HDD 64)
can store and accumulate 1mage data based on reading by the
image reading device 1.

The main control section 6 1s provided with an 1mage
processing section 66 which performs image processing on
the image data obtained through reading by the image reading,
device 1 or the image data stored 1n the storage section 65. For
example, the 1mage processing section 66 includes an 1nte-
grated circuit dedicated to image processing, such as an
ASIC, and a memory. For printing, and for external, trans-
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mission ol image data, the 1mage processing section 66 can
perform various kinds of 1image processing such as various
kinds of correction (such as gamma correction), density con-
version, enlargement and reduction, rotation, data format
conversion, various kinds of filtering, etc.

The multifunction product 100 1s also provided with a
communication section 67 for exchange of image data with an
external computer 200 or an external FAX (facsimile)
machine 300. The communication section 67 receives image
data and print setting data from the computer 200 or the FAX
machine 300 (printer and FAX functions). The communica-
tion section 67 can transmit image data to the computer 200 or
the FAX machine 300 (transmission function). The main
control section 6 1s communicatably connected to the opera-
tion panel 101. What 1s entered on the operation panel 101 and
instructions for execution of jobs entered there are commu-
nicated to the main control section 6.

The main control section 6 1s communicatably connected
to an engine control section 60 which controls printing.
According to mstructions from the main control section 6, the
engine control section 60 controls the formation of toner
images, and controls the turning on and off of motors etc. for
rotating the relevant rotary members. The engine control sec-
tion 60 may be omitted, 1n which case the main control
section 6 may instead control printing. The engine control
section 60 controls the operation of the sheet feed section 4a,
the transport section 45, the double-side transport section 4c,
the 1mage formation section 3a, the intermediary transier
section 5b, the fusing section 5c¢, etc. During printing, the
main control section 6 feeds the engine control section 60
with instructions for printing according to settings made on
the operation panel 101. According to 1nstructions from the
main control section 6, the engine control section 60 controls
the operation of different sections.

The main control section 6 1s also communicatably con-
nected to the image reading section 2 and the document
transport section 3. During reading of a document, the main
control section 6 gives istructions for operation to the image
reading section 2 and the document transport section 3.
According to such 1nstructions, the image reading section 2
reads the document. For example, the main control section 6
makes the storage section 65 store the image data of the
document as outputted from the 1image reading section 2, and
makes the 1mage processing section 66 process the 1image
data. Then, based on the processed image data, the main
control section 6 makes the relevant sections perform printing
(copying) or image data transmission (transmission func-
tion), or makes the storage section 65 store the 1image data.

(Flow of Document Reading 1n the Image Reading Device
1)

Next, with reference to FIG. 4, an example of the flow of
document reading 1n the 1mage reading device 1 according to
one embodiment will be described. FIG. 4 1s a diagram 1n
illustration of the flow of document reading 1n the image
reading device 1.

The image reading, section 2 of the image reading device 1
1s provided with a reading control section 20 which controls
the operation of the image reading section 2. On the other
hand, the document transport section 3 1s provided with a
document transport control section 30 which controls the
operation of the document transport section 3.

First, a description will be given of document reading
operation 1n the document transport section 3. The document
transport control section 30 1s communicatably connected to
the main control section 6 and the reading control section 20
so that, 1n response to mstructions and signals from the main
control section 6 and the reading control section 20, the
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document transport control section 30 controls the operation
of the members provided 1n the document transport section 3.

The document transport control section 30 1s, for example,
a circuit board that includes a CPU as a central arithmetic
processing unit and a ROM and a RAM as storage devices for
storage of programs and data for control. The document tray
31 1s provided with a document detection sensor 36 (see FIG.
2 etc.) for detection of placement of a document on the docu-
ment tray 31.

The document detection sensor 36 1s, for example, a pho-
todetector. The document detection sensor 36 yields varying,
outputs between when a document 1s placed and when no
document 1s placed. Based on the output (for example,
whether 1t 1s high or low) of the document detection sensor 36,
the document transport control section 30 recognizes whether
or not a document 1s placed on the document tray 31.

In response to an instruction to read a document from the
main control section 6, when a document i1s placed on the
document tray 31, the document transport control section 30
drives a document transport motor 37 to make the relevant
rotary members such as a pair of document transport rollers
32 rotate.

Next, a description will be given of the flow of document
reading 1n the 1image reading section 2. The reading control
section 20 provided within the 1mage reading section 2 1s
communicatably connected to the main control section 6 and
the document transport control section 30. In response to
instructions and signals from the main control section 6, the
reading control section 20 controls the operation of the mem-
bers within the 1image reading section 2. The reading control
section 20 1s, for example, a circuit board that includes a CPU,
and a ROM and a RAM as storage devices for storage of
programs and data for control. In response to an nstruction to
read a document from the main control section 6, the reading,
control section 20 drives a winding motor 24 to make the
winding drum 23 rotate so that the reading unit 1s moved to
wherever 1t needs to be during reading.

The image reading section 2 includes, as sections related to
document reading and 1image data generation, a reading unit
7, a data generation section 8, a remaining color component
generation section 9, efc.

The reading unit 7 (the part enclosed by broken lines in
FIG. 4) includes a light source section 71 and an 1mage sensor
72. In response to an mstruction to read a document from the
main control section 6 (during document reading), the read-
ing control section 20 makes the winding motor 24 operate to
move the reading unit 7.

The light source section 71 includes light sources of a
plurality of colors. Each light source shines light on the docu-
ment along the line direction (main scanning direction). The
light source section 71 includes lamps for three colors,
namely an R lamp 73R (emitting red light, corresponding to a
light source), a G lamp 73G (emitting green light, corre-
sponding to a light source), and a B lamp 73B (emitting blue
light, corresponding to a light source). The lamps 1n the light
source section 71 may be an LED having lamps of three
colors integrally combined together, or may be separate
lamps, namely an R, a G, and a B lamp 73R, 73G, and 73B,
arranged side by side.

There 1s provided a lighting control section 74 which,
according to mstructions from the reading control section 20,
controls the lighting of (the color of the light emitted from)
the R, G, and B lamps 73R, 73G, and 73B. The lighting
control section 74 can permit lighting 1n one color alone (R
(red) alone, G (green) alone, or B (blue) alone), or lighting 1n
three colors simultaneously.
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The image sensor 72 1s a sensor of a CIS (contact image
sensor) type. To cope with reading 1n colors, the image sensor
72 includes a single line sensor 1n which a plurality of light
receiving elements corresponding to (sensitive to) the wave-
length range of the light source section 71 are arranged 1n a
row. The image sensor 72 may instead be one including three
line sensors 1 which a plurality of light receiving elements
for R (red), G (green), and B (blue), respectively, are
arranged. The image sensor 72 also includes a lens or the like
for guiding the light reflected from the document.

While a document 1s transported, or while the reading unit
7 1s moved, the 1image sensor 72 reads the document line by
line 1n the main scanning direction (the direction perpendicu-
lar to the document transport direction). The 1mage sensor 72
converts the reflected light into an analog electrical signal that
reflects the amount of light (1image density). Repeating line-
by-line reading successively 1n the sub-scanning direction

(the document transport direction) allows the reading of an
entire sheet of the document.

The analog electrical signal of the individual pixels and
lines of the image sensor 72 1s fed to the data generation
section 8. The data generation section 8 includes an AFE
(analog front end) 81 and a correction section 82. The AFE 81
includes, for example, an amplifier for the analog signal, an
automatic gain control circuit, an odd/even correction circuit
for compensating for differences in characteristics between
odd- and even-numbered signals output from the image sen-
sor 72, a correction circuit for compensating for differences in
characteristics among the individual lightrecerving elements,
an A/D conversion circuit for converting the corrected,
adjusted analog signal into a digital, signal, etc.

The correction section 82 1s a circuit that compensates for
distortion that depends on the position and characteristics of
the pixels by adjusting the digital values (pixel values) of the
individual pixels. For example, the correction section 82 per-
forms shading correction on the individual pixel values of the
image data output from (generated by) the data generation
section 8. For example, the correction section 82 holds, as a
white reference value, the digital values of the individual
pixels of the line sensor as they are when the white reference
panel 26 1s read. For each of R (red), G (green), and B (blue),
the corresponding lamp 1s l1t, so that the white reference value
for each color 1s held. Then, the correction section 82 per-
forms shading correction through the following calculation:

(Corrected Pixel value)=(Uncorrected Pixel value)x
(Maximum Pixel value/White Reference Value)

In shading correction, the correction section 82 may also
acquire, as a black reference value, the outputs of the 1ndi-
vidual light recerving elements as they are when the light
source section 71 1s off so as to perform shading correction by
use of the white and black reference values.

The remaining color component generation section 9 gen-
crates the pixel values of color components other than the
light source color (the color of the light source lit during line
reading) of the individual pixels.

The storage section 65 stores 1image data generated through
reading by the image reading device 1. For example, color
image data 1s temporarily stored in the RAM 63 in the main
control section 6. Therealter, the image data 1s subjected to
separate image processing by the image processing section 66
provided 1n the main body, and i1s then fed to the exposing
device 51 for printing (for copying), or fed to the communi-
cation section 67 for transmission (for scanned data transmis-
s1on), or stored 1n the storage section 65 (for example, the

HDD 64).
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(Procedure for Black-and-White Reading)

Next, with reference to FIGS. 4 and 5, an example of the
flow of image data in black-and-white reading will be
described. FIG. 5 1s a block diagram showing an example of
the tlow of 1image data during reading 1n the image reading
device 1.

When a document 1s read 1n black and white (a correspond-
ing setting can be made on the operation panel 101), first, the
reading control section 20 turns on all the lamps (the R, G, and
B lamps 73R, 73G, and 73B) 1n the light source section 71.
The outputs of the individual light recerving elements of the
image sensor 72 are fed to the data generation section 8,
where they are converted into digital data. Then, the data
generation section 8 feeds the digital data (image data) to the
correction section 82. The correction section 82 performs
correction on the image data. The image data corrected by the
correction section 82 1s fed, sequentially, to the storage sec-
tion 65 (for example, the RAM 63).

The 1image data stored 1n the storage section 65 1s subjected
to, according to the purpose of the job 1n progress, various
kinds of 1mage processing by the 1mage processing section
66. The image data having undergone the 1mage processing 1s
used far a printing or transmission job.

(Procedure for Color Reading)

Next, with reference to FIGS. 4 to 10, an example of the
flow of 1image data 1n color reading will be described. FIG. 6
1s a diagram 1n 1llustration of an example of the procedure for
edge extraction. FIGS. 7 and 8 are diagrams 1n i1llustration of
an example of the procedure for remaining color component
generation elsewhere than at an edge. FIGS. 9 and 10 are
diagrams 1n 1llustration of an example of the procedure for
recognizing whether an edge 1s a monochrome one or not.

When a document s read 1in colors (a corresponding setting,
can be made on the operation panel 101), the reading control
section 20 makes the light source section 71 turn on the lamps
in such a way as to emit light 1n one color during a previously
determined period for reading one line 1n the main scanning
direction and switch the color of the light source lit 1n a
previously determined order from one line to the next. In
other words, the light source section 71 emits light in one
color during the period for reading one line in the main
scanning direction, and switches the color of the light source
l1it cyclically 1n a predetermined order from one line to the
next.

For example, when the lamps are 11t 1n the order R (red) to
G (green) to B (blue), the reading control section 20 turns on,
with respect to three consecutive lines 1n the main scanning,
direction, the R lamp 73R for the first line, the G lamp 73G for
the second line, and the B lamp 73B for the third line. The
reading control section 20 makes the light source section 71
repeat the cyclical, sequential switching of the color of the
emitted light every three lines from the leading to the trailing
edge of the document.

The outputs of the individual light recerving elements of
the 1mage sensor 72 are fed to the data generation section 8,
where they are converted into digital data. Based on the out-
puts from the 1image sensor 72, the data generation section 8
generates the image data of the color of the light source lit (the
light source color) during reading. As mentioned above, when
the document 1s 1wrradiated with light, the light source section
71 emits light 1n one color across one line 1n the main scan-
ning direction and switches the light source color from one
line to the next. Thus, the data generation section 8 generates
image data of a different color each line.

Specifically, the data generation section 8 generates, for a
line of which the light source color 1s R (red), image data for
a R (red) line; for a line of which the light source color 1s G
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(green), 1mage data for a G (green) line; and for a line of
which the light source color 1s B (blue), image data for a B
(blue) line.

The data generation section 8 feeds digitized data (1mage
data, the data generated by the AFE 81) to the correction
section 82. The correction section 82 performs correction on
the 1mage data.

The remaining color component generation section 9 1s a
portion that generates, for each pixel, the pixel values of the
color components other than the light source color. For
example, the remaiming color component generation section 9
generates, for the image data of a line of which the light
source color 1s R (red), the pixel values of the G (green) and
B (blue) components of each pixel; for the image dataof a line
of which the light source color 1s G (green), the pixel values
of the R (red) and B (blue) components of each pixel; and for
the 1image data of a line of which the light source color 1s B
(blue), the pixel values of the R (red) and G (green) compo-
nents of each pixel.

In this embodiment, the remaining color component gen-
eration section 9 includes a line memory 91 (corresponding to
a memory), an edge processing section 92, and a remaining
color generation section 93, etc.

The line memory 91 1n the remaining color component
generation section 9 at least stores 1image data worth seven
lines 1n the main scanning direction. The 1mage data of one
line after another corrected by the correction section 82 is
sequentially transferred to the line memory 91 1n the remain-
ing color component generation section 9.

The edge processing section 92 checks whether or not the
pixel of interest (the pixel for which the color components
other than the light source color are about to be generated) 1s
an edge. An edge 1s a part of an 1mage where there 1s recog-
nized to be a large change in density (pixel value).

Now, with, reference to FIG. 6, an example of edge recog-
nition procedure performed by the edge processing section 92
will be described. With reference to FIG. 6, a description will
be given of a case where the light source color (the color of the
light source lit) of the pixel of mterest 1s R (red). The recog-
nition procedure proceeds 1n a stmilar manner for the other
colors. The following description merely deals with one
example of edge recognition, and any other procedure may
instead be used.

As shown 1n FIG. 6, 1n this embodiment, the edge process-
ing section 92 checks whether or not the pixel of interest 1s an
edge by use of a differential filter. As shown 1n the differential
filter in FI1G. 6, the edge processing section 92 checks whether
or not the pixel of interest 1s an edge by use of the pixel value
of the pixel of interest itself and the pixel values of the same
light source color as the pixel of interest that are located one
dot away 1n the main scanming direction and three dots away
in the sub scanning direction (the movement direction of the
document or the reading unit 7).

In FIG. 6, the pixel of interest 1s indicated by hatching (the
pixel at position RS). By use of the differential filter, the edge
processing section 92 performs the following calculation:
(P1xel value of Pixel of interest R5x4)+(Pixel value of Pixel
R1x(-1))+(Pixel value of Pixel R3x(-1))+(Pixel value of
Pixel R7x(-1))+(Pixel value of Pixel R9%(-1)). The smaller
the change 1n density 1s, the smaller the absolute value of the
calculated result 1s. Accordingly, the edge processing section
92 checks whether or not the pixel of interest 1s an edge based
on whether or not the absolute value of the calculation result
exceeds a previously determined threshold value; when the
threshold value 1s not exceeded, the edge processing section
92 recognizes no edge, and when the threshold value 1s
exceeded, the edge processing section 92 recognizes an edge.




US 8,928,961 B2

11

The threshold value 1s a value that can be determined arbi-
trarily, and 1s previously determined.

Data indicating the result of recognition by the edge pro-
cessing section 92 1s fed to the remaining color generation
section 93. According to whether or not the pixel of interest 1s
an edge, the remaining color generation section 93 changes
the method of generating the pixel values of the color com-
ponents other than the light source color of the pixel of inter-
est.

| When the Pixel of Interest 1s Not an Edge]

When the edge processing section. 92 recognizes the pixel
ol interest not to be an edge, the remaining color generation
section 93 determines the pixel values of the color compo-
nents (remaining color components) other than the light
source color of the pixel of interest by linear interpolation.
Now, with reference to FIGS. 7 and 8, a description will be
given of how the pixel values of the color components (re-
maining color components) other than the light source color
of the pixel of interest are determined when the pixel of
interest 1s not an edge.

With reference to FIGS. 7 and 8, a description will be given
of an example of when the light source color (the color of the
light source lit) of the pixel of interest1s G (green), calculating
the color components other than the light source color of the
pixel of interest. When the light source color of the pixel of
interestis R (red) or B (blue), the color components other than
the light source color are calculated 1in a similar manner.

The remaining color generation section 93 generates the
pixel value of a color component other than the light source
color of the pixel of interest to be the mid value between the
pixel values of interpolation target pixels, that 1s, two pixels
that sandwich the pixel of interest in the direction (sub scan-
ning direction) perpendicular to the direction of lines 1n the
main scanning direction and that are read in, as the light
source color, the color about to be generated.

Specifically, 1n the example shown 1 FIGS. 7 and 8, the
light source color of the pixel of interest 1s G (green). The
colors (remaining color components) other than the light
source color which are about to be generated are R (red) and
B (blue). When the color of the light source 1s switched in the
order.. . RtoGtoBtoRtoGtoBtoR...{rom one line to
the next 1n the main scanning direction, the line (in FIGS. 7
and 8, line “-17") that 1s the last before (one dot anterior in the
sub scanning direction) that of the pixel of interest (pm0) and
the line (in FIGS. 7 and 8, line “+2”) that 1s the second after
the pixel of mterest (pm0) (two dots posterior in the sub
scanning direction) are lines of which the light source color 1s
R (red). Likewise, the line (1in FIGS. 7 and 8, line “-2"") that 1s
the second last before (two dots anterior in the sub scanning,
direction) that of the pixel of interest (pm0) and the line (1n
FIGS. 7 and 8, line “+17) that 1s the first after the pixel of
interest (pm0) (one dot posterior 1n the sub scanning direc-
tion) are lines of which the light source color 1s B (blue).

In calculating the pixel value of R (red) of the pixel of
interest, the remaining color generation section 93 deter-
mines the pixel value of R (red) of the pixel of interest (pm0)
to be the mid value between the pixel value of the pixel (the
interpolation target pixel identified as “m1” 1n FIGS. 7 and 8)
at the same position 1n the main scanning direction on the line
that 1s the last before that of the pixel of interest (pm0) and the

pixel value of the pixel (the interpolation target pixel 1denti-
fied as “p2” 1n FIGS. 7 and 8) at the same position in the main
scanning direction on the line that is the second after that of
the pixel of interest (pm0).
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Moreover, in calculating the pixel value of B (blue) of the
pixel of interest, the remaining color generation section 93
determines the pixel value of B (blue) of the pixel of interest
(pm0) to be the mid value between the pixel value of the pixel
(the interpolation target pixel identified as “m2” 1n FIGS. 7
and 8) at the same position 1n the main scanning direction on
the line that i1s the second last before that of the pixel of
interest (pm0) and the pixel value of the pixel (the interpola-
tion target pixel 1dentified as “p1” 1 FIGS. 7 and 8) at the
same position 1n the main scanning direction on the line that
1s the first after that of the pixel of interest (pm0).

Here, the remaining color generation section 93 calculates
two values that are obtained by multiplying each of the two
interpolation target pixels by a coellicient that 1s so set that the
closer to the pixel of interest the greater the contribution.
Then, the remaining color generation section 93 generates the
sum o1 the two values as the pixel value of the color compo-
nents other than the light source color of the pixel of interest.

Specifically, in the example shown in FIGS. 7 and 8, 1n this
embodiment, the light sources emait light in three colors, and
are lit 1n a predetermined order or colors (for example, R to G
to B). Thus, the interval between lines of the same light source
color 1s three lines (three dots). Thus, the distance 1n the sub
scanning direction between pixels of a color different from
the light source color of the pixel of interest which sandwich
the pixel of interest 1s three dots. Accordingly, the remaining
color generation section 93 sets the coellicient at 15 or 24. The
remaining color generation section 93 calculates the values
by multiplying, of the pixels of which the light source color 1s
the color about to be generated and that sandwich the pixel of
interest, the pixel value of the closer pixel by 24 and the pixel
value of the farther pixel by %3. The remaining color genera-
tion section 93 then adds up the two obtained values to gen-
erates the pixel value for the colors other than the light source
color of the pixel of interest.

With reference to FIGS. 7 and 8, a specific example will be
described. When calculating the pixel value of the R (red)
component for a green pixel of interest, the remaining color
generation section 93 calculates a value by multiplying by 24
the pixel value of the closer interpolation target pixel m1 at
the same position in the main scanning direction on the line
that 1s the last before that of the pixel of interest (pm0). The
remaining color generation section 93 also calculates a value
by multiplying by ¥4 the pixel value of the farther interpola-
tion target pixel p2 at the same position 1n the main scanning
direction on the line that 1s the second after that of the pixel of
interest (pm0). The remaining color generation section 93
then adds up the two calculated values, and determines the
result as the pixel value of the R (red) of the pixel of interest.

On to other hand, when calculating the pixel value of the B
(blue) component for a green pixel of interest, the remaining,
color generation section 93 calculates a value by multiplying
by ¥4 the pixel value of the farther mterpolation target pixel
m2 at the same position 1n the main scanning direction on the
line that 1s the second last betfore that of the pixel of interest
(pm0). The remaining color generation section 93 also calcu-
lates a value by multiplying by 24 the pixel value of the closer
interpolation target pixel pl at the same position 1n the main
scanning direction on the line that 1s the first after that of the
pixel of mterest (pm0). The remaiming color generation sec-
tion 93 then adds up the two calculated values, and determines
the result as the pixel value of the B (blue) of the pixel of
interest.
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In the example shown m FIGS. 7 and 8, the calculation
expressions as follows:

(R(Red)Component of Pixel of interest)
= (2/3xPixel value of ml)+ (1 /3 xPixel value of p2)
(B(Blue)Component of Pixel of interest)

= (1 /3 xPixel value of m2)+ (2/3xPixel value of pl)

| When the Pixel of Interest 1s an Edge]

Next, a description will be given of how the pixel values of
the color components other than the light source color of the
pixel of interest are determined when the edge processing
section 92 recognizes the pixel of interest to be an edge.

When the edge processing section 92 recognizes the pixel
of interest to be an edge, the edge processing section 92
checks whether or not it 1s a monochrome edge at the border
of white or black. Specifically, the edge processing section 92
extracts pixels that are located across, with the pixel of inter-
est at the center, a total of five lines 1n the direction perpen-
dicular to the lines 1n the main scanning direction and that are
read 1n the light source color. The edge processing section 92
compares the pixel values of the live extracted pixels, and
recognizes, when previously determined conditions are met,
the pixel of interest to be a monochrome edge. A first condi-
tion 1s that two or less of the five extracted pixels are intlection
point pixels, an mflection point pixel being a pixel of which
the pixel value 1s by a prescribed value smaller or greater than
the pixel values of both of the pixels adjacent to 1t. A second
condition 1s that no two adjacent pixels are intlection point
pixels. Onthe other hand, when the conditions are not met, the
edge processing section 92 recognizes the pixel ol interest not
to be a monochrome edge.

Here, the purpose of taking any of the extracted pixels
whose pixel value 1s by a prescribed value smaller or greater
than the pixel values of both of the pixels adjacent to 1t as an
inflection point pixel 1s to eliminate the influence of random
noise and to prevent a pixel that should not be recognized as
an 1inflection point pixel from being recognized as one due to
differences 1n characteristics among individual pixels (light
receiving elements as pixels included 1n the image sensor).
Moreover, so long as the difference 1n pixel value 1s moderate,
it may eventually prove to be preferable not to recognize a
pixel to be an inflection point pixel. The prescribed value 1s a
value that can be determined arbitrarily. For example, the
remaining color component generation section 9 or the edge
processing section 92 calculates the standard deviation over a
prescribed region (for example, 100 by 100 pixels) with a
particular pixel (which may be the pixel of interest) within
image data at the center. The remaining color component
generation section 9 or the edge processing section 92 then
determines the prescribed value by multiplying the calculated
standard deviation by a previously determined number (for
example, when the standard deviation equals 5, by multiply-
ing 1t by 5 to obtain 25). The previously determined number
may be determined appropriately, and may be an integer or a
decimal number. On the other hand, the prescribed value may
be a constant value such as 20 or 30.

Now, with reference to FIGS. 9 and 10, a specific descrip-
tion will be given of the intlection point pixels and the con-
ditions. FIGS. 9 and 10 are graphs. In FIGS. 9 and 10, along
the horizontal direction 1s taken the position of pixels 1n the
sub scanning direction. In FIGS. 9 and 10, along the vertical
axis 1s taken the magnitude of the pixel values of individual
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pixels. FIGS. 9 and 10 are graphs that show pixels that are
located at the same position 1n the main scanning direction
(line direction) across, with a pixel of interest at the center,
five lines 1n the sub scanning direction (the direction perpen-
dicular to the lines) and that are read 1n the light source color
across.

The graph i FIG. 9 shows an example of how the pixel
values of individual pixels are distributed when the conditions
are met. In the graph of FIG. 9, different combinations of five
pixels are respectively indicated by circular symbols con-
nected by solid lines, triangular symbols connected by broken
lines, and square symbols connected by dash-dot-dot lines.

In FIG. 9, the number of inflection point pixels, that 1s,
pixels whose pixel value 1s by a prescribed value smaller or
greater than the pixel values of both of the pixels adjacent to
them, 1s zero or one. In other words, 1n the graph shown in
FIG. 9, when the coordinates of adjacent pixels are connected
with a line, the number of pixels (inflection point pixels) at
which the gradient of the connecting lines turns (changes)
from positive to negative or vice versa 1s one or less. More-
over, no two adjacent pixels are inflection point pixels. Spe-
cifically, in the combination indicated by circular symbols
connected by solid lines and 1n the combination indicated by
triangular symbols connected by broken lines, the number of
inflection point pixels 1s zero. In the combination indicated by
squares connected by dash-dot-dot lines, the number of
inflection point pixels (the pixel at position —1) 1s one.

On the other hand, in FIG. 10, the number of inflection
point pixels, that 1s, pixels whose pixel value 1s by a pre-
scribed value smaller or greater than the pixel values of both
of the pixels adjacent to them, 1s two or more. Moreover, two
adjacent pixels are inflection point pixels. In other words, 1n
the graph shown 1n FIG. 10, when the coordinates of adjacent
pixels are connected with a line, the number of pixels (inflec-
tion point pixels) that are connected to lines whose gradient
turns from positive to negative or vice versa 1s two or more,
and 1n addition those pixels are adjacent to each other. In the
combination indicated by circular symbols connected by
solid lines and 1n the combination indicated by triangular
symbols connected by broken lines, the number of inflection
point pixels 1s three and two respectively, and adjacent pixels
are 1ntlection point pixels.

Suppose here that, for example, pure white 1s expressed as
(R=255,G=255, B=255) and pure black 1s expressed as (R=0,
G=0, B=0). At a monochrome border (of white or black), the
pixel values (luminance or density) of R (red), G (green), and
B (blue) components are all expected to change 1n a similar
way. Accordingly; when there are many inflection points or
adjacent pixels are inflection point pixels, R (red), G (green),
and B (blue) components do not change 1n a similar way. On
this basis, the edge processing section 92 recognizes an edge
to be a monochrome edge only when the number of inflection
point pixels 1s two or less and no adjacent pixels are intlection
point pixels, and otherwise recognizes an edge not to be a
monochrome edge.

In the example described above, the pixel values of pixels
that are located on the same position 1n the main scanning
direction across, with the pixel of interest at the center, five
lines 1n the sub scanning direction are extracted. The edge
processing section 92 may instead extract the pixel values of
pixels across more than five lines (for example, seven lines)
and check whether the above-mentioned conditions are met to
recognize whether or not an edge 1s a monochrome edge.

Theresult of recognition by the edge processing section 92,
that 1s, whether or not the pixel of interest 1s a monochrome
edge (a border with white or black), 1s conveyed to the
remaining color generation section 93. According to whether




US 8,928,961 B2

15

or not 1t 1s a monochrome edge, the remaining color genera-
tion section 93 changes the method of determining the pixel
values of the colors other than the light source color of the
pixel of interest.

Specifically, when the edge processing section 92 recog-
nizes the pixel of interest to be a monochrome edge, the
remaining color generation section 93 generates the pixel
value of the color components other than the light source
color by taking the pixel value of the light source color of the
pixel of interest as the pixel value of the color components
other than the light source color. This 1s because, at a mono-
chrome edge (including gray), the color components of dii-
terent colors are expected to take largely the same values. By
contrast, when the edge processing section 92 recognizes the
pixel of interest not to be a monochrome edge, the remaining
color generation section 93 generates the pixel value of the
color components other than the light source color from, as
when the edge processing section 92 recognizes the pixel of
interest not to be an edge (through linear interpolation), the
pixel value of the light source color of the pixel of interest.
This 1s because, elsewhere than at a monochrome edge (1in-
cluding gray), there 1s expected to be a continuous change 1n
gradation with the pixel of interest at the center.

(Procedure for Generating Color Components Other than
Light Source Color)

Next, with reference to FIG. 11, the procedure for gener-
ating color components other than the light source color will
be described. FIG. 11 1s a tlow chart showing an example of
the procedure for generating color components other than the
light source color with respect to one pixel of interest. The
procedure shown 1n FIG. 11 1s executed for each pixel within
one page. In a case where the document to be read contains a
plurality of pages, the procedure show 1n FIG. 11 1s executed
for each pixel on every page.

The flow 1n F1G. 11 starts when, for any pixel of interest out
of image data worth one page, a color component other than
the light source color (the color of the light source during
reading) starts to be generated. Prior to this point, the user has
operated the operation panel 101 to enter an instruction to
start reading the document in colors. The main control section
6 then instructs the document transport control section 30 and
the reading control section 20 to start reading the document.
In response, in the reading control section 20, while the light
source section 71 switches the color of the light source lit
from one line to the next 1n the main scanning direction, the
image sensor 72 starts reading the document, leaving image
data to be accumulated 1n the line memory 91.

First, the edge processing section 92 checks whether or not
the pixel of interest 1s an edge (step #1). As described previ-
ously, the edge processing section 92 checks whether or not
the pixel of interest 1s an edge through, for example, calcula-
tion using a differential filter.

When the pixel of interest 1s recognized not to be an edge
(step #1, “No0”), the edge processing section 92 conveys data
indicating that the pixel of interest 1s not an edge to the
remaining color generation section 93.

In response, the remaining color generation section 93, by
using pixels of which the light source color 1s the color com-
ponent about to be generated (that 1s, which are on those lines
that are read while the light source of the color about to be
generated 1s 11t) and which are located at the same position 1n
the main scanning direction and sandwich the pixel of interest
in the sub scanning direction, calculates the pixel values of the
color components other than the light source color of the pixel
ol interest through linear interpolation (see step #3 and FIGS.
7 and 8). For example, the remaining color generation section
93, when the light source color of the pixel of iterest 1s R
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(red), calculates the pixel values of G (green) and B (blue)
through linear interpolation; when the light source color of
the pixel of interest 1s G (green), calculates the pixel values of
R (red) and B (blue) through linear interpolation; and when
the light source color of the pixel of interest 1s B (blue),
calculates the pixel values of R (red) and G (green) through
linear interpolation. The flow then ends (“END”).

By contrast, when the pixel of interest 1s recognized to be
an edge (step #1, “Yes™), the edge processing section 92 then
checks whether or not the pixel of interest 1s a monochrome
edge (step #4). As described previously, the edge processing
section 92 checks whether or not the pixel of interest 1s a
monochrome edge by checking the number of inflection point
pixels and how they are located relative to each other (see

FIGS. 9 and 10).

When the pixel of interest 1s recognized not to be a mono-
chrome edge (step #4, “INo”), the edge processing section 92
conveys data indicating that the pixel of interest is not a
monochrome edge to the remaining color generation section
93 (step #5). In response, the remaining color generation
section 93 calculates the pixel values of the color components
other than the light source color of the pixel of interest
through linear interpolation (to step #3).

By contrast, when the pixel of interest 1s recognized to be
a monochrome edge (step #4, “Yes”), the edge processing
section 92 conveys data indicating that the pixel of interest 1s
a monochrome edge to the remaining color generation section
93 (step #6). In response, the remaiming color generation
section 93 determines the pixel value of the light source color
of the pixel of interest as the pixel value of the color compo-
nents other than the light source color (step #7). For example,
the remaining color generation section 93, when the light
source color of the pixel of interest 1s R (red), takes the pixel
value of R (red) as the pixel value of G (green) and B (blue);
when the light source color of the pixel of interest 1s G
(green), takes the pixel value of G (green) as the pixel value of
R (red) and B (blue); and when the light source color of the
pixel of interest 1s B (blue), takes the pixel value of B (blue)

as the pixel value of R (red) and G (green). The flow then ends
(“END”).

As described above, according to the embodiment under
discussion, an 1mage reading device 1, or a multifunction
product 100, includes: a light source section 71 that shines
light on a document along a line direction, that includes light
sources of a plurality of colors, and that emits light 1n one
color during a period for reading one line and switches the
color of the light source lit cyclically from one line to the next;
an 1mage sensor 72 that, based on the light reflected from the
document, reads data of one color per line; a data generation
section 8 that, based on the output of the image sensor 72,
generates 1image data of the light source color which 1s the
color of the light source lit during reading; a memory (line
memory 91) that stores a plurality of lines” worth of the image
data generated by the data generation section 8; and a remain-
ing color component generation section 9 that, by using the
plurality of lines’ worth of the image data stored in the
memory, generates the pixel value of a color component other
than the light source color based on the pixel values of pixels
around a pixel of interest. With this configuration, in reading
a document and acquiring image data 1n colors, the time
required to read one line 1n a color document can be reduced
to a fraction (one-third in a case mvolving three colors,
namely R (red), G (green), and B (blue)) of the conventionally
required time. It 1s thus possible to achieve the same speed as
in reading 1n black and white. Thus, it 1s possible to increase
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the color document reading speed of the image reading device
1. It 1s also possible to increase the productivity of the image
reading device 1.

Moreover, the image reading device 1 has an edge process-
ing section 92 that recognizes whether or not the pixel of
interest 1s an edge. When the edge processing section 92
recognizes the pixel of mterest to be an edge, 1t then recog-
nizes whether or not the edge 1s a monochrome edge at a
border with white or black. When the edge processing section
92 recognizes the pixel of interest to be a monochrome edge,
the remaining color component generation section 9 gener-
ates the pixel value of the light source color of the pixel of
interest as the pixel value of a color component other than the
light source color of the pixel of interest. When the edge
processing section 92 recognizes the pixel of interest not to be
a monochrome edge, the remaining color component genera-
tion section 9 generates the pixel value of a color component
other than the light source color of the pixel of interest such
that 1t 1s equal to the mid value between the pixel values of
interpolation target pixels, which are two pixels that sandwich
the pixel of interest 1n the direction perpendicular to lines and
of which the light source color 1s the color about to be gen-
crated. In this way, 1t 1s possible to appropriately determine
the pixel value of a color component other than the light
source color of the pixel of interest in such a way that a
monochrome edge, which tends to be conspicuous to the
human eye, 1s accurately recognized as an edge within color
image data.

Moreover, at a monochrome edge (that 1s, where there 1s a
large change 1n density 1n terms of black and white), the pixel
values of different colors are expected to change 1n a similar
way. Accordingly, the edge processing section 92 extracts
pixels that are located across, with the pixel of interest at the
center, a total of five or more lines 1n the direction perpen-
dicular to lines and that are read in the light source color. The
edge processing section 92 recognizes the pixel of interest to
be a monochrome edge when the following conditions are
met: of the extracted pixels, two or less are inflection point
pixels, which are pixels whose pixel values are by a pre-
scribed value smaller or greater than the pixel values of both
of the pixels adjacent to them; and no adjacent pixels are
inflection point pixels. When the conditions are not met, the
edge processing section 92 recognizes the pixel of interest not
to be a monochrome edge.

In this way, 1t 1s possible to accurately determine whether
or not the pixel of interest constitutes a monochrome edge.
Thus, 1t does not occur that a pixel that 1s not a monochrome
edge 1n a document 1s taken as an edge or a pixel that 1s a
monochrome edge 1n a document 1s taken as not an edge. It 1s
thus possible to appropnately determine the pixel value of
color components other than the light source color of the pixel
ol interest.

Moreover, the image reading device (1mage forming appa-
ratus) has the edge processing section 92 that recognizes
whether or not the pixel of interest 1s an edge. When the edge
processing section 92 recognizes the pixel of interest not to be
an edge, the remaining color component generation section 9
generates the pixel value of a color component other than the
light source color of the pixel of interest such that 1t 1s the mid
value between the pixel values of interpolation target pixels,
which are two pixels that sandwich the pixel of interest in the
direction perpendicular to lines and that are read 1n, as the
light source color, the color about to be generated. In this way,
the pixel values of pixels that are obtained by actual reading,
and that are close 1n position in the direction perpendicular to
the direction of lines (the sub scanming direction) are taken
into consideration. It 1s thus possible to determine (estimate)
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the pixel values of colors (remaining color components)
about to be calculated 1n such a way as to obtain a smooth
change 1n gradation.

Moreover, the remaining color component generation sec-
tion 9 generates as the pixel value of a color component other
than the light source color the sum of two values that are
obtained by multiplying each of the interpolation target pixels
by a coellicient that 1s so set that the closer the distance the
greater the contribution. This makes it possible to accurately
determine the pixel value of colors other than the light source
color of the pixel of interest through linear interpolation.

The prescribed value 1s a constant value, or a value
obtained by multiplying by a previously determined number
the standard deviation of pixel values, as calculated by the
remaining color component generation section 9, within a
prescribed region with a predetermined pixel within image
data at the center.

The light sources (the R, G, and B lamps 73R, 73G, and
73B) are 1n three colors, namely red, green, and blue, and the
remaining color component generation section 9 generates
the pixel values of two of red, green, and blue as the pixel
values of color components other than the light source color
of the pixel of interest. This eliminates the need to read three
colors (three times) per line, and thus allows fast reading of a
document.

Moreover, the 1mage forming apparatus (multifunction
product 100) includes an image reading device 1 according to
the embodiment; it thus includes an 1image reading device 1
capable of reading color 1images fast with high productivity.
Accordingly, it 1s possible to offer a high-productivity, high-
performance 1image forming apparatus.

Other embodiments will now be described. The embodi-
ment described above deals with an example where the read-
ing unit 7 including the image sensor 72 and the light source
section 71 1s provided within the image reading section 2. In
addition, for the reading of the reverse side of a document, 1n
the document transport section 33 within the document trans-
port section 3, between the feed-reading contact glass 21a and
the pair of document ejection rollers 34, there may be pro-
vided a second reading unit 70 (see FIG. 2) of a CIS (contact
image sensor) type. Also 1n the color reading by the second
reading unit 70, light sources included in the second reading
unit 70 may be lit in one color per line so that an image reading
device 1 included 1n the second reading unit 70 reads one
color per line, with a data generation section 8 and a remain-
ing color component generation section 9 like those described
above provided also in the second reading unit 70 so that, also
for the results of the reading by the second reading unit 70,
remaining color components are generated.

Although the embodiment described above deals with a
reading unit 7 of a CIS type, the image reading device 1 may
instead be of a CCD type where reflected light 1s directed to an
image sensor through a plurality of mirrors or lenses.

The present disclosure may be grasped as disclosing meth-
ods.

The embodiments presented herein are not meant to limat
the scope of the present disclosure 1n any way. What 1s dis-
closed herein may be implemented with any modifications
and variations made within the spirit of the present disclosure.

What 1s claimed 1s:

1. An image reading device comprising:

a light source section that shines light on a document along,
a line direction, that includes light sources of a plurality
of colors, and that emits light in one color during a
period for reading one line and switches a color of a light
source lit cyclically from one line to the next;
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an 1mage sensor that, based on light reflected from the
document, reads one color per line;

a data generation section that, based on an output of the
image sensor, generates image data of a light source
color which 1s the color of the light source lit during
reading;;

amemory that stores a plurality of lines” worth of the image
data generated by the data generation section;

a remaining color component generation section that, by
using the plurality of lines” worth of the image data
stored 1n the memory, generates a pixel value of a color
component other than the light source color based on
pixel values of pixels around a pixel of interest; and

an edge processing section that recognizes whether or not
the pixel of interest 1s an edge, wherein

when the edge processing section recognizes the pixel of
interest to be an edge, the edge processing section then
recognizes whether or not the edge 1s a monochrome
edge at a border with white or black, and

when the edge processing section recognizes the pixel of
interest to be a monochrome edge, the remaining color
component generation section generates the pixel value
ol the color component other than the light source color
of the pixel of interest such that 1t 1s a pixel value of the
pixel of interest 1n the light source color, and when the
edge processing section recognizes the pixel of interest
not to be a monochrome edge, the remaining color com-
ponent generation section generates the pixel value of
the color component other than the light source color of
the pixel of interest such that 1t 1s a mid value between
pixel values of interpolation target pixels,

the interpolation target pixels being two pixels that sand-
wich the pixel of interest 1n a direction perpendicular to
the line direction and of which the light source color 1s a
color to be generated.

2. The device according to claim 1, wherein

the edge processing section extracts pixels that are located
across, with the pixel of interest at a center, a total of five
or more lines 1n a direction perpendicular to lines and
that are read 1n the light source color, the edge process-
ing section recognizing, when a previously determined
condition 1s met, the pixel of interest to be a mono-
chrome edge and recognizing, when the previously
determined conditions 1s not met, the pixel of interest not
to be a monochrome edge,

the condition comprising a condition that, of the extracted
pixels, two or less are iflection point pixels and a con-
dition that no adjacent pixels are inflection point pixels,

an inflection point pixel denoting a pixel of which a pixel
value 1s by a prescribed value smaller or greater than
pixel values of both of pixels adjacent thereto.

3. The device according to claim 2, wherein

the prescribed value 1s a constant value, or a value that 1s
obtained by multiplying by a previously determined
number a standard deviation of pixel values, calculated
by the remaining color component generation section, 1n
a prescribed region with a given pixel within the image
data at a center.

4. The device according to claim 1, wherein

the remaining color component generation section gener-
ates the pixel value of the color component other than the
light source color such that 1t 1s a sum of two values that
are obtained by multiplying each of the interpolation
target pixels by a coellicient that 1s so set that contribu-
tion increases with increasing distance.
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5. The device according to claim 1, wherein

the light sources are 1n three colors, namely red, green, and
blue, and

the remaining color component generation section gener-
ates the pixel value of the color component other than the
light source color of the pixel of interest such that it 1s a
pixel value of two of red, green, and blue.

6. An 1mage forming apparatus comprising the image read-

ing device according to claim 1.

7. An 1mage reading device comprising:

a light source section that shines light on a document along,
a line direction, that includes light sources of a plurality
of colors, and that emits light in one color during a
period for reading one line and switches a color of a light
source lit cyclically from one line to the next;

an 1mage sensor that, based on light reflected from the
document, reads one color per line;

a data generation section that, based on an output of the
image sensor, generates image data of a light source
color which 1s the color of the light source lit during
reading;;

a memory that stores a plurality of lines” worth of the image
data generated by the data generation section;

a remaining color component generation section that, by
using the plurality of lines” worth of the image data
stored 1n the memory, generates a pixel value of a color
component other than the light source color based on
pixel values of pixels around a pixel of interest, and

an edge processing section that recognizes whether or not
the pixel of interest 1s an edge, wherein

when the edge processing section recognizes the pixel of
interest not to be an edge, the remaining color compo-
nent generation section generates the pixel value of the
color component other than the light source color of the
pixel of interest such that 1t 1s a mid value between pixel
values of interpolation target pixels,

the mterpolation target pixels being two pixels that sand-
wich the pixel of interest 1n a direction perpendicular to
the line direction and of which the light source color i1s a

color to be generated.
8. A method of controlling an 1image reading device, com-

prising;:

using light sources of a plurality of colors;

shining light on a document along a line direction;

emitting light 1n one color during a period for reading one
line, switching a color of a light source lit cyclically
from one line to the next;

reading, based on light reflected from the document, one
color per line;

generating image data of a light source color which 1s the
color of the light source lit during reading;

storing a plurality of lines” worth of the image data gener-
ated;

generating, by using the plurality of lines” worth of the
image data stored, a pixel value of a color component
other than the light source color based on pixel values of
pixels around a pixel of interest;

recognizing whether or not the pixel of interest 1s an edge;

recognizing, when the pixel of interest 1s recognized to be
an edge, whether or not the edge 1s a monochrome edge
at a border with white or black:

generating, when the pixel of interest 1s recognized to be a
monochrome edge, the pixel value of the color compo-
nent other than the light source color of the pixel of
interest such that 1t 1s a pixel value of the pixel of interest
in the light source color; and
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generating, when the pixel of interest 1s recognized not to
be a monochrome edge, the pixel value of the color
component other than the light source color of the pixel
ol interest such that it 1s a mid value between pixel values
of interpolation target pixels,

the interpolation target pixels being two pixels that sand-
wich the pixel of interest 1n a direction perpendicular to
the line direction and of which the light source color 1s a
color to be generated.

9. The method according to claim 8, further comprising:

extracting pixels that are located across, with the pixel of
interest at a center, a total of five or more lines 1n a
direction perpendicular to lines and that are read 1n the
light source color;

recognizing, when a previously determined condition 1s
met, the pixel of interest to be a monochrome edge; and

recognizing, when the previously determined conditions 1s
not met, the pixel of interest not to be a monochrome
edge,

the condition comprising a condition that, of the extracted
pixels, two or less are inflection point pixels and a con-
dition that no adjacent pixels are inflection point pixels,

an inflection point pixel denoting a pixel of which a pixel
value 1s by a prescribed value smaller or greater than
pixel values of both of pixels adjacent thereto.

10. The method according to claim 9, wherein

the prescribed value 1s a constant value, or a value that 1s
obtained by multiplying by a previously determined
number a standard deviation of pixel values 1n a pre-
scribed region with a given pixel a within the image data
t a center.

11. The method according to claim 8, further comprising:

obtaining two values by multiplying each of the interpola-

tion target pixels by a coellicient that 1s so set that con-
tribution increases with increasing distance; and
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generating the pixel value of the color component other
than the light source color such that 1t 1s a sum of the two
values obtained.

12. The method according to claim 8, wherein

the light sources are 1n three colors, namely red, green, and
blue, and

the pixel value of the color component other than the light
source color of the pixel of interest 1s generated such that
it 1s a pixel value of two of red, green, and blue.

13. A method of controlling an 1mage reading device, com-

prising:

using light sources of a plurality of colors;

shining light on a document along a line direction;

emitting light 1n one color during a period for reading one
line, switching a color of a light source it cyclically
from one line to the next;

reading, based on light reflected from the document, one
color per line;

generating image data of a light source color which 1s the
color of the light source lit during reading;

storing a plurality of lines” worth of the image data gener-
ated;

generating, by using the plurality of lines” worth of the
image data stored, a pixel value of a color component
other than the light source color based on pixel values of
pixels around a pixel of interest;

recognizing whether or not the pixel of interest 1s an edge;

generating, when the pixel of interest 1s recognized not to
be an edge, the pixel value of the color component other
than the light source color of the pixel of interest such
that 1t 1s a mad value between pixel values of iterpola-
tion target pixels,

the mterpolation target pixels being two pixels that sand-
wich the pixel of interest 1n a direction perpendicular to
the line direction and of which the light source color i1s a
color to be generated.

¥ ¥ H ¥ H



	Front Page
	Drawings
	Specification
	Claims

