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SINGLE-PORT READ MULTIPLE-PORT
WRITE STORAGE DEVICE USING
SINGLE-PORT MEMORY CELLS

BACKGROUND

Multiple-port memories are widely used in electronic
applications, in which high-speed data transfer is critical,
including, but not limited to, data and packet buifering,
shared memory switching, video processing, data communi-
cations, and the like. Multiple-port memory, such as dual-port
memory, unlike 1ts single-port memory counterpart, 1s gen-
erally characterized by its ability to read data from or write
data to the memory on one port while concurrently reading a
second piece of data from or writing a second piece of data to
the memory on another port. Hence, each port provides a
separate, independent read and write access path for reading
data from the memory, or writing new data into the memory.
One embodiment of a multiple-port memory 1s a two-port
memory, such as a single-port read, single-port write (1R1W)
memory, which has a dedicated read port and a dedicated
write port.

SUMMARY

Embodiments of the invention described herein advanta-
geously utilize primarily single-port read/write (1RW)
memory cells to implement multiple-port memory function-
ality. Single-port memory cells are generally faster and con-
sume substantially less power and chip area when compared
with multiple-port memory cells. Consequently, a multiple-
port memory array implemented using a plurality of single-
port memory cells 1n accordance with embodiments of the
invention advantageously provides enhanced performance,
reduced power consumption and reduced chip area when
compared with a monolithic multiple-port memory cell
implementation, among some benefits. Moreover, aspects of
these embodiments essentially eliminate latency penalties
otherwise incurred by conventional approaches when read
and write addresses attempt to access the same memory loca-
tion during the same memory cycle. In this manner, these
embodiments support both low and fixed latency to the extent
that a user virtually cannot distinguish the multiple-port
memory employing single-port memory cells from a mono-
lithic multiple-port memory utilizing monolithic multiple-
port memory cells.

In accordance with one embodiment, a storage device pro-
vides single-port read multiple-port write functionality, and
includes first and second memory arrays and a controller. The
first memory array includes at least first and second single-
port memory cells. The second single-port memory cell stores
data 1n response to a memory access contlict associated with
the first single-port memory cell. The second memory array
stores location information associated with data stored 1n the
first and second single-port memory cells. The controller 1s
operatively coupled to the first and second memory arrays,
and resolves the memory access conflict by determining one
or more locations in which to store data 1n the first single-port
memory cell and the second single-port memory cell so as to
avold a collision between concurrent memory accesses to the
first single-port memory cell 1 response to the memory
access conflict. The controller determines locations to store
and/or access data in the first and second single-port memory
cells based on the location information.

In accordance with additional embodiments, an integrated
circuit including the storage device, a memory operative to
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provide single-port read multiple-port write functionality,
and an electronic system comprising the storage device are
provided.

Embodiments of the invention will become apparent from

the following detailed description, which 1s to be read in
connection with the accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

The following drawings are presented by way of example
only and without limitation, wherein like reference numerals
indicate corresponding elements throughout the several
views, and wherein:

FIG. 1 1s a block diagram of an exemplary dual-port
memory and corresponding control signals for accessing the
dual-port memory;

FIG. 2 1s a block diagram of an embodiment of a single-
port read multiple-port write (1RMW) static random access
memory (SRAM) using primarily a plurality of single-port
memory modules;

FIG. 3 1s a block diagram of an 1llustrative single-port read
dual-port write (1R2W) SRAM, which represents a specific
example of the IRMW SRAM embodiment shown in FIG. 2,
according to an embodiment of the invention;

FIG. 4 1s a block diagram of an exemplary mapping table
memory included in the 1R2W SRAM shown i FIG. 3,
according to an embodiment of the mnvention;

FIG. 5 conceptually depicts a format of an entry in the
mapping table memory shown i FIG. 4, according to an
embodiment of the invention;

FIG. 6 1s a tlowchart showing an exemplary operation of
the mapping table memory shown in FIG. 4, according to an
embodiment of the invention;

FIG. 7 1s a conceptual depiction 1llustrating how physical
bank 1dentifications are generated when there are no memory
access contlicts, according to an embodiment of the mven-
tion;

FIG. 8 1s a conceptual depiction 1llustrating how physical
bank identifications are generated when there 1s a contlict
between concurrent read and write operations requesting
access to the same physical memory bank, according to an
embodiment of the invention;

FIG. 9 15 a conceptual depiction 1llustrating how physical
bank identifications are generated when there 1s a conflict
between concurrent read and two write operations requesting,
access to the same physical memory bank;

FIG. 10 1s a block diagram of a second embodiment of the
mapping table memory shown i FIG. 4, according to an
embodiment of the invention; and

FIG. 11 1s a conceptual depiction illustrating an exemplary
memory organization, according to an embodiment of the
invention.

It 1s to be appreciated that elements 1n the figures are
illustrated for simplicity and clarity. Common but well-un-
derstood elements, which may be useful or necessary 1n a
commercially feasible embodiment, are not necessarily
shown 1n order to facilitate a less hindered view of the 1llus-
trated embodiments.

DETAILED DESCRIPTION

Embodiments of the mnvention will be described herein 1n
the context of illustrative single-port read multiple-port write
(1IRMW) memory circuits implemented using primarily
single-port memory cells. It should be understood, however,
that embodiments of the invention are not limited to these or
any other particular circuit configurations. Rather, embodi-
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ments of the invention are more generally applicable to tech-
niques for implementing a multiple-port memory using a
plurality of single-port memory cells 1n such a way that con-
flicts between read and write operations are resolved without
increasing latency. A multiple-port memory implemented
using a plurality of single-port memory cells 1n accordance
with embodiments of the invention advantageously provide
enhanced performance, reduced power consumption, and
reduced chip area, among other benefits, when compared
with monolithic multiple-port memory cell implementations.
Moreover, 1t will become apparent to those skilled in the art
given the teachings herein that numerous modifications can
be made to the embodiments shown that are within the scope
of the claimed mvention. That 1s, no limitations with respect
to the embodiments shown and described herein are intended
or should be 1nferred.

As a preliminary matter, for the purposes of claritying and
describing embodiments of the invention, the following table

provides a summary of certain acronyms and their corre-
sponding definitions, as the terms are used herein:

Table of Acronvm Definitions

Acronym Definition

1R1W Single-port read, single-port write
SRAM Static random access memory

IC Integrated circuit

1RW Single-port read or write (read/write)
1RMW Single-port read multiple-port write
MR1W Multiple-port read single-port write
1R2W Single-port read dual-port write
3R2W Triple-port read double-port write
2R1IW Double-port read single-port write
RE Read enable

WE Write enable

eDRAM Embedded dynamic random access memory

Multiple-port memory 1s typically implemented using
static random access memory (SRAM). In single-port archi-
tectures, each bit in an SRAM cell 1s stored using four tran-
sistors that form two cross-coupled mverters that operate as a
storage element of the memory cell. Two additional transis-
tors serve to control access to the storage element during read
and write operations. A typical SRAM cell uses six transistors
and 1s thus often referred to as a 61 SRAM. In a multiple-port
architecture, two additional access transistors are generally
used for each additional port; hence two-port functionality
would be provided by an eight-transistor (81) SRAM cell,
three-port functionality would be provided by a ten-transistor
(10T) SRAM cell, and so on. However, because implement-
ing a monolithic multiple-port memory can consume a sig-
nificant amount of area and power on an integrated circuit
(IC), there have been various proposed memory architectures
that use single-port memory cells, which are often referred to
as single-port read or write (1RW) memories, each having
their own inherent disadvantages.

In one approach, oiten referred to as double-pumping,
time-domain multiplexing of the memory clock 1s utilized.
Using this approach, dual-port memory functionality 1s
achieved using multiple single-port memory cells, with half
of the memory clock cycle being dedicated to read operations
and the other half being dedicated to write operations. By
multiplexing the clock in this manner, contlicts between read
and write accesses of the same memory cell during a given
memory cycle can be avoided. Although a savings in chip area
can be achieved using this approach, the data path 1s now
narrower and has less bandwidth compared to an implemen-
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4

tation using monolithic two-port memory cells, and thus the
memory system 1s, as a result, slower. Since the memory runs
at twice the clock rate of a memory device that includes
two-port memory cells, the maximum frequency 1s typically
low, such as 400 MHz for a45-nanometer (nm) IC fabrication
pProcess.

Another approach 1s to divide the dual-port memory into
banks of single-port memory cells. Provided there are no
bank conflicts, which occur when read or write operations
request access to the same single-port memory bank during
the same memory cycle, the memory can theoretically run at
the maximum Irequency of the single-port memory cells.
When a bank contlict does arise, a pipeline stall will typically
occur, resulting 1n a latency penalty and the need for complex
arbitration or control logic external to the memory device.
Moreover, the latency of the memory will not be constant, but
will instead depend on the specific read and write addresses.
The pipeline stall may also reduce effective memory through-
put since there 1s only one memory access rather than two
accesses during the pipeline stall.

Embodiments of the mvention described herein employ
1RW memory modules to implement multiple-port memory
that supports full random access concurrently on each port.
Single-port read multiple write memory (1IRMW) can be
found 1 many applications, such as, for example, packet
buifering, shared memory switching, and the like. A direct
implementation of 1IRMW memory requires multiple-port bit
cells, as well as multiple word lines and bit lines, which
require a larger memory area, higher power consumption, and
slower performance when compared with single-port
memory having the same storage capacity. Therefore, it 1s
desirable to use single-port memory to emulate multiple port
memory. The disclosed embodiments use 1RW memory
devices to support multiple concurrent accesses rather than
one.

Features of a single-port read dual-port write (1R2W)
memory embodiment include: (a) two additional 1RW
memory banks rather than only one 1 the 1R1W case; (b)
using triple-port read double-port write (3R2W) memory
rather than double-port read single-port write (ZR1W)
memory to store mapping tables; (¢) using two independent
mapping tables and a mapping select table; (d) implementing
independent mapping tables using three copies of 1IR1W
memories; and (¢) implementing a mapping select table using
register files. These features are expandable to implement
1RMW memory devices.

The disclosed embodiments eliminate latency penalties
otherwise incurred using conventional approaches when read
and write operations are used to access the same memory
bank during the same memory cycle. In this manner, embodi-
ments of the invention support both low and fixed latency to
the extent that a user cannot distinguish the multiple-port
memory formed 1n accordance with one or more embodi-
ments from a multiple-port memory implementation utilizing,
monolithic multiple-port memory cells. It will become appar-
ent to those skilled 1n the art given the teachings herein that
numerous modifications can be made to the disclosed
embodiments that are within the scope of the present mven-
tion.

FIG. 11s ablock diagram depicting an exemplary dual-port
memory 100 and corresponding control signals for accessing
the memory 100. Dual-port memory 100 preferably includes
a first port (port A), which 1s a read port, having a first address
bus 102 operative to convey a read address, a first data bus 104
operative to convey data read from the memory, and a read
enable (RE) control signal associated with the first port. Like-
wise, memory 100 includes a second port (port B), which 1s a




US 8,923,089 B2

S

write port, having a second address bus 106 operative to
convey a write address, a second data bus 108 operative to
convey data to be written to the memory, and a write enable
(WE) control signal associated with the second port.

Disadvantages of using monolithic multiple-port memory
include, but are not limited to, degraded performance (e.g.,
lower speed), increased chip area, and increased power con-
sumption, as previously stated. Embodiments of the invention
address one or more problems associated with conventional
multiple-port memory architectures by utilizing primarily
single-port (1RW) memory cells to implement a multiple-
port memory (e.g., 1R2W memory).

Although embodiments disclosed herein are shown with
specific reference to a triple-port memory implementation,
merely for simplicity and economy of description, 1t 1s to be
appreciated that the mvention 1s not limited to triple-port
memory. Rather, principles of the present invention are
extendable to construct a memory having essentially any
number of ports (i.e., multiple-port memory in general).
Moreover, according to these embodiments, a higher port
count multiple-port memory 1s implementable from a lower
port count multiple-port memory, as will become apparent to
those skilled 1n the art given the teachings herein.

FI1G. 2 1s a block diagram depicting at least a portion of an
exemplary IRMW SRAM 200 according to an embodiment
of the mvention. The 1IRMW SRAM 200 includes a plurality
of memory banks 202, a memory bank controller 204, a
mapping table memory controller 206, and mapping table
memory 208. The memory banks 202 are organized into N+2
memory banks, where N 1s a positive integer. The term
“memory bank,” as used herein, 1s intended to refer broadly to
any organized grouping of storage elements, such as an array,
module, cell, primitive, and the like.

FIG. 3 shows a block diagram depicting an illustrative
1R2W SRAM 300, which represents a specific example of the

IRMW SRAM 200 shown in FIG. 2, in which M 1s equal to
two, according to an embodiment of the invention. The IR2ZW
SRAM 300 includes an array of single-port memory banks
302, 304, 306, 308, 310, mapping table memory 312, a map-
ping table memory controller 314, a memory bank controller
316, and a data multiplexer 318. Memory banks 302, 304,
306, 308, 310 in the array are substantially equivalent to each
other 1n this embodiment. Functionality of the 1IR2W SRAM
300 1s emulated by the mapping table memory 312, mapping
table controller 314, memory bank controller 316, and data
multiplexer 318. The mapping table controller 314 1s opera-
tively coupled to the mapping table memory 312, memory
bank controller 316, and data multiplexer 318. The mapping,
table controller 314 receives various external address, data,
and control signals including, but not limited to, an 1n1tializa-
tion signal (INIT) 320, read enable signal (RE) 322, first write
enable signal (WEQ) 324, second write enable signal (WE1)
326, read address bus (RADDR) 328, first write address bus
(WADDRO) 330, and second write address bus (WADDRI1)
332. The memory bank controller 316 receives various con-
trol signals from the mapping table controller 314, which
include a read identification signal (b_read_id) 334, a first
write 1dentification signal (b_write0_1d) 336, and a second
write 1dentification signal (b_writel_id) 338. The memory
bank controller 316 1s operatively coupled to a first write data
bus (WDATAO) 340 and a second write data bus (WDATAT)
342. The data multiplexer 318 receives a read multiplexer
select signal (b_rdata_sel) 344 from the mapping table con-
troller 314, and 1s the source of aread data bus (RIDATA) 346.
The memory bank controller 316 1s operatively coupled to the
memory banks 302, 304, 306, 308, 310 by a control and write

data bus 348, and the data multiplexer 318 1s operatively
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coupled to memory banks 302, 304, 306, 308, 310 by a
control and read data bus 350. The mapping table controller
314 1s operatively coupled to the mapping table memory 312
by a write port A data bus 352, write port B data bus 354, read
port A data bus 356, read port B data bus 358, and read port C
data bus 360.

The single-port memory banks 302, 304, 306, 308, 310
include a plurality of single-port memory cells (not shown)
which may be implemented, for example, as a single-port
(1RW) SRAM or eDRAM (embedded dynamic random
access memory ) module, or alternative memory type.

The memory banks 302, 304,306,308, 310 have a depth d,
and a data width w. The width w of memory banks 302, 304,
306, 308, 310 is the same as the width of the 1R2W SRAM
300 to be emulated. A depth D of the 1IR2W SRAM 300 is
equal to or less than Nxd, where N 1s equal to the total number
of memory banks 302,304, 306. Access to any logical address
of the IR2W SRAM 300 1s translated to access a correspond-
ing physical address of the memory banks 302, 304, 306, 308,
310 using an address oifset, as described 1n further detail
below. The spare locations in memory banks 302, 304, 306,
308, 310 are used in addition to the N memory banks to
provide for functionality of the 1R2W SRAM 300.

For example, if the logical address space includes sixteen
total locations distributed over four pages and each page
includes four entries, then the logical address includes four
bits: bits 3:2 determine the logical bank identification, and
bits 1:0 determine the offset. The logical bank 1dentification
then ranges from O to 3. If the physical address space includes
two additional pages, or six total pages, each of which
includes four locations, then the physical address uses five
bits: bits 4:2 determine the physical bank 1dentification, and
bits 1:0 determine the offset. The physical bank identification
thenranges from O to 5. Accordingly, at any given offset, there
are Tour bank choices 1n the logical address space, and six
bank choices 1n the physical address space.

The 1dentities of the spare locations are not fixed during
operation. That 1s, any memory bank 302, 304, 306, 308, 310
can be used as a spare location. During operation, any of the
memory banks 302, 304, 306, 308, 310 are interchangeable.
Logically, the IR2W SRAM 300 includes N logical memory
banks and two spare memory banks. Physically, the 1IR2ZW
SRAM 300 includes N+2 physical memory banks (0 to N+1)
of the same type, each of which 1s a 1RW SRAM 1n this
embodiment.

As previously stated, the 1R2W SRAM 300 includes map-
ping table memory 312. FIG. 4 15 a block diagram depicting
an exemplary implementation of the mapping table memory
312 shown 1n FIG. 3, according to an embodiment of the
invention. With reference to FIG. 4, the mapping table
memory 312 includes two sets of three mapping table memo-
rics 414, 416, 418, 420, 422 and 424. For example, mapping
table A includes mapping table memories 414-418, and map-
ping table B includes mapping table memories 420-424. The
contents 1n each of mapping table memories 414-418 1s the
same, and the contents 1n each of mapping table memories
420-424 1s the same. As discussed above, the IR2W SRAM
300 supports one read port and two write ports concurrently.
Thus, since a total of one read and two write operations can
cause three independent mapping table look-up operations
concurrently, three copies of the contents 1n each mapping
table are used to support concurrent look-up operations. Each
of the mapping table memories 414-424 has the same depth,
d, as each of the IRW memory banks 302, 304, 306, 308, 310,
and each of the mapping table memories 414-424 1s used to
map logical bank identifications to corresponding physical

bank identifications.
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The mapping table memory 312 also includes a select table
426, which 1s used to select outputs from either of the two sets
(e g, table A or table B) of mapping table memories 414-424
via multiplexers 428, 430 and 432. The select table 426 has
the same depth d, a w1dth of one (1) bit, and supports up to
three read operations and two write operations (3R2W) con-
currently. Thus, for IRMW functionality, the select table 426
includes storage media that supports M+1 reads and M writes
concurrently, where M 1s an integer.

This embodiment uses a logical-to-physical address map-
ping scheme. In a worst-case scenario, the mapping table
controller 314 receiwves one read address and two write
addresses concurrently. The mapping table controller 314
determines the logical bank identification and an address
offset within the memory bank address range or depth d of the
appropriate memory bank 302, 304, 306, 308, 310 for each
read and write access. The logical bank 1dentification, which
1s an 1mteger between 0 and N-1, 1s provided by higher order
address bits on the read address bus 328, first write address
bus 330, or second write address bus 332 of the IR2W SRAM
300. The mapping table controller 314 then accesses the
select table 426 1n accordance with the address offset, which
1s provided by lower order address bits on the read address bus
328, first write address bus 330, or second write address bus
332 of the IR2W SRAM 300, and obtains the appropriate
physical bank identification associated with mapping table
memories 412-424 for the current access. By way of example
only, 1f the select table 426 returns a logic ““1,” this indicates
that one of the mapping table memories 420-424 1n mapping,
table B should be read; it the select table 426 returns a logic
“0,” this indicates that one of the mapping table memories
414-418 1n mapping table A should be read. Alternative select
table assignments are similarly contemplated by embodi-
ments of the invention. The mapping table memories 414-424
store mapping tables that link logical bank 1dentifications to
physical bank identifications rather than the complete address
of the desired location 1n memory, as 1s discussed 1n further
detail below.

The 1IRZW SRAM 300 includes two memory banks in
addition to memory banks 302, 304, 306. Although these
additional banks may be thought of as spare memory banks,
these memory banks operate the same as the remaining
memory banks. During a write operation, access to the map-
ping table memories 414-424 returns two spare physical
memory bank 1dentifications in addition to the physical bank
identification associated with the memory banks. For
example, for a write operation, one mapping lookup opera-
tion will return the desired physical bank 1dentification asso-
ciated with the write operation, as well as memory bank
identifications associated with two memory banks that
include spare locations, which are not necessarily located 1n
the same memory banks 1n all instances. This information 1s
stored 1n one entry of the mapping table memory 312, which
1s obtained 1n a single access that does not impose additional
read bandwidth requirements concerning the mapping table
memory 312. The spare memory physical bank identifica-
tions are used to avoid access collisions when address con-
flicts occur, 1n which more than one concurrent access 1s
requested to the same memory bank 302, 304, 306, 308, 310.

After determining the physical bank i1dentification, which
ranges from O to N+1, from the mapping table memory 312,
the mapping table controller 314 compares the physical bank
identifications of any concurrentread and/or write operations.
I1 the physical bank identifications are different, the corre-
sponding read and write accesses will be 1ssued to the appro-
priate physical memory banks 301, 304, 306, 308, 310. If

physical bank identifications are not different, which 1ndi-
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cates that an address contlict 1s present, arbitration, remap-
ping, and updates to the mapping table memory 414-424 are
performed. If any two or more of the physical bank 1dentifi-
cations are the same, a conflict exists between the desired
concurrent read and/or write operations, which causes at least

one of the concurrent operations to be diverted to one or more
of the spare locations 1n the memory banks 302, 304, 306,
308, 310.

A concurrent read access 1s grven the highest priority, and
thus this read access 1s directed to the appropriate memory
bank 302, 304, 306, 308, 310 1n accordance with a read
physical bank identification. The mapping table controller
314 then remaps one or both concurrent write accesses to
spare locations in the memory banks 302, 304, 306, 308, 310,
if necessary. Concurrent read or write accesses are written to
one of five physical memory banks 302, 304, 306, 308, 310.
However, the mapping table controller 314 ensures that none
of the physical memory bank 1dentifications selected for any
concurrent operations 1s the same, which avoids collision.
Various algorithms are used to select the appropriate physical
memory bank(s) for concurrent operations by resolving the
collision and diverting one or more of the concurrent opera-
tions to spare locations 1n the memory banks 302, 304, 306,
308, 310.

If any write operation 1s directed to spare locations 1n the
memory banks 302,304,306, 308, 310, the select table 426 15
updated. Updates to the select table 426 provide a current
table location, which 1s accessed by using the logical bank
identification as an 1ndex, with the physical bank 1dentifica-
tion of the spare locations 1n the memory banks 302, 304, 306,
308, 310 chosen for the write access. The select table 426 1s
updated with the physical bank identification requested 1n the
original write operation. Each entry of the select table 426 1s
one bit wide. If a collision 1s to occur on a write 0 or write port
1 operation, then table A or table B will be updated, and the
select table 426 1s also updated. If a write port O operation 1s
redirected due to an impending collision, then table A 1s
updated with a “0” to indicate that new mapping information
for that offset, which 1s associated with a write port O opera-
tion, 1s 1n table A, not table B. Sitmilarly, a logic *“1” 1s written
into the appropriate entry of the select table 426 to indicate
that new mapping information for that ofiset, which 1s asso-
ciated with a write port 1 operation, 1s 1in table B, not table A.

Two arbitrations are performed if the select table 426 1s
updated for two concurrent write accesses. If two concurrent
write operations have different address oifsets, one update
will be sent to the table A mapping table memories 414-418,
and the other update will be sent to the table B mapping table
memories 420-424, which is then indicated through update of
the select table 426. If two concurrent write operations have
the same address offset, which 1s not a valid case for IR2ZW
functionality, but 1s valid for 2R2W functionality, the two
write accesses will be merged before being written to one of
the mapping table memories 414-424. Behavior of the IR2ZW
SRAM 300 1n this case 1s determined in accordance with a
specific application. For example, 11 accesses from the first
write port are given greater priority than accesses from the
second write port, then data from the first write port will be
written to the address associated with the concurrent write
accesses and data from the second write port will be 1gnored.

The mapping table memory 414-424 1s initialized using a
state machine that sets each of the locations 1n the mapping
table memory 414-424 to represent a 1-to-1 relationship
ex1sts between logical bank 1dentifications and physical bank
identifications. For example, logical bank identification 1 1s
mapped to physical bank identification 1, logical bank 1den-
tification 2 1s mapped to physical bank i1dentification 2, eftc.
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However, this 1s not the only mapping that can be used to
initialize the mapping table memory 414-424. As another
example, logical bank 1dentification 1 1s mapped to physical
bank 1dentification 2, logical bank 1dentification 2 1s mapped
to physical bank 1dentification 1, and the like.

The memory banks 302,304,306, 308,310 provide fortwo
additional memory banks, which are not appended to the end
of the physical address space. In the logical address space, a
user can access N (0 to N-1) banks of physical memory.
However, there are N+2 (0 to N+1) banks of physical
memory. The two spare locations 1n the memory banks 302,
304, 306, 308, 310 are used to temporarily store information
from multiple concurrent accesses to the same physical
memory 1n response to an address contlict to avoid an access
collision. The mitialization procedure 1s commenced by
asserting the initialization signal 320 shown 1n FIG. 3. The
description above regarding 1R2W functionality 1s equally
applicable to implement single-port read multiple-port write
(1IRMW) functionality as well by using M memory banks and
M sets of M+1 mapping table memory banks, each of which
stores one of M+1 copies of the mapping table, plus a select
table that supports single read and M write concurrent opera-
tions.

The mapping table memory 312 1s shown in FIG. 4, and
supports M+1 read operations and M write operations con-
currently (3R2W). SRAM cells used to implement the map-
ping table memory 312 are shown as IR1W SRAM 414-424
in FIG. 4. However, IRW, 1R2W, 2R1W, true (M+1)RMW
monolithic SRAM memory modules, banks, primitives, and
the like are alternatives, which may exhibit different area,
timing, and/or power requirements.

Write data received from write port A 352 1s written 1nto
mapping table memory banks 414-418 (table A) concur-
rently, each of which stores the same copy of the written data.
Write data recerved from write port B 354 1s written into
mapping table memory banks 420-424 (table B) concur-
rently, which also retains the same copy of the written data.
Three copies are made to accommodate the potential for three
concurrent memory accesses.

The select table 426 has the same depth d as that of each of
the IR1W SRAM mapping table memory banks 414-424 in
the mapping table memory 312. Each entry 1n the select table
426 1s one bit wide. The select table 426 i1ndicates which
mapping table (A or B) of mapping table memory 414-424 1s
appropriate for the current operation. For write operations, a
corresponding location of the select table 426 1s updated
when a write operation 1s committed to a particular location in
mapping table memory 414-424. For read operations, a bit of
the corresponding location 1n the select table 426 1s used to
select an appropriate mnput (mapping table bank A or B) to be
output from read multiplexers 428-432 shown in FIG. 4.

An embodiment of a mapping table entry 500 1s shown 1n
FIG. 5 for M equal to two, which enables 1R2W functionality.
In the 1R2W SRAM embodiment, there are N+2 total
memory banks. Each memory bank 1s assigned a correspond-
ing bank identification field 502-512 in the mapping table
entry 500. Each bank 1dentification field 502-512 stores the
physical bank 1dentification corresponding to 1ts designated
physical memory bank. When a read or write operation 1s
received by the 1R2W SRAM 300, the physical bank 1denti-
fication 1s retrieved by accessing the corresponding mapping
table entry, as will be discussed 1n examples provided below.

Contents of the mapping table memory 414-424 are 1nitial-
1zed prior to the 1IR2W SRAM block 300 performing any read
or write operations. The N+2 numbers 1nitialized or written
into the bank identification fields 502-512 of the mapping
table entry 500 are umique with respect to each other, and
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range from O to N+1. That 1s, the physical bank 1dentification
in any field of a particular entry 1s different than any other
field 1n that entry.

When the mapping table controller 314 receives a read or
write operation, the mapping table controller 314 obtains a
logic bank 1dentification from the high-order bits of the read
or write address. The mapping table controller 314 then uses
this logical bank identification to obtain the corresponding
physical bank identification from the mapping table memory
312. If any concurrent read or write operations are directed to
the same physical memory bank, the mapping table controller
314 resolves contlicts caused by the conflicting memory
operations, which are mitially directed to the same physical
memory bank, such that only one operation 1s directed to any
one physical memory bank 302, 304, 306, 308, 310. Specifi-
cally, the mapping table controller 314 uses physical bank
identifications, which are retrieved from the mapping table
memory 312, associated with any concurrent operations to
detect conflicts, and assigns one or more physical bank 1den-
tifications containing spare locations in the memory banks
302, 304, 306, 308, 310 to one or more contlicting write
operations.

Contlict resolution logic 1n the mapping table controller
314 1s implementable 1n different ways, each of which may
require different amounts and complexities of logic that sig-
nificantly affect overall timing. In one embodiment, read
operations have a greater priority than write operations, and
thus when a conflict occurs between read and write opera-
tions, the write operation 1s directed to a spare location in the
memory banks 302, 304, 306, 308, 310. The following rep-
resents one embodiment of the contlict resolution logic for an
illustrative case of M being equal to two.

When only the read operation and one of the write opera-
tions conflict, the read operation i1s directed to the physical
bank 1dentification associated with one of the memory banks
302, 304, 306, 308, 310 and the contlicting write operation 1s
directed to one of the spare locations 1n memory banks 302,
304, 306, 308, 310. When only write operations contlict, one
of the contlicting write operations 1s directed to memory
banks 302, 304, 306, 308, 310, and the remaining write opera-
tion 1s directed to one of the spare locations in memory banks
302, 304, 306, 308, 310. When the read operation conflicts
with both write operations, the read operation 1s directed to
one of memory banks 302,304,306, 308,310, and each of the
conflicting write operations 1s directed to a different spare
location 1n memory banks 302, 304, 306, 308, 310.

As discussed above, the memory bank controller 316
obtains physical bank i1dentifications associated with opera-
tions to be performed following resolution of any potential
conilicts by the mapping table controller 314. The memory
bank controller 316 generates memory control signals
required to access appropriate locations in the memory banks
302, 304, 306, 308, 310.

Numerical examples concerning operation of the mapping
table memory 312 are discussed below with a description of
steps 1n the process for each case (no contlicts, read and write
conflicts, read and two write conflicts, and two write con-
flicts). The following assumptions apply to each of the
examples: (1) the 1IR2ZW SRAM has a depth D of sixteen
locations, which are addressed using four logical address bits;
(2) bits 3, 2 of the logical address represent the logical bank
identification, and bits 1, 0 represent an oifset within a
memory bank; (3) the 1RW SRAM memory banks have a
depth d of four, and are addressed using two address bits; (4)
there are N=4 logical banks, which are visible to the user; (5)
the logical bank 1dentifications range from O to 3; and (6) the
1R2ZW SRAM includes three ports, and supports up to one
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read and two write operations concurrently. Thus, the map-
ping table memory 312 can receive up to three lookup
requests. The read request 1s submitted with a read logical
bank 1dentification, which 1s mapped to a physical bank 1den-
tification. The write request 1s submitted with a write logical
bank identification, which 1s mapped to a physical bank iden-
tification and two physical spare location 1dentifications that
are used by the mapping table controller to resolve contlicts.
There are s1x physical memory banks, which range from 0 to
5 (0to N+1), that are accessed using a three-bit physical bank
identification. Each of the mapping table entries has six (IN+2)
fields. The field for the spare location in bank 0 1s represented
by “s0”, and sO0=4. The field for the spare location in bank 1 1s
represented by “s1”, and s1=5. The select table has a depth of
tour, which 1s the same as the depth of the IRW memory
banks

FIG. 6 1s a flowchart that shows an embodiment of a pro-
cess for determining final physical bank identifications. The
term ““final physical bank identification™ as used herein refers
to the physical bank identification generated aiter mapping
table lookup and conflict resolution have been completed.
The final physical bank identification 1s the physical memory
bank to which the read or write operation 1s directed. In step
600, read and/or write requests are recerved, and logical bank
identifications are obtained from the appropriate read and/or
write address bits 1 step 602. Physical bank i1dentifications
are obtained from a mapping of logical-to-physical bank
identifications stored in the mapping table memory 1n steps
604. The mapping table controller then determines whether
there 1s a contlict between concurrent read and/or write opera-
tions 1n step 606 and, 1f not, assigns the physical bank 1den-
tifications obtained 1n step 604 to the final physical bank
identifications 1n step 608. The final physical bank identifi-
cations are then used to access the appropriate memory loca-
tions 1n step 610. If the mapping table controller determines
that there 1s a contlict between any concurrent read and/or
write operations 1n step 606, the mapping table controller
assigns one or more spare location identifications to one or
more write final physical bank 1dentifications 1n step 612, and
assigns the physical bank identification determined in step
604 to the read final physical bank identification 1n step 614.
The final physical bank identifications are then used to access
the appropriate memory locations 1n step 610.

FIG. 7 1s a conceptual diagram illustrating how the final
physical bank identifications are generated if there are no
conflicts 1 any concurrent read and/or write operations,
according to an embodiment of the invention. The diagram
includes logical address space 700, physical address space
702, mapping table memory before operations are performed
704, mapping table memory after operations are performed
706, a sclect table before operations are performed 708, and a
select table after operations are performed 710. The following
read and write operations are received by the 1IR2W SRAM
concurrently:

read 0x35 (read address 35);

write0 0x6, 0x55 (write 0x3535 to address 6); and

writel 0x7, Oxaa (write Oxaa to address 7).

For the read operation, the address 1s 0x5=0b0101, and
thus the logical bank 1dentification, which 1s represented by
bits 3 (most significant bit) and 2 of the address, 1s equal to
0x01, and the address oifset, which 1s represented by bits 1
and 0 (least significant bit) of the address, 1s equal to 0x01.
The physical bank identification i1s obtained from the map-
ping table memory 704. The physical bank i1dentification 1s
stored at the intersection of a row number of the mapping
table memory 704, which 1s indicated by the address oifset,
and a column number of the mapping table memory 704,
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which 1s indicated by the logical bank identification. Thus, the
physical bank identification 1s found at the intersection of row
1 and column 1, which 1s 2 in mapping table memory 704.
Thus, the read operation 1s directed to physical memory bank
2 with an address offset o1 0x01 or 1.

For the write port O operation, the address 1s 0x6=0b0110,
and thus the logical bank identification, which 1s represented
by bits 3 and 2 of the address, 1s equal to 0x01, and the address
offset, which 1s represented by bits 1 and 0 of the address, 1s
equal to 0x10. The physical bank identification 1s obtained
from the mapping table memory 704. The physical bank
identification 1s stored at the intersection of a row number of
the mapping table memory 704 indicated by the address offset
and a column number of the mapping table memory 704
indicated by the logical bank identification. Thus, the physi-
cal bank 1dentification 1s found at the intersection of row 2 and
column 1, which 1s 1 in mapping table memory 704. Thus, the
write port O operation 1s directed to physical memory bank 1
with an address offset o1 0x10 or 2.

For the write port 1 operation, the address 1s Ox7=0b0111,
and thus the logical bank identification, which 1s represented
by bits 3 and 2 of the address, 1s equal to 0x01, and the address
olfset, which 1s represented by bits 1 and 0 of the address, 1s
equal to Ox11. The physical bank identification 1s obtained
from the mapping table memory 704. The physical bank
identification 1s stored at the intersection of a row number of
the mapping table memory 704 indicated by the address offset
and a column number of the mapping table memory 704
indicated by the logical bank identification. Thus, the physi-
cal bank 1dentification 1s found at the intersection of row 3 and
column 1, which 1s 3 in mapping table memory 704. Thus, the
write port O operation 1s directed to physical memory bank 3
with an address offset o1 0x11 or 3.

Since the retrieved write and read physical bank identifi-
cations are different, no contlict 1s detected by the mapping
table controller. Thus, the retrieved physical bank identifica-
tion, which 1s 1 for write port 0, 1s used as the final write
physical bank i1dentification for write port 0, and 0x55 1s
written to bank 1 with an address offset of 2. Similarly, the
retrieved physical bank identification, which 1s 3 for write
port 1, 1s used as the final write physical bank 1dentification
for write port 1, and Oxaa 1s written to bank 3 with an address

offset of 3. No mapping table memory or select table updates
are required, and thus mapping tables 704, 706 are the same
and select tables 708, 710 are the same.

FIG. 8 1s a conceptual diagram 1llustrating how final physi-
cal bank identifications are generated 1f there 1s a contlict
concerning the read port and write port 0, according to an
embodiment of the mmvention. By way of example only,
assume the following read and write operations are recerved
by the IR2ZW memory concurrently:

read 0x5 (read address 3);

write0 Oxa, 0x55 (write 0x55 to address 10); and

writel 0x7, Oxaa (write Oxaa to address 7).

For the read operation, the address 1s Ox5=0b0101, and
thus the logical bank identification, which 1s represented by
bits 3 and 2 of the address, 1s equal to 0x01, and the address
offset, which 1s represented by bits 1 and 0 of the address, 1s
equal to 0x01. The physical bank identification 1s obtained
from the mapping table memory 804. The physical bank
identification 1s stored at the intersection of a row number of
the mapping table memory 804 indicated by the address ofi-
set, and a column number of the mapping table memory 804
indicated by the logical bank identification. Thus, the physi-
cal bank 1dentification 1s found at the intersection of row 1 and
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column 1, which 1s 2 1n mapping table memory 804. Thus, the
read operation 1s directed to physical bank 2 with an address
offset of Ox01 or 1.

For the write port O operation, the address 1s Oxa=0b1010,
and thus the logical bank identification, which is represented
by bits 3 and 2 of the address, 1s equal to O0x10, and the address
offset, which is represented by bits 1 and 0 of the address, 1s
equal to 0x10. The physical bank identification 1s obtained
from mapping table memory 804. The physical bank 1dent-
fication 1s stored at the intersection of a row number of the
mapping table memory 804 indicated by the address oflset
and a column number of the mapping table memory 804
indicated by the logical bank identification. Thus, the physi-
cal bank identification 1s found at the intersection of row 2 and
column 2, which 1s 2 in mapping table memory 804.

For the write port 1 operation, the address 1s Oxa=0b0111,
and thus the logical bank identification, which is represented
by bits 3 and 2 of the address, 1s equal to 0x01, and the address
offset, which is represented by bits 1 and 0 of the address, 1s
equal to Ox11. The physical bank identification 1s obtained
from mapping table memory 804. The physical bank ident-
fication 1s stored at the intersection of a row number of the
mapping table memory 804 indicated by the address oflset
and a column number of the mapping table memory 804
indicated by the logical bank identification. Thus, the physi-
cal bank identification 1s found at the intersection of row 3 and
column 1, which 1s 3 in mapping table memory 804.

The physical bank 1dentifications associated with the read
and write port 0 operations point to the same physical bank
(2). The physical bank 1dentification associated with write
port 1 has no conflict with either the read port or and write port
0 operations, and thus the mapping table controller only
directs the write port O operation to a spare location to avoid
collision. In this example, the write port O 1s directed to a spare
location 1n bank 4, but the write port 0 operation could as well
be directed to a spare location in bank 5. Mapping table
memory 804 and mapping table memory 806 represent the
mapping table memory before and after the operations are
performed, respectively. At row 2 of the mapping table
memory 804, the physical bank 1dentifications located at col-
umn 2 and column sO are swapped due to redirection of the
write port O data, as shown in mapping table memory 806. The
select table 1s also updated by writing a “0” 1into row (address
offset) 2 of the select table 810, which indicates that the
mapping information at row (ofiset) 2 1s located 1n table A of
the mapping table memory after the operation 1s completed.
Following execution of a plurality of operations in the physi-
cal address space, entries in the mapping table 804, 806 and
select table 808, 810 will change, and any entry 1n the select
table may be “0” or “1”. The write port 1 operation has no
contlict, and thus will not cause any mapping table memory or
select table updates.

FIG. 9 1s a conceptual diagram illustrating how the final
physical bank i1dentifications are generated if there 1s a con-
flict between the read port, write port 0, and write port 1,
according to an embodiment of the invention. By way of
example only, assume the following read and write operations

are recerved concurrently:
read 0x5 (read address 5);

write0 0x6, 0x35 (write 0x355 to address 6); and
write]l 0x7, Oxaa (write Oxaa to address 7).

For the read operation, the address 1s 0x5=0b0101, and
thus the logical bank 1dentification, which 1s represented by
bits 3 and 2 of the address, 1s equal to 0x01, and the address
offset, which is represented by bits 1 and 0 of the address, 1s
equal to 0x01. The physical bank 1dentification 1s obtained
from mapping table memory 904. The physical bank 1dent-
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fication 1s stored at the intersection of a row number of the
mapping table memory 904 indicated by the address offset,
and a column number of the mapping table memory 904
indicated by the logical bank identification. Thus, the physi-
cal bank i1dentification 1s found at the intersection of row 1 and
column 1, which 1s 2 in mapping table memory 904. Thus, the
read operation 1s directed to physical bank 2 with an address
olffset of Ox01 or 1.

For the write port O operation, the address 1s 0x6=0b0110,
and thus the logical bank identification, which 1s represented
by bits 3 and 2 of the address, 1s equal to 0x01, and the address
olfset, which 1s represented by bits 1 and 0 of the address, 1s
equal to Ox10. The physical bank identification 1s obtained
from mapping table memory 904. The physical bank 1denti-
fication 1s stored at the intersection of a row number of the
mapping table memory 904 indicated by the address offset,
and a column number of the mapping table memory 904
indicated by the logical bank identification. Thus, the physi-
cal bank 1dentification 1s found at the intersection of row 2 and
column 1, which 1s 2 1n mapping table memory 904.

For write port 1 operation, the address 1s Ox7=0b0111, and
thus the logical bank 1dentification, which 1s represented by
bits 3 and 2 of the address, 1s equal to 0x01, and the address
offset, which 1s represented by bits 1 and 0 of the address, 1s
equal to Ox11. The physical bank identification 1s obtained
from mapping table memory 904. The physical bank 1denti-
fication 1s stored at the intersection of a row number of the
mapping table memory 904 indicated by the address offset
and a column number of the mapping table memory 904
indicated by the logical bank identification. Thus, the physi-
cal bank i1dentification 1s found at the intersection of row 3 and
column 1, which 1s 2 1n mapping table memory 904.

The physical bank identifications associated with the read,
write port 0, and write port 1 operations point to the same
physical bank; namely, bank 2. Thus, the mapping table con-
troller directs write port O and write port 1 operations to spare
locations 1n the memory banks to avoid collision. In this
example, the write port 0 operation 1s directed to a spare
location 1n bank 4 and the write port 1 operation 1s directed to
a spare location 1n bank 5. Mapping table memory 904 and
mapping table memory 906 represent the mapping table
memory before and after the operations are performed,
respectively. At row 2 of the mapping table memory 904, the
physical bank identifications located at column 1 and column
s0 are swapped due to redirection of the write port O data. The
mapping select table 1s also updated by writing a “0” nto
oflset (row) 2 of the select table 910, which indicates that the
mapping information at ofiset (row) 2 1s located 1n table A
alter the operation 1s performed.

Following execution of a plurality of operations 1n the
physical address space, entries in mapping tables 904, 906
and select tables 908, 910 will change, and any entry in the
select table may be “0” or “1”. The mapping select table 1s
also updated by writing a *“1”” 1into offset (row) 3 of the select
table 910, which indicates that the mapping information at
offset (row) 3 1s located in table B after the operation 1is
performed. That1s, the write port 1 operation 1s redirected due
to the impending collision, and thus the physical bank 1den-
tifications of the spare location and the bank originally
intended for the write port 1 operation are swapped. Stated
differently, the spare location will be mapped to a different
physical bank. Accordingly, table B 1s updated, and the select
table 1s updated by writing a “1” to the relevant entry to
indicate that the new mapping information at oifset 3 1s now
in table B, not table A.

If there 1s only a contlict between the write port 0 and write
port 1 operations, the read port operation and write port O
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operations are directed to the requested physical banks, and
the write port 1 operation 1s directed to spare locations 1n any
of the memory banks

Regarding the examples discussed above, from a user’s
perspective, the memory includes sixteen entries, which are
indexed from O to 135. The entire logical memory space 1s
divisible 1nto four equivalent logical memory banks, each of
which accommodates four memory locations. As will be
described 1n further detail below, FIG. 10 depicts an 1llustra-
tive alternative embodiment of the 3R2W mapping table
referred to in the examples discussed above, which could also
be implemented using 1R2W cell or a register file, according,
to an embodiment of the invention.

FIG. 11 conceptually illustrates memory organization in
the embodiments disclosed herein. By way of example only,
if data located at memory location 1100, which 1s at address
9, 1s accessed, the memory location 1102, which 1s located at
offset 1 of bank 2, 1s accessed from a logical address space
perspective, that 1s, logical address 9 1s mapped to physical
address 1001,, wherein the most significant two bits (10)
represent the logical bank identification and the least signifi-
cant two bits (01) represent the offset. In the disclosed
embodiments, two additional banks are used to support func-
tionality of the IR2ZW SRAM. As i1s also shown 1 FIG. 11,
from a logic address space perspective, there are four entries
1106 at any specific offset. However, from a physical address
space perspective, there are six entries 1108 at any specific
olffset, which 1s two more entries than that 1n the logic address
space perspective. Therefore, there are two spare or redun-
dant entries at any oflset that are used to support one read and
two write operations concurrently. The spare entries 1110 are
not fixed at any specific memory bank, but may be moved to
any of thememory banks1112,1114,1116,1118,1120,1122
in response to a memory access conflict, and thus spare
entries can occur 1n any of the memory banks 1112, 1114,
1116, 1118, 1120, 1122.

Thus, embodiments described herein support single-port
read and multiple-port write functionality. Multiple-port
write operations are supported by adding additional 1RW
memory banks so that write data 1s redirected to the spare
location in the memory banks in response to a conflict
between operations requesting access to the same physical
memory bank during the same memory cycle. The mapping
table memory 1s updated after the write operation 1s redi-
rected. The mapping table memory update reflects any
changes in the mapping table memory so that a subsequent
read operation 1s directed to the appropriate memory bank.

While static random access memory has been described in
various embodiments of the invention, embodiments of the
invention are not limited thereto. Any suitable form of
memory 1s contemplated to be within the scope of embodi-
ments of the mvention including, but not limit to, Flash
memory and erasable programmable read only memory.

An alternative embodiment of the 3R2W mapping table
referred to 1n the examples discussed above, which could also
be implemented using 1R2W cell or a register file, 1s shown 1n
FIG. 10, according to an embodiment of the invention. The

mapping table 1000 in this embodiment 1s implemented using
1RW SRAM cells 1002. Each of the 1R1W SRAM cells

414-424 shown 1n FIG. 4 1s replaced with two 1RW SRAM
cells 1002 of the same size and an additional multiplexer
1004.

According to alternative embodiments, the conflict resolu-
tion logic 1s configured, in the event there 1s a contlict between
write port 0 and write port 1 operations without a contlict with
the read operation: to direct the write port O operation to the
originally intended physical bank and the write port 1 opera-
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tion to the spare location 1n bank 0O; to direct the write port O
operation to the originally intended physical bank and the
write port 1 operation to the spare location in bank 1; to direct
the write port 1 operation to the originally intended physical
bank and the write port O operation to the spare location in
bank O; or to direct the write port 1 operation to the originally
intended physical bank and the write port O operation to the
spare location 1n bank O.

At least a portion of the embodiments of the invention may
be implemented 1n an integrated circuit. In forming integrated
circuits, 1dentical die are typically fabricated in a repeated
pattern on a surface of a semiconductor water. Each die
includes a device described herein, and may include other
structures and/or circuits. The individual die are cut or diced
from the wafer, then packaged as an integrated circuit. One
skilled 1n the art would know how to dice waters and package
die to produce integrated circuits. Integrated circuits so
manufactured are considered part of embodiments of the
invention.

An 1mtegrated circuit 1n accordance with embodiments of
the invention can be employed in essentially any application
and/or electronic system in which multi-port memories are
utilized (e.g., two-port SRAM, two-port eDRAM, etc.). Suit-
able applications and systems for implementing techniques
according to embodiments of the invention may include, but
are not limited, to interface devices (e.g., intertace networks,
high-speed memory intertaces (e.g., DDR3, DDR4), etc.),
personal computers, communication networks, electronic
instruments (e.g., automated test equipment (ATE), measure-
ment equipment, etc.), etc. Systems mncorporating such inte-
grated circuits are considered part of embodiments of the
invention. Given the teachings of embodiments of the mnven-
tion provided herein, one of ordinary skill 1n the art will be
able to contemplate other implementations and applications
of the techniques of embodiments of the imnvention.

Furthermore, one or more embodiments of the invention or
clements thereof can be implemented in the form of an appa-
ratus including a memory and at least one processor that 1s
coupled with the memory and operative to perform, or facili-
tate the performance of, exemplary method steps for provid-
ing single-port read multiple-port write functionality 1n a
memory. As used herein, “facilitating” an action includes
performing the action, making the action easier, helping to
carry out the action, or causing the action to be performed.
Thus, by way of example only and without limitation, imnstruc-
tions executing on one processor might facilitate an action
carried out by instructions executing on a remote processor,
by sending appropriate data or commands to cause or aid the
action to be performed. For the avoidance of doubt, where an
actor facilitates an action by other than performing the action,
the action 1s nevertheless performed by some entity or com-
bination of entities.

Yet further, 1n another aspect, one or more embodiments of
the invention or elements thereof can be implemented 1n the
form of means for carrying out one or more of the method-
ologies described herein; the means can include (1) hardware
module(s), (11) software module(s) executing on one or more
hardware processors, or (111) a combination of hardware and
soltware modules; any of (1)-(111) implement the specific tech-
niques set forth herein, and soiftware modules relating to
embodiments of the imvention are stored 1n a tangible com-
puter-readable recordable storage medium (or multiple such
media). Appropriate interconnections via bus, network, and
the like can also be included.

The embodiments of the mvention described herein are
intended to provide a general understanding of the various
embodiments, and are not intended to serve as a complete
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description of all the elements and features of apparatus and
systems that might make use of the structures described
herein. Other embodiments will become apparent to those
skilled 1n the art given the teachings herein; other embodi-
ments are utilized and derived therefrom, such that structural
and logical substitutions and changes can be made without
departing from the scope of this disclosure. The drawings are
also merely representational and are not drawn to scale.
Accordingly, the specification and drawings are to be
regarded in an 1llustrative rather than a restrictive sense.

Embodiments of the invention are referred to herein, indi-
vidually and/or collectively, by the term “embodiment™
merely for convemience and without intending to limit the
scope of this application to any single embodiment or inven-
tive concept 1f more than one 1s, in fact, shown. Thus,
although specific embodiments have been illustrated and
described herein, 1t should be understood that an arrangement
achieving the same purpose can be substituted for the specific
embodiment(s) shown; that 1s, this disclosure 1s mntended to
cover any and all adaptations or variations of various embodi-
ments. Combinations of the above embodiments, and other
embodiments not specifically described herein, will become
apparent to those of skill in the art given the teachings herein.

The abstractis provided to comply with 37 C.F.R. §1.72(b),
which requires an abstract that will allow the reader to quickly
ascertain the nature of the technical disclosure. It1s submitted
with the understanding that 1t will not be used to 1nterpret or
limit the scope or meaning of the claims. In addition, 1n the
foregoing Detailed Description, 1t can be seen that various
features are grouped together 1n a single embodiment for the
purpose of streamlining the disclosure. This method of dis-
closure 1s not to be interpreted as reflecting an intention that
the claimed embodiments require more features than are
expressly recited i each claim. Rather, as the appended
claims reflect, mventive subject matter lies 1n less than all
teatures of a single embodiment. Thus the following claims
are hereby incorporated 1nto the Detailed Description, with
cach claim standing on 1ts own as separately claimed subject
mattetr.

Given the teachings of embodiments of the mvention pro-
vided herein, one of ordinary skill in the art will be able to
contemplate other embodiments of the invention. Although
embodiments of the ivention have been described herein
with reference to the accompanying drawings, 1t 1s to be
understood that embodiments of the invention are not limited
to the described embodiments, and that various other embodi-
ments within the scope of the following claims will be appar-
ent to those skilled in the art given the teachings herein.

What is claimed 1s:

1. A storage device that provides single-port read multiple-
port write functionality, the storage device comprising:

a first memory array, the first memory array comprising at
least a first single-port memory cell and a second single-
port memory cell, the second single-port memory cell
storing data 1n response to a memory access contlict
associated with the first single-port memory cell during
a memory cycle;

a second memory array, the second memory array storing,
location information associated with data stored in the
first and second single-port memory cells; and

a controller operatively coupled to the first and second
memory arrays, the controller resolving the memory
access conflict by determining locations to store data 1n
the first single-port memory cell and the second single-
port memory cell to avoid a collision between concur-
rent memory accesses to the first single-port memory
cell in response to the memory access contlict, the con-
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troller determining locations to store data in the first
single-port memory cell and the second single-port
memory cell based on the location information, the con-
troller determining locations to access data stored 1n the
first single-port memory cell and the second single-port
memory cell as a function of the location information;

wherein the second memory array comprises at least one of
single-port read or write primitive memory cells, single-
port read multiple-port write primitive memory cells,
multiple-port read single-port write primitive memory
cells, and M+1-port read M-port write monolithic
memory cells, M being a positive integer.

2. The storage device defined by claim 1, wherein the
storage device comprises single-port read M-port write func-
tionality, M being a positive integer.

3. The storage device defined by claim 2, wherein the
second memory array comprises M sub-arrays, each of the M
sub-arrays comprising M+1 memory banks.

4. The storage device defined by claim 1, wherein the
second memory array comprises M+1-port read M-port write
functionality, M being a positive integer.

5. The storage device defined by claim 1, wherein the
second memory array comprises a mapping table, the map-
ping table providing a physical bank 1dentification based on a
logical bank identification and an address offset, an address
associated with a memory operation to be performed com-
prising the logical bank identification and the address offset,
the physical bank identification 1dentifying a memory bank
associated with the first memory array, the address offset
identifying a location 1in the memory bank.

6. The storage device defined by claim 5, wherein the
mapping table comprises rows and columns, the columns
being associated with the logical bank 1dentification, the rows
being associated with the address oflset, the physical bank
identification being located at an intersection of a column
associated with the logical bank identification and a row
associated with the address offset.

7. The storage device defined by claim 1, wherein the
second memory array comprises a select table, the selecttable
identifving a sub-array in the second memory array.

8. The storage device defined by claim 7, wherein a map-
ping table 1s stored 1n the sub-array, the mapping table com-
prising a mapping between a logical bank identification and a
physical bank 1dentification.

9. The storage device defined by claim 1, where at least a
portion of the storage device 1s fabricated 1n at least one
integrated circuit.

10. The storage device defined by claim 1, wherein the first
memory array 1s orgamzed into a plurality of memory banks,
cach of the memory banks having a depth d, and wherein a
sum o the depths d associated with each of the memory banks
in the first memory array 1s equal to a total depth D of the
storage device, where d and D are positive integers, D being
greater than or equal to d.

11. The storage device defined by claim 1, wherein the
storage device comprises single-port read M-port write func-
tionality, M being a positive integer, the first memory array
comprising M+2 memory banks.

12. The storage device defined by claim 1, wherein the
controller 1s configured to cause data associated with a write
operation to be stored at a location in the second single-port
memory cell in response to a concurrent memory access
received during a memory cycle requesting access to the same
memory bank to which the write operation has requested
access.

13. The storage device defined by claim 1, wherein the
second memory array comprises an entry, the entry compris-
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ing N+M fields, N being a positive integer representing a
quantity of memory banks associated with a plurality of first
single-port memory cells, M being a positive integer repre-
senting a quantity of memory banks associated with a plural-
ity of second single-port memory cell, each of the fields
storing a physical bank i1dentification associated with a
memory bank associated with one of the plurality of first
single-port memory cells and the plurality of second single-
port memory cells.

14. The storage device defined by claim 1, wherein the first
single-port memory cell comprises single-port read write
(1RW) static random access memory.

15. The storage device defined by claim 1, wherein the
second single-port memory cell comprises single-port read

write (1RW) static random access memory.

16. The storage device defined by claim 1, wherein the
second memory array comprises single-port read single-port
write (1R1W) static random access memory.

17. The storage device defined by claim 1, wherein at least
a portion of the storage device 1s fabricated 1n at least one
integrated circuit.

18. A memory operative to provide single-port read mul-
tiple-port write functionality, the memory comprising:

a first memory array, the first memory array comprising at
least a first single-port memory cell and a second single-
port memory cell, the second single-port memory cell
storing data 1n response to a memory access contlict
associated with the first single-port memory cell during
a memory cycle;

a second memory array, the second memory array storing
location 1information associated with data stored in the
first and second single-port memory cells; and

a controller operatively coupled to the first and second
memory arrays, the controller resolving the memory
access conflict by determining locations to store data 1n
the first single-port memory cell and the second single-
port memory cell to avoid a collision between concur-
rent memory accesses to the first single-port memory
cell i response to the memory access contlict, the con-
troller determining locations to store data in the first
single-port memory cell and the second single-port
memory cell based on the location information, the con-
troller determiming locations to access data stored 1n the

10

15

20

25

30

35

40

20

first single-port memory cell and the second single-port
memory cell as a function of the location information;

wherein the second memory array comprises at least one of

single-port read or write primitive memory cells, single-
port read multiple-port write primitive memory cells,
multiple-port read single-port write primitive memory
cells, and M+1-port read M-port write monolithic
memory cells, M being a positive integer.

19. An electronic system, comprising:
an itegrated circuit, the integrated circuit comprising at

least one memory operative to provide single-port read

multiple-port write functionality, the at least one

memory comprising:

a first memory array, the first memory array comprising
at least a first single-port memory cell and a second
single-port memory cell, the second single-port
memory cell storing data 1n response to a memory
access contlict associated with the first single-port
memory cell during a memory cycle;

a second memory array, the second memory array stor-
ing location information associated with data stored
in the first and second single-port memory cells; and

a controller operatively coupled to the first and second
memory arrays, the controller resolving the memory
access contlict by determiming locations to store data
in the first single-port memory cell and the second
single-port memory cell to avoid a collision between
concurrent memory accesses to the first single-port
memory cell 1n response to the memory access con-
flict, the controller determining locations to store data
in the first single-port memory cell and the second
single-port memory cell based on the location infor-
mation, the controller determining locations to access
data stored 1n the first single-port memory cell and the
second single-port memory cell as a function of the
location information;

wherein the second memory array comprises at least one
of single-port read or write primitive memory cells,
single-port read multiple-port write primitive
memory cells, multiple-port read single-port write
primitive memory cells, and M+1-port read M-port
write monolithic memory cells, M being a positive
integer.
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