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distributed builer system according to the load value; and 1f
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system, adjusting a layout of the buifer nodes 1n the distrib-
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METHOD, APPARATUS, AND SYSTEM FOR
SCHEDULING DISTRIBUTED BUFFER

RESOURCES

CROSS-REFERENCE TO RELAT
APPLICATIONS

s
w

This application 1s a continuation of International Appli-

cation No. PCT/CN2009/076361, filed on Dec. 31, 2009,
which are hereby imncorporated by reference 1n their entireties.

FIELD OF THE INVENTION

The present invention relates to the field of I'T technologies,
and 1n particular, to a method, an apparatus, and a system for
scheduling distributed buffer resources.

BACKGROUND OF THE INVENTION

At present, a distributed buifer 1s a buifer technology uni-
versally used in the field of I'T technologies, especially in the
field of Web technologies, and the distributed butier 1s mainly
applied to, for example, Web page caching and database
caching, to meet a requirement of a user for a response rate of
a network system.

In a distributed buffer system, data of a buffer client needs
to be distributed onto each buifer node through a specified
load equalization algorithm. Currently, the most commonly
used load equalization algorithm 1s a hash algorithm, and
consistent hashing (Consistent Hashing) 1s an algorithm that
1s widely used among hash algorithms.

In a distributed butler system based on the consistent hash-
ing algorithm, all buffer nodes may be evenly distributed on a
virtual circle structure (“circle” for short). When a general
hash function 1s used, distribution of mapping points of a
physical server 1s quite uneven. Several virtual nodes (for
example, 100-200) may be allocated for each physical server
through a method of setting virtual nodes. As the 100-200
virtual nodes are evenly distributed on the “circle” and cov-
erage of each virtual node 1s small, an effect of equalizing
loads on different buffer nodes 1s achieved. However, as a
great number of the virtual nodes need to be set, the compu-
tation amount of the builer client 1s huge, which increases a
burden of the butter client. Meanwhile, when load imbalance
turther occurs in the *“circle” distributed with the wvirtual
nodes, timely adjustment on the loads on the buffer nodes
cannot be achieved.

For a case that an overall load 1s too high or too low 1n the
distributed butifer system, at present, there 1s no effective
manner for scheduling resource distribution 1n the distributed
buifer system.

il

SUMMARY OF THE INVENTION

Embodiments of the present invention provide a method,
an apparatus, and a system for scheduling distributed butfer
resources, so as to implement automatic scheduling of
resource distribution 1n a distributed buffer system, and
enable the resource distribution to be 1n a balanced state.

In order to achieve the foregoing objectives, embodiments
of the present invention adopt the following technical solu-
tions:

As to a first aspect of the invention, a method for schedul-
ing distributed bufler resources 1s provided, where each
builer node in a distributed butler system 1s distributed on a
virtual circle that 1s based on a consistent hashing algorithm,
and the method includes:
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2

monitoring load values of bufler nodes i the distributed
builer system;

judging whether a load exception exists in the current
distributed buffer system according to the load values of
butter nodes; and

adjusting a layout of the bulfer nodes 1n the distributed
builer system, 11 the load exception exists 1n the distributed
builer system.

A method for scheduling distributed buifer resources
includes:

receving a notification message sent by a builer manage-
ment apparatus, where the notification message includes
location information of an old buffer node, where a butier
node to which a hash segment on the virtual circle belongs has
changed from the old buifer node to a new buffer node after
adjustment of a layout of buffer nodes 1n the distributed butfer
system; and

when data to be read by a butler client does not exist on the
new bulfer node, visiting the old buifer node according to the
location information of the old buffer node to acquire the data.

A bufler management apparatus 1s provided, where 1n a
distributed buffer system where the butifer management appa-
ratus 1s located, each buffer node 1n the distributed bufter
system 1s distributed on a virtual circle that 1s based on a
consistent hashing algorithm, and the buifer management
apparatus includes:

a monitoring unit, configured to monitor load values of
builer nodes in the distributed buller system;

a judging unit, configured to judge whether a load excep-
tion exists in the current distributed bufier system according
to the load values of butter nodes; and

an adjustment unit, configured to adjust a layout of the
builer nodes in the distributed builer system when the load
exception exists 1n the current distributed buifer system.

A butler node 1s provided, where 1n a distributed buifer
system where the buffer node 1s located, each builer node 1n
the distributed butler system 1s distributed on a virtual circle
that 1s based on a consistent hashing algorithm, and the butier
node 1includes:

a receiving unit, configured to recerve a notification mes-
sage sent by a bulfer management apparatus, where the mes-
sage includes location information of an old bulfer node,
where a bufler node to which a hash segment on the virtual
circle belongs has changed from the old buffer node to a new
builer node after adjustment of a layout of buifer nodes in the
distributed buffer system; and

an acquisition unit, configured to visit the old builer node
according to the location information of the old bufier node
when data to be read by a bulfer client does not exist on the
new buller node, to acquire the data.

A distributed butfer system includes a buffer management
apparatus, and multiple butier nodes, where

the multiple buifer nodes 1n the distributed buffer system
are distributed on a virtual circle that 1s based on a consistent
hashing algorithm, and are configured to save data; and

the butfer management apparatus 1s configured to monitor
load values of the buiier nodes 1n the distributed builer sys-
tem, judge whether a load exception exists in the current
distributed butler system according to the load values of the
builer nodes; and 1f the exception exists, adjust a layout of the
multiple builer nodes.

In the method, the apparatus, and the system for scheduling
distributed butler resources provided by the embodiments of
the present invention, when the load exception exists in the
current distributed butier system, the loads borne by different
buifer nodes 1s changed by adjusting the layout of the bufier
nodes, thereby implementing the automatic scheduling of the
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resource distribution 1n the distributed builfer system and
enabling the resource distribution in the distributed buifer
system to be 1n the balanced state.

BRIEF DESCRIPTION OF THE DRAWINGS

To 1llustrate the techmical solutions according to the
embodiments of the present invention or 1n the prior art more
clearly, the accompanying drawings for describing the
embodiments are imntroduced briefly in the following. Appar-
ently, the accompanying drawings in the following descrip-
tion are only some embodiments of the present invention, and
persons of ordinary skill 1n the art can derive other accompa-
nying drawings ifrom these accompanying drawings without
creative efforts.

FI1G. 1 1s a schematic diagram of a principle for implement-
ing a distributed buffer through a consistent hashing algo-
rithm 1n the prior art;

FI1G. 2 1s a flow chart of amethod for scheduling distributed
butifer resources according to Embodiment 1 of the present
invention;

FIG. 3 1s a schematic structural diagram of a buiier man-
agement apparatus according to Embodiment 1 of the present
invention;

FI1G. 4 1s a flow chart of amethod for scheduling distributed
butiler resources according to Embodiment 2 of the present
imnvention;

FIG. 5 1s a schematic structural diagram of a bufler node
according to Embodiment 2 of the present invention;

FIG. 6 1s a flow chart of a method for shifting a location of
a buller node according to Embodiment 3 of the present
invention;

FIG. 7 1s a first schematic structural diagram of a virtual
circle of a distributed buffer system according to Embodi-
ment 3 of the present invention;

FIG. 8 1s a second schematic structural diagram of the
virtual circle of the distributed bulfer system according to
Embodiment 3 of the present invention;

FI1G. 9 1s a flow chart of a method for adding a butier node
according to Embodiment 4 of the present invention;

FI1G. 10 1s a schematic structural diagram of a virtual circle
ol a distributed bufler system according to Embodiment 4 of
the present invention;

FIG. 11 1s a flow chart of a method for removing a bufler
node according to Embodiment 5 of the present invention;

FI1G. 12 15 a schematic structural diagram of a virtual circle
of a distributed butler system according to Embodiment 5 of
the present invention;

FI1G. 13 1s a schematic structural diagram of a builer man-
agement apparatus according to Embodiment 6 of the present
invention;

FIG. 14 1s a schematic structural diagram of a shifting
module 1n the buffer management apparatus according to
Embodiment 6 of the present invention;

FIG. 15 1s a schematic structural diagram of an adding
module 1n the buffer management apparatus according to
Embodiment 6 of the present invention;

FIG. 16 1s a schematic structural diagram of a removing
module 1n the buifer management apparatus according to
Embodiment 6 of the present invention;

FI1G. 17 1s a schematic structural diagram of a buifer node
according to Embodiment 6 of the present invention; and

FIG. 18 15 a schematic structural diagram of a distributed
buffer system according to Embodiment 6 of the present
ivention.

5

10

15

20

25

30

35

40

45

50

55

60

65

4

DETAILED DESCRIPTION OF TH.
EMBODIMENTS

(L]

The technical solutions of the present invention are clearly
and fully described 1n the following with reference to the
accompanying drawings. It 1s obvious that the embodiments
to be described are only a part rather than all of the embodi-
ments ol the present mmvention. All other embodiments
obtained by persons skilled 1n the art based on the embodi-
ments of the present invention without creative efforts shall
tall within the protection scope of the present invention.

In a distributed butfer system based on a consistent hashing,
algorithm, all buffer nodes are distributed on a virtual circle
structure (“circle” for short) according to hash values that
respectively correspond to the bufler nodes, and the “circle”
1s generally generated and saved by a buffer management
apparatus. The buffer management apparatus may be a bulifer
management node.

A segment of a data range (for example, a hash value range
of 1000-20000 on the “circle”) on the “circle” 1s referred to as
a “hash segment”.

In the distributed buifer system, a buffer client generally
downloads information about all the buffer nodes on the
“circle” from the buifer management apparatus, for the butfer
client to perform a consistent hashing operation.

Under a general case, a direction from a key of data to a
builfer node saving the data 1s used as a forward direction of
the “circle”, and may be clockwise or counterclockwise when
being embodied on the *“circle”. In embodiments of the
present 1nvention, the clockwise direction defined as a for-
ward direction 1s used as an example; that1s to say, data on the
“circle” may select the buifer nodes 1n a clockwise direction,
and when reading the data, the buffer client may also seek a
closest butfer node for operation in the clockwise direction of
the “circle” according to a hash value corresponding to the
key of the data.

With reference to FIG. 1, a basic principle for implement-
ing a distributed butifer through the consistent hashing algo-
rithm 1s substantially as follows.

First, multiple butler nodes are configured onto a “circle”
(continuum, the “circle” herein 1s a virtual circle generated by
a load equalization device, which 1s essentially a continuum)
of 0-2°°. Herein, 2°° is only an example, and a size of the
“circle” may definitely be another value. The method for
configuring the buifer nodes onto the “circle” may be evenly
arranging the multiple bufler nodes on the “circle”, or may
definitely be performing configuration with reference to other
rules suitable for some specific scenarios.

Then, a hash value of a key corresponding to data that
needs to be stored 1s evaluated, for example, through a md5
(Message-Digest Algorithm 5, message-digest algorithm 35)
algorithm, a remainder of the calculated hash value to 277 is
taken; and the data that needs to be stored 1s mapped onto the
“circle” according to a result of remainder taking.

Afterwards, clockwise searching 1s performed from a loca-
tion where the key corresponding to the data that needs to be
stored 1s mapped onto the “circle”, and the data that needs to
be stored 1s saved on a first found butler node (server).

Multiple butfer nodes exist in the distributed butfer system,
and loads borne by different bufler nodes are also different
from each other 1n magnitude. Under a general case, a maxi-
mum value 1n multiple records of load data of a buifer node 1s
used as a load value of the buffer node, for example, 1f a
current memory use ratio of a builer node 1s 50%, a band-
width use ratio 1s 80%, and other load data 1s also less than
80%, the load value of the buffer node 1s 80%. If a load

difference between a node with a maximum load and a node
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with a mmmimum load exceeds a threshold (for example,
15%), or an overall load of all the bufier nodes 1s higher than
an upper limit (for example, 80%) or 1s lower than a lower
limit (for example, 40%), 1t 1s considered that a load excep-
tion exists 1n the current distributed butifer system.

The method, the apparatus, and the system for scheduling
distributed builer resources provided in the embodiments of
the present invention are described in detail below with ref-

erence to the accompanying drawings.

Embodiment 1

As shown 1n FIG. 2, a method for scheduling distributed
buliler resources provided in this embodiment includes the

following steps:

201: Monaitor a load value of each butier node 1n a distrib-
uted butler system, where the load value may 1nclude, but 1s
not limited to, a memory occupation ratio and a bandwidth
occupation ratio of each builer node.

202: Judge whether a load exception exists in the current

distributed buifer system according to the load value, where

the load exception includes load imbalance, overload, or
underload.

Under a general case, i1 in the current distributed buffer
system, a difference between a maximum value and a mini-
mum value 1n load values of all butier nodes exceeds a thresh-
old (for example, 15%), 1t 1s considered that load imbalance
exists 1n the current distributed buffer system.

If an overall load of all the buifer nodes 1s higher than an
upper limit (for example, 80%) or a minimum value 1n the
load values of all the nodes 1s higher than a preset value (for
example, 60%), 1t 1s considered that the problem of overload
exists 1n the current distributed bulfer system, that 1s, the
system 1s overloaded.

If the overall load of all the builer nodes 1s lower than a
lower limit (for example, 40%), 1t 1s considered that the prob-
lem of underload exists in the current distributed buffer sys-
tem.

In this embodiment, the overall load of all the butifer nodes
1s expressed by an average of the load values of all the butfer
nodes, or may definitely be expressed 1n another manner.

203: If the load exception exists 1n the current distributed
buffer system, adjust a layout of the buifer nodes i the
distributed buffer system.

In this embodiment, for the three cases of load exception,
manners of adjusting the layout of the bulfer nodes are
respectively as follows:

1) In the case of load imbalance, coverage of the bufler
nodes may be changed by shifting locations of the builer
nodes on the “circle”, thereby changing the load values of the
butfer nodes:

2) In the case of overload, a new butler node may be added
on the “circle”, to share a load on an adjacent builer node
through the newly added butter node; and

3) In the case of underload, one or multiple builer nodes
may be removed from the “circle”, so that a load on the
removed bulfer node is transterred to an adjacent butler node,
thereby improving the overall load of the distributed bufier
system.

An execution main body of the foregoing steps may be a
buller management apparatus, that 1s, a buifer management
node 1n the distributed buffer system.

In order to implement the method better, this embodiment
turther provides a butier management apparatus. As shown 1n
FIG. 3, in a distributed butfer system where the buifer man-
agement apparatus 1s located, each builer node 1s distributed
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on a virtual circle that 1s based on a consistent hashing algo-
rithm, and the buffer management apparatus includes:

a monitoring unit 31, configured to monitor a load value of
cach builer node 1n the distributed butier system:;

a judging unit 32, configured to judge whether a load
exception exists 1 the current distributed builer system
according to the load value of each butler node; and

an adjustment unit 33, configured to adjust a layout of the
buifer nodes in the distributed butifer system when the load
exception exists 1n the current distributed butler system.

The buifer management apparatus may be a buffer man-

agement node 1n the distributed buffer system.
In the method and apparatus for scheduling distributed
builer resources provided 1n this embodiment of the present
invention, automatic scheduling of resource distribution 1n
the distributed butler system 1s implemented by monitoring
the load value of each buifer node 1n the current distributed
builer system, and automatically adjusting the layout of the
buifer nodes to change the loads borne by different butier
nodes when the load exception exists 1n the current distrib-
uted buffer system, so that the resource distribution of the
distributed buifer system 1s 1n a balanced state.

Embodiment 2

As shown 1n FIG. 4, a method for scheduling distributed
builer resources provided in this embodiment includes the
following steps.

401: Recerve a notification message sent by a buffer man-
agement apparatus, where the message includes location
information of an old buifer node that corresponds to a hash
segment with data to be lost on a virtual circle of a distributed
builer system.

where, the hash segment with data to be lost 1s a hash
segment with a bulfer node to which the hash segment
belongs changed after adjustment of a layout of butier nodes
occurs on the virtual circle of the distributed butfer system.

402: When data to be read by a butler client does not exist
on a current buifer node, visit the old butler node according to
the location information to acquire and save the data.

An execution main body of the foregomg steps may be a
builer node 1n the distributed builer system, and the butler
node 1s a new buller node corresponding to the hash segment
with data to be lost.

In order to implement the method for scheduling distrib-
uted bufler resources better, this embodiment further pro-
vides a buffer node. As shown 1n FIG. 5, the buifer node
includes

a recerving unit 51, configured to receive a notification
message sent by a buffer management apparatus, where the
message includes location information of an old buifer node
that corresponds to a hash segment with data to be lost on a
virtual circle of a distributed butfer system; and

an acquisition unit 52, configured to visit the old butfer
node according to the location information when data to be
read by a buifer client does not exist on a current buifer node,
to acquire and save the data;

where, the hash segment with data to be lost 1s a hash
segment with a bulfer node to which the hash segment
belongs changed after adjustment of a layout of butier nodes
occurs on the virtual circle of the distributed buffer system.
In the method and buffer node for scheduling distributed
builer resources provided in this embodiment, the location
information of the old buifer node that corresponds to the
hash segment with data to be lost 1s informed to the new butier
node corresponding to the hash segment with data to be lost,
so that when 1t 1s found that the new builfer node does not have
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the data required by the butler client, the new butier node may
visit the old buifer node according to the location information
to acquire the corresponding data, thereby reducing losses of
the data.

Embodiment 3

In this embodiment, a method for implementing resource
scheduling 1n a distributed builer system by shifting a loca-
tion of a butler node on a “circle” 1s turther described through
a specific example.

First, 1t 1s judged whether load imbalance exists 1n the
current distributed bufler system, and the specific judging
manner has been described i1n the foregoing and i1s not
repeated herein. If the load imbalance exists 1n the current
distributed buifer system, a layout of buifer nodes in the
distributed butiler system may be adjusted by shifting a loca-
tion of a buifer node on the “circle”.

Specifically, a procedure of shifting the location of the
buffer node on the “circle” 1s as shown in FIG. 6, and
includes:

601: Select at least one pair of adjacent bufier nodes with a
maximum load difference on the “circle”.

When the adjacent buller nodes with the maximum load
difference on the “circle” 1s selected, one pair with the maxi-
mum load difference may be selected, and this manner 1s
comparatively suitable for a distributed butfer system with
tew buller nodes; or multiple pairs of bulfer nodes may be
selected according to a descending order of load differences,
and this manner 1s comparatively suitable for a distributed
buffer system with more buffer nodes; definitely, another
selection manner may also be used.

602: Compare load values of two bu
selected pair of adjacent builer nodes.

Taking one pair of adjacent buffer nodes as an example, 1T
a load value of a buffer node located 1n a forward direction
(clockwise) 1s greater, step 603 1s performed; and 11 a load
value of a butler node located 1n a reverse direction (counter-
clockwise) 1s greater, step 604 1s performed.

603: Shiit the builer node located in the reverse direction
along the forward direction.

Referring to a structure of a “circle’ 1n a distributed butier
system shown 1n FIG. 7, a butfer node with a maximum load
value 1s node 5 (98%), a builer node with a minimum load
value 1s node 2 (20%), and a load difference theretween 1s
78%, which 1s higher than a threshold (for example, 15%).
Theretore, the load imbalance exists 1n the current distributed
butiler system, and 1n this case, a pair of adjacent buffer nodes
with the maximum load difference 1s node 3 and node 4. As a
load value of node 4 1s greater than that on node 3, node 3
needs to be shifted 1n the clockwise direction in order to
equalize loads on node 3 and node 4.

If the current load value of node 4 1s a, and length of a hash
segment covered by node 4 1s A; and the load value of node 3
1s b, length of a hash segment covered by node 3 1s B, and a
load capacity of node 3 1s X times of that of node 4 (the load
capacity 1s related to a hardware condition of a node, and
generally X>0; and 1f node 3 and node 4 use the same hard-
ware or virtual hardware, X 1s 1), a distance by which node 3
1s shifted 1n the clockwise direction on the “circle” 1s:

[l

‘er nodes 1n each

X a—b

s=A- - .
1+ X a

In this manner, coverage of node 3 on the “circle” 1s wid-
ened, and the borne load 1s increased; at the same time, the
load borne by node 4 1s reduced, thereby equalizing the loads
between node 3 and node 4.
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604: Shift the buifer node located in the reverse direction
along the reverse direction.

Referring to a structure of a “circle” 1n a distributed buffer
system shown 1n FIG. 8, 1n this case, a pair of adjacent butfer
nodes with the maximum load difference 1s node 1 and node
2. As aload value of node 1 1s greater than that on node 2, node
1 needs to be shifted in the counterclockwise direction in
order to equalize loads on node 1 and node 2.

I1 the current load value of node 1 1s ¢, and length of a hash
segment covered by node 1 1s C; and the load value of node 2
1s d, length of a hash segment covered by node 2 1s D, and a
load capacity of node 2 1s X times of that of node 1 (the load
capacity 1s related to a hardware condition of a node, and
generally X>0; and if node 1 and node 2 use the same hard-

ware or virtual hardware, X 1s 1), a distance by which node 1
1s shifted on the “circle” 1s:

X c—d

— (. . _
> 1+ X C

In this manner, coverage of node 1 on the “circle” 1s nar-
rowed, and the borne load 1s reduced; at the same time, the
load borne by node 2 is increased, thereby equalizing the
loads between node 1 and node 2.

In the foregoing description, the method for equalizing the
loads of the distributed butter provided in this embodiment 1s
introduced by taking one pair of adjacent buifer nodes as an
example. If the problem of load imbalance still exists in the
current distributed butier system after the layout of the pair of
adjacent buifer nodes 1s adjusted, the foregoing operations are
repeated, till a diflerence between a maximum value and a
minimum value 1n the load values of each of the buifer nodes
in the distributed buifer system 1s lower than the threshold.

Through the method, the layout of the buifer nodes on the
“circle” 1s adjusted, so that the total load 1n the whole distrib-
uted bulfer system 1s re-distributed on each builer node,
thereby achieving the purpose of load equalization.

However, 1n the distributed builer system, once the loca-
tion of the buflfer node 1s changed, a case in which data of a
hash segment on the “circle” 1s lost when being visited may
OCCUL.

In view of this problem, 1n this embodiment, a buifer man-
agement apparatus sends a notification message to a new
builer node corresponding to the hash segment with data to be
lost, where the notification message 1includes location infor-
mation of an old buifer node that corresponds to the hash
segment with data to be lost. The location information
includes an IP (Internet Protocol) address and a port number
of the old builer node, and may definitely further include
some other information for indicating the location.

With reference to the case in FIG. 7, node 3 1s shifted in the
clockwise direction of the “circle” to a location of node 3'. A
hash segment M between node 3 and node 3' originally falls
within coverage ol node 4; and after node 3 1s shifted, the hash
segment M falls within coverage ofnode 3'. In this case, when
requesting for acquiring data on the hash segment M, a butier
client imitiates a read operation request to node 3; however,
the data on the hash segment M 1s actually still saved in node
4 rather than node 3', and therefore the data on the hash
segment M may be lost.

In this embodiment, after the location of node 3 1s shifted,
the buifer management apparatus in the distributed builer
system sends a notification message to node 3', where the
notification message includes location information of node 4
(which generally refers to an IP address and a port number).
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In this way, when the buffer client request for acquiring the
data on the hash segment M from node 3', 1f the corresponding
data does not exist 1n node 3', node 3' may visit node 4
according to the location information to acquire the corre-
sponding data (for example, through a T1 interface shown 1n
FIG. 7), saves the acquired data in node 3', and at the same
time, returns the data to the bufler client mitiating the read
operation request.

The notification message may further carry timeout period
information, and therefore the operation of node 3' visiting
node 4 to acquire the data 1s restricted 1n the timeout period.
I1 the operation of acquiring the data 1s still not completed
aiter the timeout period 1s expired, node 3' stops the procedure
ol visiting node 4 to acquire the data.

Furthermore, a range (for example, 10001-20200) of the
hash segment M may be added in the notification message; in
this case, when the buifer client requests for acquiring the
data from node 3' while the corresponding data does not exist
in node 3', node 3' may perform a consistent hashing opera-
tion (an algorithm for performing the consistent hashing
operation herein 1s the same as a consistent hashing algorithm
saved 1n the buller client) on a key of the data, and compares
a hash value obtained through the operation with the range of
the hash segment M carried in the notification message, to
judge whether the hash value calculated by node 3' falls
within the range of the hash segment M; and if yes, node 3' can
visit node 4 to acquire the corresponding data. Through add-
ing the range information of the hash segment M 1n the
notification message, 1t may be further clarified that the data
that node 3' needs to acquire from node 4 1s the data corre-
sponding to the hash segment M with data to be lost, rather
than data of another hash segment, which may reduce signal-
ing consumption and save resources.

In the foregoing description, the imitiating, by the bufler
client, the read operation request to node 3' 1s merely used as
an example. IT node 3' receives a count request, and a corre-
sponding count value does not exist in the local node, a
previously recorded count value may also be acquired by
visiting node 4; and a basic principle of this processing pro-
cedure 1s the same as that of the procedure for processing the
read operation request, which 1s not repeated herein.

With reference to the case in FIG. 8, node 1 1s shifted 1n the
counterclockwise direction of the “circle” to a location of
node V. A hash segment N between node 1 and node 1
originally falls within the coverage of node 1; after node 1 1s
shifted, the hash segment N falls within coverage of node 2. In
this case, when requesting for acquiring data on the hash
segment N, the bufler client may imtiate a read operation
request to node 2; however, the data on the hash segment N 1s
actually saved on node 1' (that 1s, the shifted node 1) rather
thannode 2, and therefore the data on the hash segment N may
be lost.

In this embodiment, after the location of node 1 is shifted,
the buifer management apparatus in the distributed builer
system sends a notification message to node 2, where the
notification message includes location information of node 1'
(which generally refers to an IP address and a port number).
In this way, when the buffer client request for acquiring the
data on the hash segment N from node 2, 1f the corresponding
data does not exist in node 2, node 2 may visit node 1°'
according to the location mformation to acquire the corre-
sponding data (for example, through a T1 interface shown 1n
FIG. 8), saves the acquired data 1n node 2, and at the same
time, returns the data to the butler client mitiating the read
operation request.

The notification message may further carry timeout period
information, and therefore the operation of node 2 visiting
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node 1' to acquire the data 1s restricted 1n the timeout period.
It the operation of acquiring the data 1s still not completed

alter the timeout period 1s expired, node 2 stops the procedure
of visiting node 1' to acquire the data.

Furthermore, a range (for example, 10001-20200) of the
hash segment N may be added in the notification message; in
this case, when the buffer client requests for acquiring the
data from node 2 while the corresponding data does not exist
in node 2, node 2 may perform a consistent hashing operation
(an algorithm for performing the consistent hashing operation
herein 1s the same as the consistent hashing algorithm saved
in the buller client) on a key of the data, and compares a hash
value obtained through the operation with the range of the
hash segment N carried 1n the notification message, to judge
whether the hash value calculated by node 2 falls within the
range of the hash segment N; and 1f yes, node 2 can visit node
1' to acquire the corresponding data. Through adding the
range information of the hash segment N 1n the notification
message, 1t may be further clarified that the data that node 3
needs to acquire from node 4 1s the data corresponding to the
hash segment N with data to be lost, rather than data of
another hash segment, which may reduce signaling consump-
tion and save resources.

In the foregoing description, the mitiating, by the bufler
client, the read operation request to node 2 1s merely used as
an example. If node 2 recerves a count request, and a corre-
sponding count value does not exist 1n node 2, a previously
recorded count value may also be acquired by visiting node 1;
and a basic principle of this processing procedure 1s the same
as that of the procedure for processing the read operation
request, which 1s not repeated herein.

In the method for scheduling distributed buifer resources
provided 1n this embodiment, when load imbalance exists in
the current distributed buffer system, the loads borne by dii-
terent butfer nodes 1s changed by shifting the location of the
butler node on the structure of the virtual circle of the distrib-
uted buller system, so that a load value difference between
different buffer nodes 1s gradually reduced, thereby enabling
the distributed buffer system to be 1n a load equalization state.

Moreover, this embodiment further provides a solution for
reducing losses of butiered data, in which the location infor-
mation of the old buifer node that corresponds to the hash
segment with data to be lost 1s informed to the new bulfer
node corresponding to the hash segment, so that the new
buifer node can visit the old builer node according to the
location information to acquire the corresponding data,
thereby reducing cases of data loss.

Embodiment 4

In this embodiment, a method for implementing resource
scheduling in a distributed buifer system by adding a buffer
node to the distributed bufier system i1s further described
through a specific example.

First, 1t 1s judged whether overload exists 1n the current
distributed butler system, and the specific judging manner has
been described 1n the foregoing and 1s not repeated herein. I
the overload exists 1n the current distributed buffer system, a
layout of butfer nodes 1n the distributed butler system may be
adjusted by adding a builer node on a *“circle”.

Specifically, a procedure of adding a buifer node onto the
“circle” 1s as shown 1n FIG. 9, and includes:

901: Select a builer node with a maximum load value on
the “circle”, for example, node 5 1n FIG. 10.

902: Add a buffer node at a middle location of a hash
segment that corresponds to the buifer node with the maxi-
mum load value.
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Referring to a structure of the *“circle” 1n the distributed
buffer system shown in FIG. 10, the bufler node with the
maximum load value 1s node 5, and a hash segment covered
by node 5 1s a hash segment between node 4 located n a
counterclockwise direction of node 5 and node 5. In this case,
node 5' 1s added at a middle location of the hash segment
covered by node 5. Asnode 5'1s located 1in a counterclockwise
direction of node 5, and precisely located at the middle loca-
tion of the hash segment, node §' equally divides the hash
segment mnto two segments P1 and P2, so that the hash seg-
ment P1 still belongs to node 5, while the hash segment P2
belongs to node §', thereby lowering a load on node S, and
lowering an average load of all the nodes 1n the current dis-
tributed buller system at the same time.

If the overload problem still exists 1n the current distributed
butiler system after one node 1s added onto the “circle”, the
foregoing operations may be repeated till an overall load 1n
the distributed builer system 1s lower than an upper limit.

Through the method, the new builer node 1s added onto the
“circle”, so that the load on the buflfer node whose load value
1s high originally may be shunted, thereby lowering the over-
all load of the distributed buffer system, and solving the
problem of system overload.

In this embodiment, 1t should be noted that, before the
buflfer node 1s added, that a suificient number of bufier node
servers are 1 an on state (which may be in operation or
standby) needs to be ensured first, and then the new buller
node can be added onto the structure of the virtual circle, to
share a load on another buifer node.

However, 1n the distributed butfer system, once the layout
of the buller nodes 1s changed, a case 1n which data of a hash
segment on the “circle” 1s lost when being visited may occur.

In view of this problem, in this embodiment, a builer man-
agement apparatus sends a notification message to a new
builer node corresponding to the hash segment with data to be
lost, where the notification message 1includes location infor-
mation of an old buifer node that corresponds to the hash
segment with data to be lost. The location information
includes an IP address and a port number of the old buffer
node, and may definitely turther include some other informa-
tion for indicating the location.

With reference to the case in FI1(G. 10, node §' 1s added at the
middle location of the hash segment between node 4 and node
5. The hash segment P2 between node 4 and node §' originally
falls within coverage node 5; and after node §' 1s added, the
hash segment P2 falls within coverage of node §'. In this case,
when requesting for acquiring data on the hash segment P2, a
butiler client may imitiate a read operation request to node 5;
however, the data on the hash segment P2 is actually still
saved 1n node 5 rather than node 5', and therefore the data on
the hash segment P2 may be lost.

In this embodiment, after node 5' 1s added, the buffer man-
agement apparatus in the distributed buifer system may send
a notification message to node 5', where the notification mes-
sage mncludes location information of node 5 (which gener-
ally refers to an IP address and a port number). In this way,
when the buifer client requests for acquiring the data on the
hash segment P2 from node §', 1f the corresponding data does
not exist in node 5', node ' may visit node 3 according to the
location information to acquire the corresponding data, saves
the acquired data 1n node 8', and at the same time, returns the
data to the buflfer client initiating the read operation request.

The notification message may further carry timeout period
information, and therefore the operation of node 5' visiting
node 5 to acquire the data 1s restricted 1n the timeout period.
If the operation of acquiring the data 1s still not completed
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after the timeout period 1s expired, node 5' stops the procedure
of visiting node 3 to acquire the data.

Furthermore, a range of the hash segment P2 may be added
in the notification message; in this case, when the butler client
requests for acquiring the data from node 3' while the corre-
sponding data does not exist in node 5', node §' may perform
a consistent hashing operation on a key of the data, and
compares a hash value obtained through the operation with
the range of the hash segment P2 carried 1n the notification
message, to judge whether the hash value calculated by node
5' falls within the range of the hash segment P2; and 1t yes,
node 5' can visit node 5 to acquire the corresponding data.
Through adding the range information of the hash segment P2
in the notification message, 1t may be further clarified that the
data that node 5' needs to acquire from node 3 1s the data
corresponding to the hash segment P2 with data to be lost,
rather than data of another hash segment, which may reduce
signaling consumption and save resources.

In the foregoing description, the mitiating, by the buffer
client, the read operation request to node 5' 1s merely used as
an example, 11 node 5' recetves a count request, and a corre-
sponding count value does not exist in node §', a previously
recorded count value may also be acquired by visiting node 5;
and a basic principle of this processing procedure 1s the same
as that of the procedure for processing the read operation
request, which 1s not repeated herein.

In the method for scheduling distributed buifer resources
provided in this embodiment, when the overload exists in the
current distributed butler system, the loads borne by different
builer nodes 1s changed by adding the new butier node, and an
average load of all the buller nodes 1s decreased, that 1s, an
overall load of the distributed buifer system 1s decreased, so
that the distributed butier system 1s in a balanced state.

Moreover, this embodiment further provides a solution for
reducing losses of butiered data, 1n which the location infor-
mation of the old buffer node that corresponds to the hash
segment with data to be lost 1s informed to the new buller
node corresponding to the hash segment, so that the new
builfer node can visit the old buifer node according to the
location information to acquire the corresponding data,
thereby reducing cases of data loss.

Embodiment 5

In this embodiment, a method for implementing resource
scheduling 1n a distributed buffer system by removing a
buifer node from the distributed bufler system 1s further
described through a specific example.

First, 1t 1s judged whether underload exists in a current
distributed builer system, and the specific judging manner has
been described 1n the foregoing and 1s not repeated herein. IT
the underload exists in the current distributed butfer system, a
layout of butfer nodes 1n the distributed butler system may be
adjusted by removing a butler node on a “circle”.

Specifically, a procedure of removing a buffer node onto
the “circle” 1s as shown 1n FIG. 11, and includes:

1101: Select a pair of adjacent buflfer nodes with a mini-
mum total load value on the circle, for example, node 2 and
node 3 1n FIG. 12.

1102: Remove a buffer node located 1n a reverse direction
in the pair of adjacent buffer nodes with the minimum total
load value from the distributed butfer system. After a period
of time, the removed builer node 1s set to be 1n, for example,
an oif, standby, or ready state.

Referring to a structure of the “circle” 1n the distributed
butifer system shown 1n FIG. 12, the pair of adjacent buiier
nodes with the minimum total load value 1s node 2 and node
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3, and node 2 1s located 1n a counterclockwise direction of
node 3. After node 2 1s removed, a hash segment () originally
falling within coverage of node 2 totally falls within coverage
of node 3. In this way, as the number of the buffer nodes 1s
decreased, an average load of all nodes in the current distrib-
uted butler system 1s increased, that 1s, an overall load of the
current distributed buffer system 1s increased, so that the
current system maintains in a specified balanced state.

If the problem of underload still exists in the current dis-
tributed buffer system after one node 1s removed from the

“circle”, the foregoing operations may be repeated till the
overall load 1n the distributed butier system 1s higher than a
lower limiat.

However, 1n the distributed buffer system, once the layout
of the buifer nodes 1s changed, a case 1n which data of a hash
segment on the “circle” 1s lost when being visited may occur.

In view of this problem, in this embodiment, a butler man-
agement apparatus sends a notification message to a new
builer node corresponding to the hash segment with data to be
lost, where the notification message 1includes location infor-
mation of an old buifer node that corresponds to the hash
segment with data to be lost. The location information
includes an IP address and a port number of the old butifer
node, and may definitely further include some other informa-
tion for indicating the location.

With reference to the case 1n FIG. 12, after removing node
2, the hash segment Q originally falling within the coverage
of node 2 totally falls within the coverage of node 3. In this
case, when requesting for acquiring data on the hash segment
Q, a buller client may 1mitiate a read operation request to node
3. however, the data on the hash segment () 1s actually still
saved 1n node 2 rather than node 3, and therefore the data on
the hash segment (Q may be lost.

In this embodiment, after node 2 1s removed, the buffer
management apparatus in the distributed builfer system may
send a notification message to node 3, where the notification
message includes location information of node 2 (which gen-
erally refers to an IP address and a port number). In this way,
when the buffer client requests for acquiring the data on the
hash segment Q from node 3, 1f the corresponding data does
not exist in node 3, node 3 may visit node 2 according to the
location information to acquire the corresponding data (al-
though node 2 1s removed from the “circle”, addressing may
still be performed on node 2 according to the location infor-
mation), saves the acquired data 1n node 3, and at the same
time, returns the data to the bufler client mitiating the read
operation request.

The notification message may further carry timeout period
information, and therefore the operation of node 3 visiting
node 2 to acquire the data 1s restricted 1n the timeout period.
If the operation of acquiring the data 1s still not completed
after the timeout period 1s expired, node 3 stops the procedure
of visiting node 2 to acquire the data.

Furthermore, a range of the hash segment Q may be added
in the notification message; in this case, when the butfer client
requests for acquiring the data from node 3 while the corre-
sponding data does not exist in node 3, node 3 may perform a
consistent hashing operation on a key of the data, and com-
pares a hash value obtained through the operation with the
range of the hash segment Q carried in the notification mes-
sage, to judge whether the hash value calculated by node 3
talls within the range of the hash segment Q; and 1f yes, node
3 can visit node 2 to acquire the corresponding data. Through
adding the range information of the hash segment Q 1n the
notification message, 1t may be further clarified that the data
that node 3 needs to acquire from node 2 1s the data corre-
sponding to the hash segment (Q with data to be lost, rather
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than data of another hash segment, which may reduce signal-
ing consumption and save resources.

In the foregoing description, the mitiating, by the buffer
client, the read operation request to node 3 1s merely used as
an example, if node 3 recerves a count request, and a corre-
sponding count value does not exist in the local node, a
previously recorded count value may also be acquired by
visiting node 2; and a basic principle of this processing pro-
cedure 1s the same as that of the procedure for processing the
read operation request, which 1s not repeated herein.

In the method for scheduling distributed buifer resources
provided 1n this embodiment, when the underload exists in
the current distributed bufler system, the loads borne by dii-
terent buifer nodes 1s changed by removing a buffer node, and
an average load of all the butier nodes 1s increased, that 1s, an
overall load of the distributed buifer system 1s increased, so
that the distributed butier system 1s 1n a balanced state.

Moreover, this embodiment further provides a solution for
reducing losses of butiered data, in which the location infor-
mation of the old buifer node that corresponds to the hash
segment with data to be lost 1s informed to the new bulfer
node corresponding to the hash segment, so that the new
buifer node can visit the old butler node according to the
location information to acquire the corresponding data,
thereby reducing cases of data loss.

When a load equalization operation 1s performed a practi-
cal distributed buffer system, the solutions provided 1in
Embodiment 3, Embodiment 4, and Embodiment 5 are not
independent, and one of the solutions, or a combination of
two or three of the solutions may be preferably adopted, to
achieve a better etfect.

In addition, in Embodiment 3, Embodiment 4, and
Embodiment 5, 11 a write operation request 1s mvolved, the

buifer management apparatus also needs to inform location
information of the new buller node to the old buil

er node
while informing the location imnformation of the old builer
node that corresponds to the hash segment with data to be lost
to the new bufler node.

In this way, when the buifer client initiates a write opera-
tion request to the new buller node, the new buffer node may
receive and save data required to be written by the butler
client; then judges whether the received data belongs to the
hash segment with data to be lost; if yes, the new buifer node
may forward the data to the old buffer node according to the
location information of the old builer node for synchroniza-
tion. Likewise, when recewving the data that belongs to the
hash segment with data to be lost, the old buffer node may also

forward the data to the new bufler node according to the
location information of the new buil

it il

er node for synchroniza-
tion, so as to implement write synchronization between the
new and the old buifer nodes corresponding to the same hash
segment.

The procedure of the write synchronization may be
restricted to be performed 1n a timeout period. If the operation
of performing the write synchronization on the data is still not
completed when the timeout period expires, the new butler
node may also stop the procedure of data synchronization.
Through the write synchronization performed on the new
and the old bufler nodes corresponding to the same hash
segment, a problem that reading and writing for the same
“key” 1s not on the same builer node after the position of the
builer node 1s changed may be avoided.

In the embodiments, the solutions provided 1n the embodi-
ments ol the present invention are described with the clock-
wise direction of the “circle” as the forward direction. How-
ever, using the clockwise direction as the forward direction of

the “circle” 1s only an example 1n the embodiments of the
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present invention. If the counterclockwise direction 1s used as
the forward direction of the “circle”, that 1s, the butfer node
for saving data 1s selected according to the counterclockwise
direction, a basic principle of a procedure for performing load
equalization with the counterclockwise direction as the for-
ward direction 1s the same as that of the solution with the
clockwise direction as the forward direction, which also falls
within the protection scope of the present mnvention.

Embodiment 6

Corresponding to the foregoing method embodiments, in
one aspect, this embodiment provides a bulfer management
apparatus configured to schedule distributed buifer resources,
which, as shown 1n FIG. 13, includes a judging unit 131, an
adjustment unit 132, and a monitoring unit 133, where

the monitoring unit 133 1s configured to momtor a load
value of each builer node in a distributed butier system:;

the judging unit 131 1s configured to judge whether a load
exception exists in the current distributed buffer system
according to the load value, where the load exception includes
load imbalance, overload, or underload; and

the adjustment unit 132 1s configured to adjust a layout of
the buffer nodes in the distributed buifer system when the
load exception exists 1n the current distributed buffer system.

Similar to the foregoing method embodiments, 1n the dis-
tributed butfer system in this embodiment, each buil

er node1s
distributed on a “circle” that 1s based on a consistent hashing
algorithm, and a direction from a key of data to a buifer node
saving the data 1s used as a forward direction of the virtual
circle. In this case, the adjustment unit 132 includes:

a shifting module 1321, configured to shift a location of a
buffer node on the virtual circle; and/or

an adding module 1322, configured to add a buffer node on
the virtual circle; and/or

a removing module 1323, configured to remove a builer
node from the virtual circle.

Specifically, as shown 1n FIG. 14, the shifting module 1321
may include:

a lirst selection sub-module 141, configured to select at
least one pair of adjacent buifer nodes with a maximum load
difference on the virtual circle;

a comparison sub-module 142, configured to compare load
values of the two buller nodes 1n each selected pair of adja-
cent bulfer nodes; and

a shifting sub-module 143, configured to shiit a butfer node
located 1n a reverse direction along the forward direction
when a load value of a buil

er node located 1n the forward
direction 1n each selected pair of adjacent buller nodes 1s
greater; and shift the buifer node along the reverse direction
when a load value of the bufler node located in the reverse
direction 1s greater.

Asshownin FIG. 15, the adding module 1322 may include:

a second selection sub-module 151, configured to select a
bufter node with a maximum load value on the virtual circle;
and

an adding sub-module 152, configured to add a butfer node
at a middle location of a hash segment that corresponds to the
buffer node with the maximum load value.

As shown 1 FIG. 16, the removing module 1323 may
include:

a third selection sub-module 161, configured to select a
pair of adjacent buffer nodes with a minimum total load value
on the virtual circle; and
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a removing sub-module 162, configured to remove a load
node located 1n the reverse direction in the pair of adjacent
buffer nodes with the minimum total load value from the
distributed buifer system.

In another aspect, this embodiment further provides a
butter node. As shown 1n FIG. 17, the bufter node includes:

a recerving unit 171, configured to recerve a notification
message sent by a bufler management apparatus, where the
message includes location information of an old buifer node
that corresponds to a hash segment with data to be lost on a
virtual circle of a distributed buffer system; and

an acquisition unit 172, configured to visit the old butfer
node according to the location information when data to be
read by a buil

er client does not exist on the current buffer
node, to acquire and save the data;

where the hash segment with data to be lost 1s a hash
segment with a buffer node to which the hash segment
belongs changed after adjustment of a layout of butier nodes
occurs on the virtual circle of the distributed butier system.

Furthermore, the notification message receitved by the
receiving unit 171 further includes: a range of the hash seg-
ment with data to be lost; 1n this case, the acquisition unit 172
may include:

a judging module 1721, configured to judge whether a hash
value corresponding to a key of the data to be read by the
butiler client belongs to the hash segment with data to be lost
when the data to be read by the butter client does not exist on
the current bufier node; and

an acquisition module 1722, configured to visit the old
builer node according to the locatlon information to acquire
and save the data when a judging result of the judging module
1S yes.

If the current distributed bufier system further mvolves a
write operation, the bulfer node 1 this embodiment may
turther include:

a saving unit 173, configured to recerve and save data
required to be written by the buifer client or the old bufier
node;

a judging unit 174, configured to judge whether a hash
value corresponding to a key of the data required to be written
by the butfer client belongs to the hash segment with data to
be lost; and

a synchromzation unit 175, configured to synchronously
write the data required to be written by the buffer client onto
the old buifer node when a judging result of the judging unit
1S yes.

In addition, 1f the notification message received by the
receiving unit 171 further includes timeout period, the butier
node 1n this embodiment further includes:

a stop unit 176, configured to stop an operation of data

acquiring or data synchromization when the timeout period 1s
expired.
Moreover, this embodiment further provides a distributed
buifer system. As shown 1in FIG. 18, the distributed butier
system includes a buffer management apparatus 181, a butfer
client 182, and multiple buffer nodes 183, where

the butter client 182 1s configured to distribute data onto the
multiple buffer nodes 183 according to a consistent hashing
algorithm; and

the bulfer management apparatus 181 1s configured to
monitor a load value of each of the bufler nodes 183 in the
distributed buffer system, judge whether a load exception
exi1sts 1n the current distributed butfer system according to the
load value; and 11 the exception exists, adjust a layout of the
multiple butfer nodes 183, where the load exception includes
load 1imbalance, overload, or underload.
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Furthermore, the buflfer management apparatus 181 1s fur-
ther configured to send a notification message to a new butler
node corresponding to a hash segment with data to be lost on
a virtual circle of the distributed bufler system after complet-
ing the layout adjustment of the bufier nodes 183, where the
notification message includes location information of an old
buifer node that corresponds to a hash segment with data to be
lost on the virtual circle of the distributed builer system. In
this way, the new bufler node can visit the old butfer node
according to the location information when data to be read by
the buffer client does not exist in the current butter node, to
acquire and save the data,

where, the hash segment with data to be lost 1s a hash
segment with a bulfer node to which the hash segment
belongs changed after the adjustment of the layout of butier
nodes occurs on the virtual circle of the distributed butier
system.

In the apparatus and the system for scheduling distributed
butler resources provided 1n this embodiment, when the load
exception exists 1n the current distributed butier system, the
loads borne by different buffer nodes i1s changed by shifting
the position of a builer node on the structure of the virtual
circle of the distributed butler system, or by adding a butifer
node onto or removing a buifer node from the structure of the
virtual circle, so as to implement automatic scheduling of
resource distribution 1n the distributed builer system and
enable the resource distribution of the distributed butfer sys-
tem to be 1n a balanced state. Moreover, 1n the solutions
provided 1n this embodiment, the location information of the
old buifer node that corresponds to the hash segment with
data to be lost 1s informed to the new butier node correspond-
ing to the hash segment, so that the new buffer node can visit
the old bulfer node according to the location information to
acquire the corresponding data, thereby reducing cases of
data loss.

Through the foregoing description about the implementa-
tion manners, it 1s clear to persons skilled 1n the art that the
present invention may be accomplished through software in
addition to a necessary hardware platform, or absolutely
through hardware. Based on such understanding, the forego-
ing technical solutions or the part that makes contributions to
the prior art can be substantially embodied 1n a form of a
software product. The computer software product may be
stored 1n a storage medium such as a Read Only Memory/
Random Access Memory, a magnetic disk, or an optical disk,
and contain several instructions to mstruct a computer equip-
ment (for example, a personal computer, a server, or a net-
work equipment) to perform the methods described 1n the
embodiments or in some parts of the embodiments of the
present invention.

The foregoing descriptions are merely specific embodi-
ments of the present invention, but are not intended to limit
the protection scope of the present mvention. Changes or
replacements readily apparent to persons skilled 1n the prior
art within the technical scope of the present invention should
fall within the protection scope of the present invention.
Therefore, the protection scope of the present ivention 1s
subject to the appended claims.

What 1s claimed 1s:

1. A method for scheduling distributed builer resources
within a distributed buifer system, the distributed butler sys-
tem comprising a bulfer management node and multiple
builer nodes for storing data, and the method comprising:

distributing, by the buifer management node, the multiple

builer nodes on a virtual circle that 1s based on a consis-
tent hashing algorithm, wherein each butier node covers
a hash segment on the virtual circle;
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determiming, by the bufller management node, a home
buffer node of data to be stored according to ahome hash
segment, wherein the home hash segment corresponds
to a hash value of a key of the data to be stored;

saving, by the buller management node, the data to be

stored on the home buffer node;
determining, by the buffer management node, aload 1imbal-
ance which exists in the distributed buffer system
according to load values of the multiple butier nodes;

selecting, by the buffer management node, at least one pair
of adjacent buller nodes with a maximum load differ-
ence on the virtual circle from the existing multiple
bulfer nodes on the virtual circle; and

moving a location of the selected buifer nodes to change

hash segment coverage of the selected buller nodes.

2. The method according to claim 1, wherein

11 a difference between a maximum value and a minimum

value 1n the load values of the multiple bufler nodes
exceeds a threshold, the load imbalance exists 1n the
distributed buffer system.

3. The method according to claim 1, wherein the moving by
the buflfer management node, the location of the selected
butiler nodes of the multiple butfer nodes on the virtual circle,
comprising;

moving, by the buffer management node, a buffer node

located 1n a reverse direction 1n a selected pair of adja-
cent buffer nodes along a forward direction, when a load
value of a butler node located in the forward direction 1n
the at least one selected pair of adjacent buffer nodes 1s
greater than a load value of the bufifer node located 1n a
reverse direction in the at least one selected pair of
adjacent buffer nodes; and moving the builer node
located in the reverse direction in the at least one
selected pair of adjacent builer nodes along the reverse
direction, when the load value of the bufter node located
in the reverse direction 1n the at least one selected pair of
adjacent buifer nodes 1s greater than the load value of the
butfer node located in the forward direction in the at least
one selected pair of adjacent butfer nodes;

wherein a direction from a hashing value of a key of data to

a builer node saving the data i1s used as the forward
direction of the virtual circle.

4. The method according to claim 3, wherein a distance by
which the buifer node located in the reverse direction 1s
moved 1s:

X m—rn

M . .
1+ X m

wherein M 1s length of a hash segment that corresponds to
a buller node with a comparatively high load 1n one pair
of adjacent butfer nodes; m and n are respectively load
values corresponding to the butfer node with a compara-
tively high load and a bufier node with a comparatively
low load; and X 1s a multiple of a load capacity of the
butfer node with lower load value to a load capacity of
the builer node with greater load value.

5. A buffer management node 1n a distributed buifer system

the buffer management node 1s configured to:

distribute multiple buffer nodes on a virtual circle that 1s
based on a consistent hashing algorithm, wherein each
buffer node covers a hash segment on the virtual circle,

determine a home builer node of data to be stored accord-
ing to a home hash segment, wherein the home hash
segment corresponds to a hash value of a key of the data
to be stored, and
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save the data to be stored on the home bulfer node, and the
builer management node further comprising:

a judging unit, which determines a load imbalance exists in
the distributed buffer system according to load values of
the multiple buifer nodes; and

an adjustment umt, which selects at least one pair of adja-
cent butfer nodes with a maximum load difference on

the virtual circle from the existing multiple buffer nodes
on the virtual circle, and moves a location of at least one

buifer node to change hash segment coverage of the at
least one builer node.

6. The buffer management node according to claim 5,
wherein the adjustment unit

configured to move a buller node located in a reverse

direction 1n a selected pair of adjacent buffer nodes
along a forward direction, when a load value of a bulfer
node located 1n the forward direction 1n the selected pair
ol adjacent buffer nodes 1s greater than a load value of
the bufler node located 1n the reverse direction 1n the
selected pair of adjacent butfer nodes, and move the
buffer node located in the reverse dlrectlon in the
selected pair of adjacent butier nodes along the reverse
direction, when the load value of the buffer node located
in the reverse direction 1n the selected pair of adjacent
builer nodes 1s greater than the load value of the buifer
node located 1n the forward direction 1n the selected pair
of adjacent butler nodes;

wherein a direction from a hashing value of a key of data to

a buifer node saving the data 1s used as the forward
direction of the virtual circle.
7. A method for scheduling distributed builer resources
within a distributed buffer system, the distributed buifer sys-
tem comprising a bulfer management node and multiple
butler nodes for storing data, and the method comprising:
distri Jutlng by the buffer management node, the multlple
builer nodes on a virtual circle that 1s based O a consis-
tent hashing algorithm, wherein each buffer node covers
a hash segment on the virtual circle;

determmmg by the bulfer management node, a home
builer node of data to be stored according to a home hash
segment, wherein the home hash segment corresponds
to a hash value of a key of the data to be stored;

saving by the bufler management node, the data to be

stored on the home buller node;

adjusting by the buifer management node, a layout of the

multiple bufler nodes on the virtual c1rcle in order to
change hash segment coverage of at least one buffer
node of the multiple buffer nodes;

determining by the buflfer management node, a first hash

segment on the virtual circle, wherein the first hash
segment 1s covered by an old buffer node of the multiple
buifer nodes before an adjusting of the layout and cov-
ered by a new builer node within the bufler distributed
resources of the multiple bulfer nodes after the adjusting
of the layout;

sending by the buifer management node, a notification

message to the new bulfer node, wherein the notification
message comprises location 111f0rmat1011 of the old
buffer node;

receiving, by the new bufler node, the notification message

sent by the buffer management node; and

visiting by the new buffer node, the old buffer node accord-

ing to the location information of the old builer node to

acquire a {irst data, wherein a hash value of a key of the
first data belongs to the first hash segment, and the old
builer node store the first data before the adjusting of the
layout.

8. The method according to claim 7, wherein the notifica-
tion message further comprises: a range of the first hash
segment, and
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judging, by the new butler node, whether the hash value of
the key of the first data belongs to the first hash segment
according to the range of the first hash segment; and

11 yes, performing by the new bufler node, the visiting step

to acquire the first data from the old buifer node.

9. The method according to claim 8, further comprising:

recerving by the new bufler node, a second data to be

written;

judging by the new butifer node, whether a hash value of a

key of the second data belongs to the first hash segment
according to the range of the first hash segment; and

11 yes, ertmg the second data on the new bufier node and

the old butler node.

10. The method according to claim 7, wherein the notifi-
cation message further comprises a timeout period; and the
method further comprises:

stopping an operation of data acquiring or data synchro-

nous when the timeout period expires.

11. A distributed buffer system, comprising a bu
agement node and multiple buifer nodes; wherein

the buffer management node, configured to:

distribute the multiple bufier nodes on a virtual circle
that 1s based on a consistent hashing algorithm,
wherein each builer node covers a hash segment on
the virtual circle,
determine a home buffer node of data to be stored
according to a home hash segment, wherein the home
hash segment corresponds to a hash value of a key of
the data to be stored, save the data to be stored on the
home butter node,
adjust a layout of the multiple buifer nodes on the virtual
circle, 1n order to change hash segment coverage of at
least one buifer node of the multiple buifer nodes,
determine a first hash segment on the virtual circle,
wherein the first hash segment 1s covered by an old
buffer node of the multiple buifer nodes before an
adjusting of the layout and covered by a new butfer
node of the multiple buifer nodes after the adjusting of
the layout, and
send a notification message to the new builer node com-
prising location mnformation of the old buifer node;
wherein the new buil

it il

CI' 1nnan-

er node, configured to:
receive the notification message sent by the buller
management apparatus, and visit the old bufler
node according to the location information of the
old buttfer node to acquire a first data,
wherein a hash value of a key of the first data belongs
to the first hash segment, and the old butler node
store the first data before the adjusting of the layout.
12. The distributed butifer system according to claim 11,
wherein the notification message further comprises: a range
of the first hash segment, and the new bufler node, configured
to:
judge whether the hash value of the key of the first data
belongs to the first hash segment according to the range
of the first hash segment, and
perform the visiting step to acquire the first data from the
old buffer node when the hash value of the key of the first
data belongs to the first hash segment.
13. The distributed butler system according to claim 12, the
new builer node, configured to:
receive a second data to be written,
judge whether a hash value of a key of the second data
belongs to the first hash segment according to the range
of the first hash segment, and
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write the second data on the new butfer node and the old
builer node when the hash value of the key of the second
data belongs to the first hash segment.
14. The distributed buffer system according to claim 11,
wherein the notification message further comprises a timeout 3

period; and the new builer node, configured to stop an opera-
tion of data acquiring or data synchronous when the timeout

period expires.
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