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NODE APPARATUS OF MULTI-NODE
STORAGE SYSTEM AND METHOD FOR
MANAGING PROCESSING SPEED

CROSS-REFERENCE TO RELATED
APPLICATION

This application 1s based upon and claims the benefit of

priority of the prior Japanese Patent Application No. 2012-
061728, filed on Mar. 19, 2012, the entire contents of which
are incorporated herein by reference.

FIELD

The embodiments described herein are related to a node
apparatus of a storage system and a method for managing the
storage system and are particularly related to a node appara-
tus of a multi-node storage system that dispersion-manages
data using a plurality of storage nodes and to a method for
managing a processing speed.

BACKGROUND

Storage systems are used to save data that1s used to process
a computer. In recent years, multi-node storage systems (dis-
persion storage systems ) have been used that dispersion-man-
age data using a plurality of storage nodes 1n order to save a
large quantity of data and to enhance reliability.

The multi-node storage system includes a plurality of stor-
age nodes and a storage apparatus connected to each storage
node. The plurality of storage nodes are connected via a
network. In response to an instruction transmitted through the
network, each storage node manages a storage apparatus that
1s provided within the storage node or connected to the out-
side and that stores data. In general, 1n the multi-node storage
system, a virtual storage apparatus 1s defined. In addition, 1n
the multi-node storage system, a redundant configuration 1s
typically provided. In the redundant configuration, redun-
dancy 1s achieved such that the same data 1s stored 1n each of
a plurality of logic devices 1n order to improve, for example,
the safety of data. As an example, by storing the same data in
two logic devices, the data 1s duplicated. In this case, the
redundancy level 1s two.

Such a multi-node storage system allows a user to use a
storage apparatus connected to a plurality of storage nodes 1n
the same manner as local storage.

In such a multi-node storage system, when a fault occurs in
a certain storage apparatus, this storage apparatus becomes
inaccessible, thereby breaking the duplicated state of some
pieces of data. In this case, to recover the data-duplicated
state, a recovery process 1s performed. In the recovery pro-
cess, a new portion of a logic device 1s assigned to data for
which the duplicated state has been broken, 1.e., data to be
recovered. Data 1s then copied from the existing portion of the
logic device assigned to the data to be recovered to the new
portion of the logic device. In this way, the data-duplicated
state 1s recovered.

In the multi-node storage system, 1t 1s necessary to diag-
nose whether or not a storage apparatus of the system 1s being
operated normally. For the diagnosis, an existence confirma-
tion 1s typically performed to diagnose whether the storage
apparatus 1s being operated. The diagnosis via the existence
confirmation may be finished 1n arelatively short time, and, 1n
general, the processing load 1s not heavy. Accordingly, the
diagnosis via the existence confirmation does not greatly
aifect normal processing by the system.
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It 1s necessary to diagnose, for example, whether data at
cach storage node having a redundant configuration 1is
adequately holding the redundant configuration. As an
example, under a condition 1n which a redundant configura-
tion 1s achieved between storage apparatuses, when a fault in
one region 1s found, restoration can be achieved viaarecovery
process. However, when a fault occurs simultaneously in two
regions associated with each other by a redundant configura-
tion, data cannot be restored. As aresult, 1t 1s necessary to not
only perform the existence confirmation for the storage appa-
ratuses but also to diagnose whether or not a fault has
occurred for all regions of the storage apparatuses. This pro-
cess 1s referred to as a patrol process. The diagnosis method
includes, for example, a method wherein data 1s read to inves-
tigate whether an error will occur, a method wherein data that
was read 1s written and 1s then read again to investigate
whether the content 1s the same, and a method wherein data 1s
read between nodes to confirm whether the content 1s the
same.

In such a multi-node storage system, the performance of
the entire system 1s aifected by how data 1s located among
storage apparatuses. For example, access concentration on a
particular storage apparatus leads to performance degrada-
tion such as a delay 1n data access. Accordingly, a technology
1s known wherein, 1n order to prevent the performance of data
access Irom being degraded, a process 1s performed of relo-
cating data to achieve proper data locating 1n accordance with
a resource amount of or load on each storage node.

In a multi-node storage system including a plurality of
storage nodes and 1n which data 1s multiplexed and stored,
when a fault occurs 1n a storage node, a recovery process 1s
performed to recover the redundancy level. As an example, in
amulti-node storage system configured by RAID 5, when one
storage node fails, a recovery process 1s performed 1n which
data 1s copied to a storage apparatus of a new storage node
from another normal storage node that stores the same data as
data stored 1n the storage apparatus of the storage node that
has failed. In this way, the system recovers the redundancy
level. However, during the recovery process, normal pro-
cesses and the process of recovering the redundancy level are
performed in parallel with each other, thereby decreasing, for
example, an observable processing speed of the system, such
as the speed of a process under a user request.

In the designing stage of a multi-node storage system, it 1s
difficult to predict loads on the entire system that will be
applied during a recovery process. Accordingly, 1t 1s difficult
to design a multi-node storage system such that the system
performance 1s not decreased even when a fault occurs, and
observable system performances achieved during a normal

operation are thus different from those during the occurrence
of a failure.

In view of these factors, there 1s a problem of difficulty 1n
estimating a time required for the multi-node storage system
to perform a certain processing series.

Therefore, a multi-node storage system 1s required wherein
an observable system processing speed achieved during a
normal period during which a relocating process and a patrol
process are performed 1n addition to a normal process under
an 1nstruction mput by a user i1s the same as an observable
system processing speed achieved during a fault occurrence
period during which a recovery process 1s performed 1n addi-
tion to a normal process under an instruction input by the user.
Patent document 1: Japanese Laid-open Patent Publication

No. 2009-151519
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Patent document 3: Japanese Laid-open Patent Publication
No. 2005-050007

SUMMARY

A apparatus manages a plurality of storage apparatuses 1n
a storage system that disperses and stores 1n the plurality of

storage apparatuses data that 1s made redundant so as to have
a predetermined redundancy level. The storage management
apparatus includes a patrol process unit that performs, at a
patrol speed, a patrol process of confirming that the plurality
ol storage apparatuses are being operated normally; a relo-
cating process unit that performs, at a relocating process
speed, a relocating process of moving the data between the
plurality of storage apparatuses; a recovery process unit that
performs, at a recovery process speed, a recovery process of
recovering the redundancy level of the data when a fault
occurs 1n the plurality of storage apparatuses; and a process-
ing speed control unit that outputs an istruction on an opera-
tion at the patrol process unit, the relocating process unit, and
the recovery process unit in such a manner that the recovery
process speed or a sum of the patrol process speed and the
relocating process speed becomes a predetermined value.

BRIEF DESCRIPTION OF DRAWINGS

FI1G. 1 1llustrates an example of a multi-node storage sys-
tem 1n accordance with an embodiment of the present inven-
tion.

FI1G. 2 1llustrates a portion of an example of a multi-node
storage system 1n accordance with an embodiment of the
present invention.

FI1G. 3 1s a functional block diagram of a storage node of an
example of a multi-node storage system 1n accordance with
an embodiment of the present invention.

FIG. 4 1llustrates an exemplary hardware configuration of
a storage node of an example of a multi-node storage system
in accordance with an embodiment of the present invention.

FIG. 5 1s a flowchart of processes performed by a user
access process unit of a storage node of an example of a
multi-node storage system 1n accordance with an embodi-
ment of the present invention.

FIG. 6 1s a flowchart of processes performed by a data
management unit of a storage node of an example of a multi-
node storage system in accordance with an embodiment of
the present invention.

FI1G. 7 1s a flowchart of a disk I/O unit of a storage node of
an example of a multi-node storage system in accordance
with an embodiment of the present invention.

FIG. 8 1llustrates a connection between storage nodes and
storage apparatuses of another example of a multi-node stor-
age system 1n accordance with an embodiment of the present
invention.

FI1G. 9 1s a functional block diagram of a storage node of
another example of a multi-node storage system in accor-
dance with an embodiment of the present invention.

DESCRIPTION OF EMBODIMENTS

Inthe following, embodiments of the present invention will
be described with reference to the drawings. In the drawings,
like parts or parts providing like functions are indicated by the
same or like reference signs so that overlapping descriptions
can be omitted.

<System Configuration>

First, with reference to FI1G. 1 to FIG. 4, descriptions will
be given of an exemplary configuration of a multi-node stor-
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4

age system 10 in accordance with an embodiment of the
present invention. The multi-node storage system 10 dis-
perses and stores 1n a plurality of storage apparatuses data that
1s made redundant so as to have a predetermined redundancy
level. The multi-node storage system 10 provides an example
of a system wherein an observable system processing speed
achieved during a normal period during which a relocating
process and a patrol process are performed 1n addition to a
normal user access process of processing an mstruction input
by a user are the same as an observable system processing
speed achieved during a fault occurrence period during which
a recovery process 1s performed 1n addition to the user access
pProcess.

Since the relocating process and the patrol process are
performed during the normal period and the recovery process
1s performed at a predetermined processing speed during the
fault occurrence period, the observable system processing
speed achieved during the normal period 1s the same as that
during the fault occurrence period, thereby allowing a time
required to perform a certain processing series to be esti-
mated.

In the following, the term “processing speed” 1s defined by
the number of I/O transactions processed per unit time, 1.¢.,
this term 1s defined by throughput or the number of times an
I/O process (a reading/writing process) 1s performed per sec-
ond (IOPS). The sum of two processing speeds means the sum
of the number of I/O transactions processed per unit time 1n
two processes. That 1s, for a process A 1 which x1 transac-
tions are processed per unit time and a process B 1n which x2
transactions are processed per unit time, the sum of the pro-
cessing speed of the process A and the processing speed of the
process B 15 a speed at which (x1+x2) transactions are pro-
cessed per unit time. That 1s, an operation for calculating the
sum of processing speeds corresponds to the performing of
parallel processes.

In the following, the term “fault” includes a situation 1n
which some pieces of data become 1naccessible and a redun-
dancy of some pieces of data 1s broken.

In the multi-node storage system 10, which will be
described heremaftter, a speed at which the relocating process
and the patrol process are performed during the normal period
1s the same as a speed at which the recovery process 1s per-
formed during the fault occurrence period. In actual opera-
tions, the speed at which the relocating process and/or the
patrol process are performed during the normal period or the
speed at which the recovery process 1s performed during the
failure occurrence period show some variation. In the multi-
node storage system 10, which will be disclosed hereinatter,
even when a speed at which the relocating process and/or the
patrol process are performed during the normal period or a
speed at which the recovery process 1s performed during the
fault occurrence period 1s equal to or less than a predeter-
mined speed, surplus resources are not used for a user access
process ol processing an struction mput by a user, thereby
preventing observable system processing speeds from chang-
ing. When heavy loads are caused by the relocating process
and the patrol process performed during the normal period or
by the recovery process performed during the fault occur-
rence period, the user access process will be performed at a
user access process speed without performing the relocating
process and/or the patrol process or the recovery process.
Using such a configuration allows a constant processing
speed of the user access process to always be maintained.

FIG. 1 illustrates an example of the multi-node storage
system 10 in accordance with an embodiment of the present
invention. FIG. 2 illustrates a portion of the example of the
multi-node storage system 10 illustrated in FIG. 1. In the
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multi-node storage system 10 1n this example, a plurality of
storage node apparatuses (heremnafter each may simply be
referred to as a “node”) 200a, 2005, and 200¢ are connected
via a network switch 100 connected to a network 500 (note
that a representative storage node apparatus may hereinafter
be referred to as a storage node apparatus 200). The storage
node apparatuses 200q, 2005, and 200¢ are respectively con-
nected to storage apparatuses (hereinafter each may simply
be referred to as a “disk™) 300a, 30056, and 300¢ (note that a
representative storage apparatus may hereinaliter be referred
to as a storage apparatus 300). In this example, as i1llustrated
in FIG. 2, a plurality of storage nodes 200a, 20056, and 200c¢
are connected to the network switch 100.

The storage apparatuses 300q, 3005, and 300¢ each include
a hard disk apparatus (HDD) to store data. In this example,
hard disk apparatuses are used as media that store data, but, as
long as the media store data, they are not limited to hard disk
drives. The medium may be an optical disk such as an HD-
DVD.

The storage apparatuses 300a, 3005 and 300¢ of the multi-
node storage system 10 actually store data. Data stored 1n the
storage apparatuses 300a, 3006 and 300¢ 1s managed, and the
managed data 1s transmitted to the network switch 100. Data
stored in the storage apparatuses 300a, 3005 and 300¢ 1s made
redundant. In a redundant configuration, redundancy 1s
achieved such that the same data 1s stored 1n each of a plurality
of'logic devices in order to improve, for example, the safety of
data.

In the multi-node system 10, data 1s accessed via a virtual
storage apparatus. In this case, metadata manages assignment
ol a storage region within the virtual storage apparatus and a
storage region within the storage apparatuses 300a, 3006 and
300c. The virtual storage apparatus i1s configured 1n units of
segments. A storage capacity of a segment means a storage
capacity of a slice, which 1s a unit of management at the
storage apparatuses 300a, 3006 and 300c¢. In the case of, for
example, the storage capacity of a slice that 1s 1 GB, the
storage capacity of the slice 1s also 1 GB. The storage capacity
of the virtual storage apparatus 1s an integral multiple of the
storage capacity of a segment.

Information stored 1n the storage apparatuses 300a, 3005
and 300¢ includes information related to a device, metadata
that stores information related to a slice, and data of the slice
associated with a segment. Two slices, a primary slice and a
secondary slice, are assigned to one segment and are made
redundant to achieve redundancy level 2. The primary slice 1s
designated as a destination of access from the storage nodes
200a, 20056 and 200¢, and the primary slice stores data for the
segment. The secondary slice stores the same data as the data
in the primary slice, 1.e., the data 1s mirrored. The network
switch 100 may dynamically determine, for example, which
segment the slice 1s to be associated with and which of the
primary slice and the secondary slice 1s to be used. At the
storage apparatus that has been made redundant, 1n response
to a readout request, data 1s read from the primary slice. In
response to a write request, mirroring 1s performed to write
data 1n the secondary slice and the data 1s then written 1n the
primary slice.

The network switch 100 1s connected to a network 400 and
a plurality of storage node 200a, 20056 or 200¢. The network
switch 100 performs a node managing process of managing
the storage nodes 200a, 2005 and 200¢. As an example, upon
receipt of a report from the storage nodes 200a, 2005 and
200c¢ that a new storage apparatus has been connected to the
node, the network switch 100 defines a new virtual storage
apparatus, allows the newly connected storage apparatus to
store data, and allows the stored data to be accessed.
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A plurality of terminal apparatuses 500, 600 and 700 are
also connected to the network switch 100 via the network 400.
In response to a user request to access a virtual storage appa-
ratus input to the terminal apparatus 500, 600 or 700, the
network switch 100 accesses corresponding data stored 1n the
storage apparatus 300a, 3005 or 300c.

As 1llustrated 1n FIG. 3, the network switch 100 includes a
maintenance-process speed determiming unit 1002. The
maintenance process 1s a generic name for a patrol process of
confirming that the plurality of storage apparatuses 300aq,
3006 and 300c¢ are being operated normally, a relocating
process of moving the data between the plurality of storage
apparatuses 300a, 3006 and 300c¢, and a recovery process of
recovering the redundancy level of the data when some pieces
of the data become 1naccessible and the redundancy of these
pieces of data 1s broken due to an error occurrence in the
plurality of storage apparatuses 300a, 3005 and 300c.

To estimate the performance at the recovery process, which
will be described hereinatter, the maintenance-process speed
determining unit 1002 makes an access corresponding to an
assumed typical access pattern simultaneously with an access
corresponding to recovery so as to mvestigate the perfor-
mance. As an example, under a condition 1n which one 1I/O
s1ze 1s 4 KiB, the number of times a reading/writing process
1s performed per second (input output per second, or IOPS) 1s
investigated 1n the performing of reading/writing under a
mixed pattern of random reading and random writing. Gen-
erally, kibibyte indicates the capacity of a computer or the
s1ze of a storage apparatus, and 1 KiB 1s 1024 B and 1 MiB 1s
1,048,576 B. Alternatively, the number of times a reading/
writing process 1s performed per second (input output per
second, or IOPS) 1s investigated in the performing of sequen-
tial reading/writing while changing throughput. The number
of I/Os (the number of times a reading/writing process 1s
performed) per second (IOPS) 1s used as a processing speed.
The processing speed 1s preferably measured before the sys-
tem 10 1s operated. However, while the system 10 1s being
operated, the number of storage apparatuses may be increased
or decreased. In such a case, the processing speed may be
measured when the configuration of the multi-node storage
system 10 changes.

The maintenance-process speed determining unit 1002
determines a maintenance process speed according to reli-
ability information of a device and a measurement result of
measuring a processing speed in an advance preparation. As
an example, in the case of holding data whose redundancy
level 1s two or greater, when an average failure interval of the
storage nodes 200a, 2005 and 200c¢ 1n the system scale 1s X1
seconds and the node capacity 1s S mebibytes, the recovery

speed 1s made to be equal to or greater than S/'T [MiB/sec].
When the maintenance-process speed determining unit 1002
performs, at this throughput, sequential I/O on the storage
apparatuses 300a, 30056 and 300c¢, the IOPS of random 1/0
that 1s within an allowable range 1s used as the maintenance
process speed.

Alternatively, according to only the measurement result 1n
an advance preparation, a maintenance process speed may be
set such that an IOPS observable to the user becomes a pre-
determined value. In this case, the throughput of sequential
I/O corresponding to the IOPS of random I/O that 1s Y1 1s
defined as the maintenance process speed.

Alternatively, when an I/O size distribution of user access
1s recognized 1n advance, a maintenance process speed may
be determined by combining this distribution with a result of
measurement of the number of times sequential I/O 1s per-
formed.
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In addition, a guaranteed repairing period may be used as a
method for determining a maintenance process speed. When,
for example, it 1s ensured that the repairing period 1s per-
formed within T [sec] and the node capacity 1s S mebibytes,
the maintenance process speed may be equal to or greater than
S/T [MiB/sec].

Any of the terminal apparatuses 500, 600 and 700 may be
a managing node. The managing node1s a terminal used by an
administrator in order to manage the entirety of the multi-
node storage system 10. As an example, the managing node
collects information such as a use condition and an operating
condition of the storage apparatuses 300a, 3005 and 300¢ and
provides a display showing the imnformation to the adminis-
trator. The administrator references the displayed informa-
tion, and, when, for example, a storage apparatus on which a
recovery process needs to be performed 1s found, the admin-
1strator makes an 1put to the managing node such that the
recovery process 1s performed on the storage apparatus. The
managing node transmits a request to perform the recovery
process on the storage apparatus via the network switch 100.

FI1G. 3 15 a functional block diagram of a storage node 200
of an example of a multi-node storage system 1n accordance
with an embodiment of the present invention. The storage
node 200 includes a network I/O unit 2002, a user access
process unit 2004, a data managing unit 2006, and a disk I/O
unit 2016. The data managing unit 2006 further includes a
recovery umt 2008, a patrol unit 2010, and a relocating unit
2012. The disk I/O unit 2016 1ncludes a processing speed
controlling unit 2014. The storage node 200 includes a pro-
cessor that 1s configured to perform processes defined by the
aforementioned and below-mentioned units.

The network I/O umt 2002 1s connected to the network
switch 100. Via the network switch 100, the network I/O unit
2002 transmits data to or receives data from a computer
connected to another storage node or the network 400.

The user access process unit 2004 processes a request to
access data which has been mput by a user via the terminal
500, 600 or 700 and which has been recerved by the network
I/0 unit 2002. The request to access data includes a request to
read data and a request to write data.

The user access process unit 2004 measures a speed of a
process performed 1n connection with a user request to access
data as a user access process speed. In addition, the measured
data 1s transmitted to the data managing unit 2006. The user
access process speed may be a throughput. The user access
process speed may be determined according to a response
speed. A response time 1s typically defined as the reciprocal of
an IOPS. To measure the response time, the user access pro-
cess unit 2004 1ssues a read command/write command (I/0)
to the disk I/O unit 2016 in response to the user request to
access data. The time that elapses before a response to the
1ssued read command/write command 1s recerved 1s measured
as theresponse time. The response time 1s typically defined as
the sum of an average seek time, an average rotational delay
time, and a data transfer time.

At ordinary times 1n the system, regardless of whether a
user has made a request to access data stored in the storage
apparatus 300, the data managing unit 2006 performs a main-
tenance process for maintenance of the disk 300 at a prede-
termined speed. The maintenance process includes the relo-
cating process, the patrol process, and the recovery process.
The data managing unit 2006 includes a relocating process
unit 2008 to perform the relocating process, a patrol process
unit 2010 to perform the patrol process, and a recovery pro-
cess unit 2012 to perform the recovery process.

In the relocating process, pieces of data stored in the stor-
age apparatuses 300a, 3005 and 300c¢ are dispersed to dis-
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8

perse loads on the storagenodes 200a, 2005 and 200¢, and the
data 1s moved between the storage apparatuses 300a, 3005
and 300c¢ 1n order to equalize the amounts of use of the storage
apparatuses 300a, 3005 and 300c.

To perform the relocating process, information related to
statistics for data access 1s needed. This process 1s performed
by the network switch 100. At a predetermined timing, the
network switch 100 collects, from each of the storage nodes
200qa, 2005 and 200¢, access statistical information related to
statistics for access. The access statistical information 1s the
number of accesses that are made per predetermined period of
time to the storage apparatuses 300a, 3005 and 300¢ respec-
tively managed by the storage nodes 200a, 2005 and 200c.

According to the collected access statistical information,
the network switch 100 determines an appropriate data loca-
tion. Data may be relocated to enhance a process efficiency or
may be relocated to save electricity. In a relocating process
aimed at the enhancing of the process efficiency, the network
switch 100 relocates data in such a manner that the storage
apparatuses 300a, 30056 and 300c¢ are equally accessed. That
1s, the network switch 100 gives an instruction to the storage
nodes 200a, 20056 and 200¢ to relocate data in such a manner
that the number of accesses made per predetermined time
period to each of the storage apparatuses 300a, 3005 and 300c¢
becomes equal.

In a relocating process aimed at the saving of electricity,
according to collected access statistical information, the net-
work switch 100 calculates a probability of each of the stor-
age apparatuses 300a, 3006 and 300c¢ being not accessed for
a predetermined period of time after data 1s relocated. From
possible data-location patterns, the network switch 100
selects a location pattern with the highest expected value with
respect to a situation 1n which none of the storage apparatuses
300a, 30056 and 300c¢ are accessed for a predetermined period
of time. The network switch 100 then gives the storage nodes
200a, 2005 and 200¢ an instruction to relocate data 1n accor-
dance with the selected location pattern.

The patrol process 1s a process of confirming that the stor-
age apparatuses 300q, 3006 and 300c¢ are being operated
normally in order to confirm data maintainability. In particu-
lar, data stored 1n a certain region of the storage apparatuses
300a, 3005 and 300c¢ 1s read via a virtual storage apparatus
and 1s then written to the region in which this data was stored.
The patrol process also includes a matching process of check-
ing whether an error has occurred aiter the writing. Data 1s

redundant, and accordingly, the patrol process also includes a
process of reading data from each of the storage apparatuses
300qa, 3005 and 300c¢, all of which have the same data, and of
matching these pieces of read data. In the patrol process, the
storage apparatuses 300a, 3006 and 300c¢ are accessed. The
matching process of checking whether there 1s an error may
be performed using a hash value, thereby leading to light
network loads.

The recovery process 1s a process of recovering a redun-
dancy level of data that 1s performed when some pieces of
data stored in the storage apparatuses 300a, 3005 and 300c¢
are made 1naccessible and redundancy of some pieces of data
1s broken due to a fault occurrence 1n the storage apparatuses
300a, 3005 and 300c. In the recovery process, the network
switch 100 assigns a new portion of the storage apparatus to
a piece of data that has lost a predetermined redundancy level.
The same data as the data stored 1n the portion of the storage
apparatus that has been 1naccessible due to a fault 1s copied to
the newly assigned portion of the storage apparatus so as to
recover the redundancy level.
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In the recovery process, the network switch 100 first deter-
mines whether a fault has occurred 1n the storage apparatuses
300a, 3005 and 300c.

Techniques to determine whether or not a fault has
occurred 1nclude, for example, a method wherein an 1nspec-
tion command to detect a fault 1s transmitted from the net-
work switch 100, and a determination 1s made according to
the time that elapses belore a response to the inspection
command 1s received from a storage apparatus. In this
method, the network switch 100 transmits an inspection com-
mand to a certain storage apparatus from among the storage
apparatuses 300q, 3005 and 300¢c and measures a response
time T that elapses before a response to this command 1s
received. It 1s then determined whether or not the period of the
time T 1s longer than the period of a time T1 that 1s set in
advance, and when the period of the response time T 1s longer
than the period of the time T1, 1t 1s determined that a fault has
occurred 1n the storage apparatus. The time 11, a standard for
the extent of the time that elapses before a response to a
transmitted inspection command 1s recerved, 1s, for example,
one second, five seconds, thirty seconds, or one minute. In
this example, a determination of whether or not a fault has
occurred 1s made according to a response time that elapses
betfore a response to one mspection command 1s recerved, but
an mspection command may be transmitted a plurality of
times so as to measure a plurality of response times, and a
determination may be made according to these response
times. Such a determination 1s effective for, for example, the
following reason. When an inspection command 1s mnput to a
storage apparatus during a process of relocating data, it takes
a longer time to make a response than usual. In such a case, the
network switch 100 transmits an mspection command to a
storage apparatus a plurality of times at predetermined time
intervals, and when the periods of all of the response times
associated with the inspection commands are longer than the
period of the time T1 that is set in advance, the network switch
100 may determine that a fault has occurred in the storage
apparatus.

When the storage apparatuses 300a, 3005 and 300c¢ support
a test unit ready command, this command may be used as the
ispection command.

When it 1s determined that a fault has occurred 1n the
storage apparatus 300a, 3005 or 300¢, the network switch 100
transmits a readout request to the storage apparatus 1n which
a fault has occurred. In this case, due to the fault occurrence in
the storage apparatus, access to the storage apparatus will
result 1n an error. For the readout request, an error will be
indicated when a storage apparatus including a primary slice
has a fault (fails or 1s overloaded). Information related to a
segment that indicates an error 1n reply to the readout request
from the network switch 100 (an error segment) 1s obtained.
Thenetwork switch 100 reassigns a slice to the error segment.
That 1s, the network switch 100 references metadata of slices
(a primary slice and a secondary slice) assigned to the seg-
ment having a fault. When a storage apparatus including these
slices 1s the apparatus 1n which a fault has occurred, a recov-
ery process of recovering the error segment will be started.

In the recovery process, first, a slice 1s reassigned to the
error segment. As an example, when a fault occurs 1n a storage
apparatus that includes a primary slice of the error segment, a
primary slice will be reassigned. In this case, the primary slice
1s reassigned to an unused slice from among slices managed
by a storage apparatus different from the storage apparatus
300a, 3005 or 300¢ to which a secondary slice of the error
segment 15 assigned. When the unused slice 1s determined,
metadata 1s changed 1n such a manner that the slice that has
been the secondary slice 1s used as the primary slice and the

10

15

20

25

30

35

40

45

50

55

60

65

10

unused slice 1s used as the secondary slice. Data 1s then copied
to recover a duplicated state for the error segment.

When a fault occurs 1n any of the storage apparatuses 3004,
3006 and 300c¢, irrespective of whether there 1s user access,
the relocating process unit 2008 performs a recovery process
at a maintenance process speed determined by the mainte-
nance-process speed determining unit 1002 of the network
switch 100. Note that whether or not a fault has occurred 1s
determined by the patrol process unit 2010.

At ordinary times, wrrespective of whether there 1s user
access, the maintenance process speed controlling unit 2014
performs a relocating process and/or a patrol process at a
maintenance process speed determined by the maintenance-
process speed determining unit 1002 of the network switch
100. In particular, 1n such a manner that a processing speed of
an I/O process including a network I/0 and an I/0 of a storage
apparatus related to the relocating process and/or the patrol
process becomes the maintenance process speed determined
by the maintenance-process speed determining unit 1002, the
relocating process and the patrol process are performed while
limiting bandwidth. The word “bandwidth”, which 1s used
here or will be used hereinafter, may simply 1indicate a pro-
cessing speed.

When the patrol process unit 2010 detects a fault, the
maintenance process speed controlling unit 2014 performs
the recovery process while the storage apparatus 300a, 30056
or 300¢ for which a recovery process stops a relocating pro-
cess and/or a patrol process performed at ordinary times and
while limiting the bandwidth to a maintenance process speed
that has been set.

At ordinary times, when, for example, a certain period of
time or longer passes after data 1s written to any of the storage
apparatuses 300a, 3006 and 300¢, a patrol process may be
performed; otherwise, a relocating process may be per-
formed. Alternatively, when a usage rate of or loads on the
storage apparatuses 300aq, 3005 and 300¢, e.g., when the
number of accesses to the storage apparatuses 300a, 3005 and
300c¢ that are made per unit time, are equal to or greater than
a certain standard, a relocating process may be performed;
otherwise, a patrol process may be performed.

When the patrol process unit 2010 determines that the
plurality of storage apparatuses 300a, 3005 and 300c are
being operated normally, the maintenance process speed con-
trolling unit 2014 gives an 1nstruction to the relocating pro-
cess unit 2012 and/or the patrol process unit 2010 to perform
a relocating process and/or a patrol process, and, when the
patrol process unit 2010 determines that the plurality of stor-
age apparatuses 300a, 3006 and 300c¢ are not being operated
normally, the maintenance process speed controlling unit
2014 g1ves an 1nstruction to the recovery process unit 2008 to
perform a recovery process.

In the patrol process, i order to check, for example, the
consistency of duplicated data, the storage nodes 200a, 2005
and 200c¢, each of which holds duplicated data, communicate
with each other via the network switch 100. When a fault 1s
detected 1n data managed by one storage node holding dupli-
cated data, a recovery process 1s performed using correspond-
ing data in another storage node.

The disk I/O unit 2016 1s connected to the storage appara-
tuses 300q, 3005 and 300¢. The disk I/O unit 2016 commu-
nicates with I/O mterfaces embedded in the storage appara-
tuses 300a, 3006 and 300¢ and mputs data to or receives data
output from the storage apparatuses 300a, 3005 and 300c.

Whether 1t 1s an ordinary time or a time of fault occurrence,
the disk I/O unit 2016 performs a user access process and a
maintenance process in parallel with each other. In this case,
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the processes are performed while adjusting the bandwidth in
such a manner that an observable processing speed of the
system becomes constant.

When the storage apparatuses 300a, 3005 and 300c include
a plurality of HDDs and when the storage apparatuses 300a,
3006 and 300c¢ are formed using any of RAIDs Oto 5 or a disk
array 1s formed using a technology different from RAID, the
disk I/O unit 2016 manages the plurality of HDDs as one
HDD.

In conjunction with the maintenance process speed con-
trolling unit 2014, the disk I/O unit 2016 adjusts loads of a
maintenance process in accordance with a variation 1n a main-
tenance process speed 1n order to make constant an observ-
able processing speed of the system.

That 1s, the disk I/O unit 2016 1s operated as a processing,
speed controlling unit that makes an adjustment such that the
sum ol a user access process speed, a patrol speed, a relocat-
ing process speed, and a recovery process speed becomes a
predetermined value. That 1s, when a throughput of the main-
tenance process (a maintenance process speed) 1s less than a
predetermined value, the maintenance process 1s performed
but a user access process 1s not performed. When the through-
put of the maintenance process (the maintenance process
speed) 1s not less than the predetermined value, the mainte-
nance process 1s temporarily stopped, or the processing speed
1s decreased and a user access process 1s performed at a
predetermined user access process speed.

FIG. 4 1llustrates an exemplary hardware configuration of
a storage node of an example of a multi-node storage system
in accordance with an embodiment of the present invention.

The entirety of the storage node 200 1s controlled by a CPU
(central processing unit) 202. A memory 204, a disk I/O unait
206, a graphic process apparatus 208, an input interface 210,
and a network I/O unit 212 are connected to the CPU 202 via
a bus 214.

At least some of the programs of an OS (operating system )
and some of the application programs, which are executed by
the CPU 202, are stored 1n the memory 204. Various pieces of
data required for processes performed by the CPU 202 are
also stored 1n the memory 204.

The storage apparatus 300 1s connected to the disk I/O unit
206. The disk I/O unit 206 1includes a function that 1s the same
as or similar to a function of the disk I/O unit 2016 1llustrated
in FIG. 3.

The graphic process apparatus 208 1s used when an exter-
nal monitor 1s directly connected to the storage node 200. In
this example, the external monitor 1s not connected, but such
a momitor may be temporarily connected to the storage node
200 for, for example, a maintenance management of the sys-
tem 10. In accordance with an instruction from the CPU 202,
the graphic process apparatus 208 causes the external monitor
to display an 1image.

The I/O mterface 210 1s used when an input device such as
a keyboard or a mouse 1s directly connected to the storage
node 200. The I/O interface 210 transiers, to the CPU, infor-
mation transmitted from the input device and related to a user
input.

The network switch 100 1s connected to the network 1/O
unit 212. The network I/O unit 212 includes a function that 1s
the same as or similar to the network I/O unit 2002 1illustrated
in FIG. 3.

The user access process unit 2004 and the disk I/O unait
2016 form a user access process unit, wherein, in response to
an access request to access data stored 1n any of the plurality
ol storage apparatuses 300a, 3005 and 300c¢, the user access
process unit performs a user access process of accessing the
data at a user access process speed.
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The patrol process umt 2010 and the maintenance process
speed controlling unit 2014 of the data managing unit 2006
and the disk I/O unit 2016 form a patrol process unit that
performs, at a patrol speed, a patrol process of confirming that
the plurality of storage apparatuses 300a, 3005 and 300¢ are
being operated normally.

The relocating process unit 2012 and the maintenance pro-
cess speed controlling unit 2014 of the data managing unit
2006 and the disk I/O unit 2016 form a relocating process unit
that performs, at a relocating process speed, a relocating
process ol moving the data between the plurality of storage
apparatuses 300a, 3006 and 300c.

The recovery process unit 2008 and the maintenance pro-
cess speed controlling unit 2014 of the data managing unit
2006 and the disk I/O unit 2016 form a recovery process unit
that performs, at a recovery process speed, a recovery process
of recovering a redundancy level of data when a fault occurs
in any of the plurality of storage apparatuses 300a, 3006 and
300c.

Such a hardware configuration may achieve a node appa-
ratus of a multi-node storage system wherein an observable
system processing speed achieved during a normal period
during which a relocating process and a patrol process are
performed 1n addition to a normal process under an nstruc-
tion mput by a user 1s the same as an observable system
processing speed achieved during a fault occurrence period
during which a recovery process 1s performed 1n addition to a
normal process under an 1nstruction input by the user.

<Processes at Storage Node>

Next, with reference to FIG. 5 to FIG. 7, processes per-
formed by the storage node (the node apparatus) 200 will be
described.

In the following, descriptions will be given of processes
performed 1n a situation 1n which a thread for processing user
access and a thread for performing a relocating process, a
patrol process, or a recovery process are operated 1n parallel
with each other. That is, the user access process unit 2004 and
the data managing unit 2006 of the storage node apparatus
200 1n FIG. 3 are operated in parallel with each other. FIG. 5
1s a flowchart of processes performed by the user access
process unit 2004 of the storage node apparatus 200 of the
multi-node storage system 10. FIG. 6 1s a flowchart of pro-
cesses performed by the data managing unit 2006 of the

storage node apparatus 200 of the multi-node storage system
10. Although the flowcharts 1n FIG. 5 and FIG. 6 include

“START” and “END”, the processes illustrated in FIG. 5 and
FIG. 6 are actually performed repeatedly.

With reference to FIG. 5, processes performed by the user
access process unit 2004 will be described.

In 5102, a user access request to access data that has been
received by the terminal 500, 600 or 700 1s recerved via the
network 400 and the network switch 100. The access request
to access data includes a request to read data or a request to
write data.

In S104, which follows S102, 1n response to the access
request to access data recerved 1n S102, the access request to
access data stored in the storage apparatus 300a, 30056 or
300¢, which forms a virtual storage apparatus, 1s 1ssued to the
disk I/O umt 2016.

In S106, the response i1ssued 1 S104 from the storage
apparatus 300a, 3005 or 300c¢ to the access request 1s obtained
via the storage node 200a, 2005 or 200¢ and the disk I/O umit
2016.

In S106, the time that elapses before the 1ssued response to
the access request 1s recerved may be measured as a response
time. Using the response time, a user access process speed
may be obtained.
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In S108, the response obtamned in S106 to the access
request to access data stored in the storage apparatus 300aq,
3005 or 300¢ 1s transmaitted to the terminal 500, 600 or 700 via
the network I/O unit 2002, the network switch 100, and the
network 400.

S100 to S106 form a user access step of, 1n response to an
access request to access data stored 1n any of the plurality of
storage apparatuses 300a, 30056 and 300c¢, performing a user
access process of accessing the data at a user access process
speed.

Next, with reference to FIG. 6, processes performed by the
data managing unit 2006 will be described. The data manag-

ing unit 2006 performs a maintenance process.

In S200, 1t 1s determined whether a recovery process 1s
needed. When the patrol process unit 2010 detects a fault, the
maintenance process speed controlling umt 2014 gives an
instruction to the recovery process unit 2008 to perform a
recovery process while limiting the bandwidth to a mainte-
nance process speed that has been set. When a judgment of
“Yes” 1s indicated 1n S200, 1.e., when the recovery process 1s
needed, the process shifts to S202. When a judgment of “No™
1s 1indicated 1 S200, 1.e., when the recovery process 1s not
needed, the process shifts to S204.

That 1s, when the patrol process unit determines that the
plurality of storage apparatuses 300a, 3006 and 300c are
being operated normally, the maintenance process speed con-
trolling unit 2014 performs a relocating process and/or a
patrol process; when the patrol process umt determines that
the plurality of storage apparatuses 300a, 3005 and 300¢ are
not being operated normally, the maintenance process speed
controlling unit 2014 gives an instruction to perform a recov-
€Iy process.

In 5202, the recovery process 1s performed. This process 1s
performed by the recovery process unit 2008. The recovery
process unmt 2008 performs the recovery process while lim-
iting the bandwidth to a maintenance process speed that has
been set. S202 forms a recovery process step in which, when
some pieces of the data becomes inaccessible and redundancy
ol some pieces of the data 1s broken due to an occurrence of a
fault 1n the plurality of storage apparatuses 300a, 30056 and
300c¢, a recovery process of recovering the redundancy level
of the data 1s performed at a recovery process speed.

In S204, a relocating process or a patrol process 1s per-
formed. As described above, at ordinary times, 1irrespective of
whether there 1s user access, the maintenance process speed
controlling unit 2014 gives an struction to the relocating
process umt 2012 and/or the patrol process unit 2010 to
perform a relocating process and/or a patrol process at a
maintenance process speed determined by the maintenance-
process speed determining unit 1002 of the network switch
100. In particular, in a manner such that a processing speed of
an I/O process including a network IO and an I/O of a storage
apparatus related to the relocating process and/or the patrol
process becomes the maintenance process speed determined
by the maintenance-process speed determining unit 1002, the
relocating process and the patrol process are performed while
limiting bandwidth.

S204 forms a patrol process step of performing a patrol
process at a patrol speed for confirming that the plurality of
the storage apparatuses 300a, 3005 and 300¢ are being oper-
ated normally and a relocating process step of performing a
relocating process at a relocating process speed for moving,
the data between the plurality of storage apparatuses 300a,
30056 and 300c.

At ordinary times of the system, regardless of whether a
user makes a request to access data stored in the storage
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apparatus 300, the data managing unit 2006 performs a main-
tenance process for maintenance of the disk 300 at a prede-
termined speed.

Next, processes performed by the disk I/O unit 2016 will be
described with reference to FIG. 7. Whether 1t 1s an ordinary
time or a time of a fault occurrence, the disk I/O unit 2016
adjusts the bandwidth in such a manner that the user access
process and the maintenance process are performed at the
maintenance process speed determined by the maintenance-
process speed determining unit 1002.

Portions related to the maintenance process are illustrated
in FIG. 7. The user access process 1s performed in parallel
with the processes illustrated in FI1G. 7.

In this example, throughput 1s used as a processing speed.

In S300, statistics for maintenance process speeds
(throughput of the maintenance process) indicated during a
certain period of time 1n the past are obtained. In addition, 1n
5300, the maintenance process speed for the certain period of
time 1n the past 1s determined 1n accordance with the obtained
statistics. This maintenance process speed may be an average
value of the maintenance process speeds indicated during the
certain period of time 1n the past. The process then shiits to
S302.

In S302, 1t 1s determined whether the value of the mainte-
nance process speed measured 1n S300 1s lower than a prede-
termined value. When a judgment of “Yes” 1s indicated, 1.¢.,
when the maintenance process speed 1s less than the prede-
termined value, the process shifts to S304. An example of a
judgment of “Yes” indicates a situation 1n which a throughput
related to the maintenance process 1s less than the predeter-
mined value. When a judgment of “No” 1s indicated, 1.¢.,
when the maintenance process speed 1s not less than the
predetermined value, the process shiits to S306. As an
example, a judgment of “No” indicates a situation 1n which a
throughput related to the maintenance process 1s greater than
the predetermined value. In this case, a user access process
speed may possibly be less than a predetermined value.

In S304, the maintenance process illustrated in FIG. 6 1s
performed. In particular, as 1llustrated 1n FIG. 6, the recovery
process, the relocating process, or the patrol process 1s per-
formed. That 1s, 1n this case, since the maintenance process
speed 1s less than the predetermined value, performing the
maintenance process does not affect the user access process
speed.

In S306, 1t 1s determined whether there 1s a user access.
When a judgment of “Yes” 1s indicated, 1.e., when there 1s a
user access, the process shifts to S308. When a judgment of
“No” 1s indicated, 1.e., when there 1s not a user access, the
process ends.

In S308, the user access process 1s performed to prevent a
performance observable to the user from changing.

S300 to S308 form a processing speed controlling step of
adjusting the recovery process speed or the sum of the patrol
process speed and the relocating process speed to be a prede-
termined value. Performing such a process allows the value of
user access speeds achieved during a normal period during
which a relocating process and a patrol process are performed
in addition to normal user access processes of processing an
instruction mput by a user to become 1dentical with the value
of user access speeds achieved during a fault occurrence
period during which a recovery process 1s performed 1n addi-
tion to the user access processes.

In the process above, when the throughput of the mainte-
nance process (the maintenance process speed) 1s less than
the predetermined value, the maintenance process 1s per-
tformed but the user access process 1s not performed.
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Meanwhile, 1n the process above, when the throughput of
the maintenance process (the maintenance process speed) 1s
not less than the predetermined value, the user access process
1s performed to prevent a performance observable to the user
from changing.

As described above, in the present embodiment, the
throughput of the maintenance process that 1s indicated dur-
ing a certain period of time 1n the past 1s measured, and, even
when the value of the throughput 1s lower than a predeter-
mined value, a performance observable to the user 1s pre-
vented Ifrom being changed without performing the user
acCess process.

Such a configuration allows a system to be achieved
wherein an observable system processing speed achieved
during a normal period during which a relocating process and
a patrol process are performed 1n addition to a normal user
access process of processing an instruction mput by a user 1s
the same as an observable system processing speed achieved
during a fault occurrence period during which a recovery
process 1s performed 1n addition to the user access process. As
a result, the user access performance may be prevented from
declining when a fault occurs. Moreover, during an occur-
rence of a fault, 1.e., during a maintenance process, a perfor-
mance that 1s observable to a user 1s not lowered, so that a user
system can be readily designed.

<Modification>

A modification of the embodiment above will be described
with reference to FIG. 8.

FIG. 8 illustrates a connection between storage appara-
tuses and storage nodes of another example of the multi-node
storage system.

In this example, the network switch 100 in the aforemen-
tioned example 1s not present, and node apparatuses 800a,
8006 and 800c¢ (a representative node apparatus may herein-
alter be referred to as a node apparatus 800) are each directly
connected to their adjacent node apparatuses.

The node apparatus may hereinatter be simply referred to
as a “node”.

FIG. 9 1s a functional block diagram of a storage node 800
of another example of a multi-node storage system 1n accor-
dance with an embodiment of the present invention. includes
a processor that 1s configured to perform processes defined by
below-mentioned units.

That 1s, the node apparatuses 800a, 8005 and 800¢ include

a network I/0O unit 8002, a user access process unit 2004, a
data management unit 2006, a maintenance-process speed

determining unit 8004, and a disk I/O unit 2016.

In addition to a function of the network I/O unit 2002, the
network I/0O unit 8002 includes a function different from the
maintenance-process speed determining unit of the network
switch 100.

As an example, upon receipt of a report from another
storage node that a new storage apparatus has been con-
nected, the network I/O unit 8002 defines a new virtual stor-
age apparatus, allows the newly connected storage apparatus
to store data, and allows the stored data to be accessed.

The maintenance-process speed determining unit 8004
communicates with other maintenance-process speed deter-
mimng units of other nodes and determines a maintenance
process speed as a maximum value of a speed determined by
cach node. The maintenance process speed that has been
determined 1n this way 1s shared by the nodes 800a, 8005 and
800c.

The data management unit 2006 includes a recovery pro-
cessunit 2008, a patrol process unit 2010, arelocating process
unit 2012, and a maintenance process speed controlling unit
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2014. Processes performed by these unmits are the same as
those 1n the embodiment above.

The maintenance-process speed determining unit 8004 of
cach storage node recetves a maintenance process speed
determined by each storage node from the maintenance-pro-
cess speed determining unit 8004 of another connected stor-
age node and shares a maintenance process speed determined
according to the sum of the received maintenance process
speeds.

In FI1G. 9, the maintenance-process speed determining unit
8002 1s connected to the user access process unit 2004 and the
data management unit 2006, but the arrangement 1s not nec-
essarily limited to this.

In such a configuration, a speed at which the relocating
process and the patrol process are performed during the nor-
mal period may be the same as a speed at which the recovery
process 1s performed during the fault occurrence period. As a
result, the user access performance may be prevented from
being declined when a fault occurs. Moreover, during an
occurrence of a fault, 1.e., during a maintenance process, a
performance that 1s observable to a user 1s not lowered, so that
a user system can be readily designed.

All examples and conditional language provided herein are
intended for pedagogical purposes of aiding the reader 1n
understanding the mvention and the concepts contributed by
the inventor to further the art, and are not to be construed as
limitations to such specifically recited examples and condi-
tions, nor does the organization of such examples i the
specification relate to a showing of the superiority and infe-
riority of the mvention. Although one or more embodiments
of the present invention have been described in detail, 1t
should be understood that the various changes, substitutions,
and alterations could be made hereto without departing from
the spirit and scope of the ivention.

What we claimed 1s:

1. A storage management apparatus that manages a plural-
ity of storage apparatuses 1n a storage system that disperses
and stores 1n the plurality of storage apparatuses data that 1s
made redundant so as to have a predetermined redundancy
level, the storage management apparatus comprising:

a patrol process unit that performs, at a patrol speed, a
patrol process of confirming that the plurality of storage
apparatuses are being operated normally;

a relocating process unit that performs, at a relocating
process speed, a relocating process of moving the data
between the plurality of storage apparatuses;

a recovery process unit that performs, at a recovery process
speed, a recovery process of recovering the redundancy
level of the data when a fault occurs 1n the plurality of
storage apparatuses; and

a processing speed control unit that outputs an 1nstruction
on an operation at the patrol process unit, the relocating
process unit, and the recovery process unit in such a
manner that the recovery process speed or a sum of the
patrol process speed and the relocating process speed
becomes a predetermined value.

2. The storage management apparatus according to claim 1

further comprises,

a user access processing unit that performs, at a predeter-
mined user access process speed, a user access process
of accessing data stored 1n any of the plurality of storage
apparatuses 1n response to an access request to access
the data.

3. The storage management apparatus according to claim

1, wherein

the processing speed control unit outputs an istruction to

perform the relocating process and/or the patrol process
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when the patrol process unit determines that the plurality
of storage apparatuses are being operated normally, and
the processing speed controlling unit givens an nstruc-
tion to perform the recovery process when the patrol
process unit determines that the plurality of storage
apparatuses are not being operated normally.

4. The storage management apparatus according to claim
2, wherein
when the recovery process speed or a sum of the patrol

speed and the relocating process speed 1s less than a

threshold, the processing speed control unit performs

the patrol process and/or the relocating process in par-
allel with the user access process or performs the recov-
ery process 1n parallel with the user access process.

5. The storage management apparatus according to claim
2, wherein
when the recovery process speed or a sum of the patrol

process and the relocating process speed 1s not less than

a threshold, the processing speed control unit performs

the user access process.
6. The storage management apparatus according to claim 1
turther comprises,
a maintenance processing speed determining unit deter-
mine a maintenance speed defined by the recovery pro-
cess speed or the sum of the patrol process speed and the
relocating process speed.
7. A storage management method for managing a plurality
of storage apparatuses 1n a storage system that disperses and
stores 1n the plurality of storage apparatuses data that 1s made
redundant so as to have a predetermined redundancy level by
using a processor, the storage management method compris-
ng:
performing, at a patrol speed, a patrol process of confirm-
ing that the plurality of storage apparatuses are being
operated normally by using the processor;
performing, at a relocating process speed, a relocating
process of moving the data between the plurality of
storage apparatuses by using the processor;
performing, at a recovery process speed, a recovery pro-
cess of recovering the redundancy level of the data when
a fault occurs 1n the plurality of storage apparatuses by
using the processor; and
making an adjustment such that the recovery process speed
or a sum of the patrol process speed and the relocating
process speed becomes a predetermined value by using
the processor.
8. The method according to claim 7, further comprising:
performing, at a predetermined user access process speed,
a user access process ol accessing data stored 1n any of
the plurality of storage apparatuses in response to an
access request to access the data by using the processor.
9. The method according to claim 7, wherein
the making of the adjustment such that the recovery pro-
cess speed or the sum of the patrol process speed and the
relocating process speed becomes the predetermined
value by using the processor includes
giving an instruction to perform the relocating process
and/or the patrol process when the patrol process unit
determines that the plurality of storage apparatuses
are being operated normally by using the processor,
and

giving an instruction to perform the recovery process
when the patrol process unit determines that the plu-
rality of storage apparatuses are not being operated
normally by using the processor.
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10. The method according to claim 8, wherein
the making of the adjustment such that the recovery pro-
cess speed or the sum of the patrol process speed and the
relocating process speed becomes the predetermined
value by using the processor includes
when the recovery process speed or the sum of the patrol
process speed and the relocating process speed 1s less
than a threshold, performing the patrol process and/or
the relocating process in parallel with the user access
process or performing the recovery process in parallel
with the user access process by using the processor.
11. The method according to claim 8, wherein
the making of the adjustment such that the recovery pro-
cess speed or the sum of the patrol process speed and the
relocating process speed becomes the predetermined

value by using the processor includes

when the recovery process speed or the sum of the patrol
process speed and the relocating process speed 1s not
less than a threshold, performing the user access pro-
cess by using the processor.

12. The method according to claim 7, further comprising:

determining a maintenance speed defined by the recovery
process speed or the sum of the patrol process speed and
the relocating process speed by using the processor.

13. A storage system that stores data that 1s made redundant

so as to have a predetermined redundancy level 1n a plurality
ol storage apparatuses, each of the plurality of storage appa-
ratuses comprising:

a patrol process unit that performs, at a patrol speed, a
patrol process of confirming that the plurality of storage
apparatuses are being operated normally;

a relocating process unit that to performs, at a relocating
process speed, a relocating process of moving the data
between the plurality of storage apparatuses;

a recovery process unit that performs, at a recovery process
speed, a recovery process of recovering the redundancy
level of the data when a fault occurs 1n the plurality of
storage apparatuses;

a processing speed control unit that outputs an 1nstruction
on an operation at the patrol process unit, the relocating,
process unit, and the recovery process unit 1n such a
manner that the recovery process speed or a sum of the
patrol process speed and the relocating process speed
becomes a predetermined value; and

a maintenance processing speed determining unit that
determines 1in advance a maintenance speed defined by
the recovery process speed or the sum of the patrol
process speed and the relocating process speed.

14. The storage system to claim 13 further comprises,

a user access processing unit that performs, at a user access
process speed, a user access process of accessing data
stored 1n any of the plurality of storage apparatuses 1n
response to an access request to access the data.

15. The storage system according to claim 13, wherein

the processing speed control unit performs the relocating
process and/or the patrol process when the patrol pro-
cess unit determines that the plurality of storage appa-
ratuses are being operated normally, and the processing
speed controlling unit performs the recovery process
when the patrol process unit determines that the plurality
of storage apparatuses are not being operated normally.

16. The storage system according to claim 14, wherein

when the recovery process speed or a sum of the patrol
speed and the relocating process speed 1s less than a
threshold, the processing speed control unit performs
the patrol process and/or the relocating process 1n par-




US 8,909,984 B2

19

allel with the user access process or performs the recov-
ery process in parallel with the user access process.

17. The storage system according to claim 14, wherein

when the recovery process speed or a sum of the patrol
speed and the relocating process speed 1s not less than a
threshold, the processing speed control unit 1s config-
ured to perform the user access process.

18. The storage system according to claim 13, wherein

the maintenance processing speed determinming unit deter-
mines the maintenance speed 1n advance by making an
access corresponding to a pattern of an assumed typical
access from outside simultancously with an access cor-
responding to the recovery process.

19. The apparatus according to claim 13, wherein

the maintenance processing speed determining unit deter-
mines 1n advance the maintenance speed according to
the number of times per second a reading/writing pro-
cess 1s performed in performing of reading/writing
under a mixed pattern of random writing at a certain
throughput.

20. The apparatus according to claim 13, wherein

the maintenance processing speed determiming unit deter-
mines the maintenance speed in advance 1n consider-
ation of reliability information of a device including an
average failure iterval.
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