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The present invention discloses a system and method for
performing motion estimation associated with an encoder,
¢.g.,a H.264/MPEG-4 AVC compliant encoder. For example,
the method selects a motion vector centering for a current
block 1n a search area of at least one reference picture. The
method calculates a matching cost for each of a plurality of
candidate motion vectors derived from the search area, and
outputs at least one of the plurality of candidate motion vec-
tors based on the matching cost associated with each of the
plurality of candidate motion vectors to a main coding loop.
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METHOD AND APPARATUS FOR
PERFORMING MOTION ESTIMATION

BACKGROUND OF THE INVENTION

1. Field of the Invention

Embodiments of the present invention generally relate to
an encoding system. More specifically, the present invention
relates to a motion estimation method that 1s employed 1n a
motion compensated encoder.

2. Description of the Related Art

Demands for lower bit-rates and higher video quality
require efficient use of bandwidth. To achieve these goals, the
Moving Picture Experts Group (MPEG) created the ISO/IEC
international Standards 11172 (1991) (generally referred to
as MPEG-1 format) and 13818 (1995) (generally referred to
as MPEG-2 format), which are incorporated herein in their
entirety by reference. Although these encoding standards

were very elfective, new and improved encoding standards, 20
e.g., H264/MPEG-4 AVC, have been developed.

H.264/MPEG-4 AVC 1s a new video coding standard that

achieves data compression by utilizing various coding tools,
such as spatial and temporal prediction, transform and quan-
tization, entropy coding, and etc. Unlike other existing video 25
coding standards, H.264 supports frame coding, field coding
and picture adaptive frame and field coding. Although H.264
1s a powertul video compression standard, use of a H.264-like
video encoder can be very challenging 1n certain applications,
e.g., in real-time applications. 30

10

15

SUMMARY OF THE INVENTION

In one embodiment, the present invention discloses a sys-
tem and method for performing motion estimation associated 35
with an encoder, e.g., a H.264/MPEG-4 AVC compliant
encoder. For example, the method selects a motion vector
centering for a current block in a search area of at least one
reference picture. The method calculates a matching cost for
cach of a plurality of candidate motion vectors derived from 40
the search area, and outputs at least one of the plurality of
candidate motion vectors based on the matching cost associ-
ated with each of the plurality of candidate motion vectors to

a main coding loop.
45

BRIEF DESCRIPTION OF THE DRAWINGS

So that the manner in which the above recited features of
the present mvention can be understood in detail, a more
particular description of the invention, briefly summarized 50
above, may be had by reference to embodiments, some of
which are illustrated 1n the appended drawings. It i1s to be
noted, however, that the appended drawings 1illustrate only
typical embodiments of this invention and are therefore not to
be considered limiting of its scope, for the invention may 55
admuit to other equally effective embodiments.

FIG. 1 1illustrates an overview of an illustrative motion
compensated encoder of the present invention;

FIG. 2 1llustrates an illustrative search area;

FIG. 3 1llustrates another illustrative search area; 60

FI1G. 4 illustrates one 1llustrative embodiment of the loca-
tion of neighboring blocks relative to a current block;

FIG. S illustrates another illustrative embodiment of the
location of neighboring blocks relative to a current block pair;

FIG. 6 illustrates one illustrative embodiment of the loca- 65
tion of predicted motion vectors used 1n a difference motion
vector calculation;

2

FIG. 7 illustrates another illustrative embodiment of the
location of predicted motion vectors used in a difference

motion vector calculation;

FIG. 8 illustrates another illustrative embodiment of the
location of predicted motion vectors used in a difference
motion vector calculation;

FIG. 9 illustrates another illustrative embodiment of the
location of predicted motion vectors used i1n a difference
motion vector calculation;

FIG. 10 illustrates a method for performing motion esti-
mation in one embodiment of the present invention; and

FIG. 11 illustrates the present invention implemented
using a general purpose computer.

To facilitate understanding, 1dentical reference numerals
have been used, wherever possible, to designate i1dentical
clements that are common to the figures.

DETAILED DESCRIPTION OF THE PR.
EMBODIMENT

L1
=]

ERRED

It should be noted that although the present invention 1s
described within the context of H.264/MPEG-4 AVC, the
present mmvention 1s not so limited. Namely, the present
motion compensated encoder can be an H.264/MPEG-4 AVC
compliant encoder or an encoder that 1s compliant to any
other compression standards that are capable of exploiting the
present motion estimation scheme.

FIG. 1 depicts a block diagram of an exemplary motion
compensated encoder 100 of the present invention. In one
embodiment of the present invention, the apparatus 100 1s an
encoder or a portion of a more complex motion compensation
coding system. The apparatus 100 may comprise a temporal
or spatial prediction module 140 (e.g., comprising a variable
block motion estimation module and a motion compensation
module), a rate control module 130, a transform module 160,
¢.g., a discrete cosine transform (DCT) based module, a quan-
tization (QQ) module 170, a context adaptive variable length
coding (CAVLC) module or context-adaptive binary arith-
metic coding module (CABAC) 180, a butier (BUF) 190, an
inverse quantization (Q™') module 175, an inverse DCT
(DCT™) transform module 165, a subtractor 115, a summer
155, a deblocking module 151, and a reference buffer 150.
Although the apparatus 100 comprises a plurality of modules,
those skilled in the art will realize that the functions per-
formed by the various modules are not required to be 1solated
into separate modules as shown 1n FIG. 1. For example, the
set o modules comprising the temporal or spatial prediction
module 140, mverse quantization module 175 and inverse
DCT module 165 i1s generally known as an “embedded
decoder”.

FIG. 1 1llustrates an mput video image (image sequence)
on path 110 which 1s digitized and represented as a luminance
and two color difference signals (Y, C,, C,) 1n accordance
with the MPEG standards. These signals can be further
divided into a plurality of layers (sequence, group of pictures,
picture, slice and blocks) such that each picture (frame) 1s
represented by a plurality of blocks having different sizes.
The division of a picture mto block units improves the ability
to discern changes between two successive pictures and
improves image compression through the elimination of low
amplitude transformed coetficients. The digitized signal may
optionally undergo preprocessing such as format conversion
for selecting an appropriate window, resolution and 1nput
format.

The input video 1mage on path 110 1s received 1into tempo-
ral or spatial prediction module 140 for performing spatial
prediction and for estimating motion vectors for temporal




US 8,908,765 B2

3

prediction. In one embodiment, the temporal or spatial pre-
diction module 140 comprises a variable block motion esti-
mation module and a motion compensation module. The
motion vectors from the variable block motion estimation
module are received by the motion compensation module for
improving the el

iciency of the prediction of sample values.
Motion compensation involves a prediction that uses motion
vectors to provide offsets 1into the past and/or future reference
frames containing previously decoded sample values that are
used to form the prediction error. Namely, the temporal or
spatial prediction module 140 uses the previously decoded
frame and the motion vectors to construct an estimate of the
current frame.

The temporal or spatial prediction module 140 may also
perform spatial prediction processing, €.g., directional spatial
prediction (DSP). Directional spatial prediction can be imple-
mented for mtra coding, for extrapolating the edges of the
previously-decoded parts of the current picture and applying
it in regions of pictures that are intra coded. This improves the
quality of the prediction signal, and also allows prediction
from neighboring areas that were not coded using intra cod-
ng.

Furthermore, prior to performing motion compensation
prediction for a given block, a coding mode must be selected.
In the area of coding mode decision, MPEG provides a plu-
rality of different coding modes. Generally, these coding
modes are grouped 1nto two broad classifications, inter mode
coding and 1ntra mode coding. Intra mode coding involves the
coding of a block or picture that uses mnformation only from
that block or picture. Conversely, inter mode coding involves
the coding of a block or picture that uses information both
from 1tself and from blocks and pictures occurring at different
times.

Once a coding mode 1s selected, temporal or spatial pre-
diction module 140 generates a motion compensated predic-
tion (predicted image) on path 152 of the contents of the block
based on past and/or future reference pictures. This motion
compensated prediction on path 152 1s subtracted via subtrac-
tor 115 from the video image on path 110 1n the current block
to form an error signal or predictive residual signal on path
153. The formation of the predictive residual signal effec-
tively removes redundant information in the mput video
image. Namely, instead of transmitting the actual video
image via a transmission channel, only the information nec-
essary to generate the predictions of the video image and the
errors of these predictions are transmitted, thereby signifi-
cantly reducing the amount of data needed to be transmitted.
To turther reduce the bit rate, predictive residual signal on
path 153 1s passed to the transtorm module 160 for encoding.

The transform module 160 then applies a transform, e.g.,
DC'T-based transform. Although the transform in H. 264/
MPEG-4 AVCis still DCT-based, there are some fundamental
differences as Compared to other existing video codmg stan-
dards. First, transform 1s an integer transform, that 1s, all
operations are carried out with integer arithmetic. Second, the
inverse transform 1s fully specified. Hence, there 1s no mis-
match between the encoder and the decoder. Third, transform
1s multiplication free, requiring only the addition and shiit
operations. Fourth, a scaling multiplication that 1s part of the
complete transform 1s integrated 1nto the quantizer, reducing
the total number of multiplications.

Specifically, in H.264/MPEG-4 AVC the transformation 1s
applied to 4x4 blocks, where a separable integer transform 1s
applied. An additional 2x2 transform 1s applied to the four DC
coellicients of each chroma component.

The resulting transformed coeflicients are received by
quantization module 170 where the transform coellicients are
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quantized. H.264/MPEG-4 AVC uses scalar quantization.
One of 32 quantizers or quantization parameters (QP)s 1s
selected for each macroblock.

The resulting quantized transformed coelficients are then
decoded 1n 1nverse quantization module 175 and inverse DCT
module 165 to recover the reference frame(s) or picture(s)
that will be stored 1n reference butfer 150. In H.264/MPEG-4
AVC an in-loop deblocking filter 151 1s also employed to
minimize blockiness.

The resulting quantized transformed coelficients from the
quantization module 170 are also received by context-adap-
tive variable length coding module (CAVLC) module or con-
text-adaptive binary arithmetic coding module (CABAC) 180
via signal connection 171, where the two-dimensional block
ol quantized coetlicients 1s scanned using a particular scan-
ning mode, e.g., a “zig-zag”’ order, to convert 1t 1nto a one-
dimensional string of quantized transformed coelficients. In
CAVLC, VLC tables for various syntax elements are
switched, depending on already-transmitted syntax elements.
Since the VLC tables are designed to match the correspond-
ing conditioned statistics, the entropy coding performance 1s

improved 1n comparison to methods that just use one VLC
table.

Alternatively, CABAC can be employed. CABAC achieves
good compression by a) selecting probability models for each
syntax element according to the element’s context, b) adapt-
ing probability estimates based on local statistics and ¢) using
arithmetic coding.

The data stream 1s received mto a “First In-First Out”
(FIFO) butfer 190. A consequence of using different picture
types and variable length coding 1s that the overall bit rate into
the FIFO 1s variable. Namely, the number of bits used to code
cach frame can be different. In applications that involve a
fixed-rate channel, a FIFO butfer 1s used to match the encoder
output to the channel for smoothing the bit rate. Thus, the
output signal of FIFO buifer 190 1s a compressed represen-
tation of the mput video 1image 110, where 1t 1s sent to a
storage medium or telecommunication channel on path 195.

The rate control module 130 serves to monitor and adjust
the bit rate of the data stream entering the FIFO butier 190 for
preventing overtlow and underflow on the decoder side
(within a receiver or target storage device, not shown) after
transmission of the data stream. A fixed-rate channel 1s
assumed to put bits at a constant rate into an put buifer
within the decoder. At regular intervals determined by the
picture rate, the decoder instantaneously removes all the bits
for the next picture from 1ts input butler. If there are too few
bits 1n the input butler, 1.€., all the bits for the next picture have
not been recerved, then the input butler undertlows resulting
in an error. On the other hand, 11 there are too many bits in the

input butl

er, 1.¢., the capacity of the mput butler 1s exceeded
between picture starts, then the input butfer overtlows result-
ing 1n an overtlow error. Thus, it 1s the task of the rate control
module 130 to monitor the status of buifer 190 to control the
number of bits generated by the encoder, thereby preventing
the overtlow and underflow conditions. Rate control algo-
rithms play an important role 1n affecting image quality and
compression efficiency.

The above described encoder can be referred to as encom-
passing the main coding loop. In other words, the various
modules 1n the main coding loop collectively will be able to
encode input pixels into encoded bits. It should be noted that
numerous variations of the main coding loop can be adapted
to the present invention and the present invention 1s limited to
a particular implementation of the main coding loop.

In one embodiment, the present invention discloses a pre-
processing module 135, e.g., a full-pel motion estimation
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(FPME) module 135. It should be noted that the motion
estimation process requires a substantial amount of compu-
tational cycles 1n an encoder due to 1ts complexity. As such,
for certain applications, e.g., real time applications, the
motion estimation process may become a bottleneck.

In one embodiment, the present mvention optimizes the
motion estimation process by dividing the motion estimation
process 1nto two parts, e.g., full-pel motion estimation and
refinement motion estimation. For example, 1n a first part, a
tull-pel motion estimation process in the preprocessing mod-
ule 135 1s implemented 1n a preprocessing module that oper-
ates mndependent of the main coding loop. In other words, the
tull-pel motion estimation process i1s performed without
receiving nputs from the main coding loop pertaining to a
current picture that 1s being encoded. In one embodiment, the
tull-pel motion estimation process determines one or more
candidate motion vectors for each current block of a picture
from a prior1 mformation, €.g., from the orniginal video
sequence at half horizontal resolution without any feedback
from the main coding loop. For example, the actual coding
information pertaining to neighboring blocks relative to a
current block of a current picture that 1s being encoded 1s not
received by the full-pel motion estimation process. However,
as discussed below, the full-pel motion estimation process
may use coding information of previously encoded pictures.

In a second part, the temporal or spatial prediction module
140 of the main coding loop employs a refinement motion
estimation process. For example, the one or more candidate
motion vectors for each current block (e.g., a current macrob-
lock) recerved from the full-pel motion estimation process are
used to select a final motion vector for the current block. In
other words, the refinement motion estimation process refines
the best candidate motion vector(s) from the full-pel motion
estimation process, €.g., using reconstructed video output at
tull resolution to minimize drift. It should be noted that any
type ol refinement motion estimation process can be
employed. One aspect of the present mvention 1s that the
external full-pel motion estimation process operating outside
of the main coding loop 1s able to quickly provide one or more
candidate motion vectors for a current block to be coded.
Using the one or more candidate motion vectors, the refine-
ment motion estimation process can expend computational
cycles to better determine a final motion vector for the current
block, 1.e., the one or more candidate motion vectors are used
as the starting points by the refinement motion estimation
pProcess.

In operation, an encoder encodes a motion vector for a
current block by computing DMV cost which relates to a
difference between the motion vector and a predicted motion
vector (PMV). Since the difference between the motion vec-
tor and the PMV 1s often smaller in magnitude than the
motion vector 1tself, it 1s this difference that 1s encoded and
transmitted to improve coding efficiency. This difference 1s
referred to as a difference motion vector (DMV).

To select a motion vector, an encoder may use a block
matching technique 1n the motion estimation process. For
example, a block matching process may compare a candidate
block with a current block and compute a matching cost based
on a cost metric. It should be noted that the cost metric 1s
non-normative 1n view of the H.264 standard, which means
that an H.264 like encoder 1s allowed to adjust the cost metric
in any manner. For example, a H.264 like encoder may utilize
a Lagrangian based cost metric accounting for both matching
quality and estimated bit cost as follows:

J=SAD+A||MV-PMV| EQU. 1
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where J 1s the cost metric, SAD 1s a sum of absolute difference
between a current block and a predicted block, A 1s a constant,
e.g., a Lagrangian multiplier, ||*|| 1s a norm function, MV is a
motion vector and PMV 1s a predicted motion vector. It
should be noted that DMV=MV-PMV,

In one embodiment, the cost metric J of equation 1 1s
modified as follows:

Jepae=2FSAD e+ N(selen(MV '-PMV "-selen

(MV,-PMV,")) EQU. 2

where I -, .~ 15 the cost metric for full-pel motion estimation,
¢.g., as employed by motion estimation module 135,
SAD, .~ 1s a sum of absolute difference between a current
block and a predicted block at HHR level, A'1s a constant, e.g.,
a Lagrangian multiplier, where selen, a DMV cost calculation
function, 1s a function that outputs the length of a motion
vector component 1n bits as represented 1n the encoded H.264
bitstream, MV’ and MV’ are horizontal and vertical compo-
nent, respectively, of a motion vector candidate and PMV'_
and PMV' are horizontal and vertical component, respec-
tively, of an estimate predicted motion vector. It should be
noted that HHR stands for half horizontal resolution, e.g., for
cach block, only half of the horizontal pixels are used. As
such, the SAD,,.,» 1s multiplied by a constant of 2. Further-
more, selen(MV'-PMV") represents an estimated number of
bits based on the magnitude of the difference between a MV
candidate and a PMYV estimate. In one embodiment, the cost
metric J of equation 2 1s employed by the motion estimation
module 135. Since the parameters such as A', and PMV" are all
estimates and not actual parameters deduced from the main
coding loop, the cost metric J of equation 2 can be computed
for a candidate motion vector, MV'. As such, given a search
area, the motion estimation module 135 can quickly apply
any block matching technique and compute one or more
candidate motion vectors by using equation 2 by minimizing
J over all candidate motion vectors, MV'.

In one embodiment, the FPME of the present invention
may employ a plurality of different methods of MV centering.
Search area sets working boundary for motion estimation and
1s defined by a size and a center position for a reference
picture. In one embodiment, the FPME employs the same
search area configuration (e.g., same center position) for all
partition types (1.e., 16x16, two 16x8, two 8x16, four 8x8
inside one MB) so that search operations, e.g., cost calcula-
tions, can be performed simultaneously for all partition type.
Alternatively, the FPME may employ different search area
coniigurations for different partition types. MV centering will
alfect the FPME performance. Namely, a poor MV centering
approach will need to be compensated by using a larger
search area to maintain the same search quality.

In one embodiment, the MV centering method for the
FPME collocates the center of the search area 1n the reference
picture with a top left position of the current macroblock
(MB) 1n the current picture as shown 1n FIG. 2. Specifically,
FIG. 2 illustrates a search area 200 where the center of the
search area 1s shown to be collocated with the top left position
of the current macroblock 210.

In an alternative embodiment, the MV centering method
for the FPME collocates the center in the reference picture of
the search area at a distance SACV (Search Area Center
Vector) displaced from a top left position of the current mac-
roblock 1n the current picture (MB) as shown in FIG. 3.
Specifically, FIG. 3 illustrates a search area 300 where the
center of the search area 1s shown to be displaced from a top
left position of the current macroblock (MB) 310. In one
embodiment, the SACYV 303 1s a vector that 1s computed as a
median of motion vectors (e.g., the middle value in the lowest
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to highest amplitude ranking of 16x16 MV's) from neighbor-
ing blocks of the current block 310. For example, FIG. 4
illustrates the current block 310 having a leit neighboring
block A 320, a top neighboring block B 330, a top night
neighboring block C 340 and a top left neighboring block D 5
350. In one embodiment, the SACV 1s determined as a
median of the 16x16 MVs from the neighboring blocks A, B
and C. In one alternate embodiment, the neighboring block D
can replace neighboring C 1f the neighboring block C 1s not
available. It should be noted that to make FPME independent 10
of the main coding loop, the MVs of the neighboring mac-
roblocks are the MVs that are determined by the FPME and
not the final MVs that are generated by the refinement motion
estimation process from the main coding loop.

In an alternative embodiment, the MV centering method 15
tor the FPME collocates the center of the search area in the
reference picture at a distance of a common vector displaced

from the center of a current macroblock pair 510 having a top
MB 510q and a bottom MB 351054 1n the current picture. In
other words, the SACV (Search Area Center Vector) 1s dis- 20
placed from a center position of a current macroblock (MB)
pair 510 1n the current picture as shown in FIG. 5. In one
embodiment, the SACV 1s a vector that 1s computed from a
common vector that refers to a right 8x16 MV from a neigh-
boring block A 520 of the top MB 5104 of the current MB pair 25
510 1n the current picture. Again, 1t should be noted that to
make FPME independent of the main coding loop, the MVs
of the neighboring macroblocks are the MV that are deter-
mined by the FPME and not the final MVs that are generated
by the refinement motion estimation process from the main 30
coding loop.

As discussed above, the difference motion vector (DMV)

L ] e

cost calculation 1s performed based on a difference between a
final MV for a current block and a PMV. The DMV 1s required
because a H.264 like encoder encodes the MV for a current 35
block by encoding the difference of the MV with respect to
the PMYV 1n bits. Unfortunately, since calculation of the DMV
requires the knowledge of the true MV (the final MV encoded

in the bitstream), the motion estimation process must then
wait for the encoder to finish mode decision of all the neigh- 40
boring blocks. This approach creates a substantial amount of
delay and may not be practical for some applications, e.g.,
real-time applications.

In one embodiment, the present invention employs the
FPME in module 135 that 1s external to the main coding loop. 45
The FPME does not have any information about the true MV's
of the neighboring blocks. In other words, the FPME employs
an approximated PMV'. As such, the DMV cost calculation
performed by the FPME 1s only an estimate of the number of
bits associated with encoding a MV for a current block. 50
Therefore, improving the accuracy of the estimates of the
DMYV cost calculation will also translate into an improvement
of the processing speed and encoding efliciency of the
encoder.

In one embodiment, the PMV' can be approximated or set 55
in a number of different ways. Broadly, the PMV" is set for
DMYV cost calculation 1n three different methods, as follows:

1) Left neighbor (PMVL)—PMVs used in DMV cost cal-

culation come from the left neighbor (e.g., macroblock
A 1n FIG. 4) of the current macroblock. 60
2) Top neighbor (PMVT)—PMVs used in DMV cost cal-
culation come from the top neighbor (e.g., macroblock B
in FI1G. 4) of the current macroblock.
3) Three neighbors (PMV3)—PMVs used in DMV cost
calculation 1s the median ol the MV's from the left neigh- 65
bor (e.g., macroblock A 1n FIG. 4), the top neighbor

(e.g., macroblock B 1n F1G. 4) and the top right neighbor
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(e.g., macroblock ¢ 1n FIG. 4) or the top leit neighbor
(e.g., macroblock D 1n FIG. 4) of the current macrob-
lock. As such, macroblock D can be used 1f macroblock
C 1s not available.

In one embodiment, the PMVs used in the DMV cost
calculation are derived from 8x8 MVs of the neighboring
blocks. The present invention allows the current block to be of
any partition. Various types of partitions are 1illustrated in
FIGS. 6-9.

FIG. 6 illustrates one illustrative embodiment of the loca-
tion of predicted motion vectors used 1n a difference motion
vector calculation fora 16x16 partition of a current block 610.
Under the PMVL approach, the PMV"' will be derived from
the MV of subblock Al 622 of neighboring block A 620.
Under the PMVT approach, the PMV"' will be derived from
the MV of subblock B1 632 of neighboring block B 630.
Under the PMV3 approach, the PMV' will be dertved from the
median of three MVs: the MV of subblock Al 622 of neigh-
boring block A 620, the MV of subblock B1 632 of neighbor-
ing block B 630, and the MV of subblock C 642 of neighbor-
ing block C 640 (or the MV of subblock D 652 of neighboring
block D 650 i1 neighboring block C 640 1s not available).

FIG. 7 illustrates one 1llustrative embodiment of the loca-
tion of predicted motion vectors used 1n a difference motion

vector calculation for a 16x8 partition of a current block 710
having a top block 712 and a bottom block 714. Under the

PMVL approach for the top block 712, the PMV' will be
derived from the MV of subblock Al 722 of neighboring
block A 720. Under the PMVL approach for the bottom block
714, the PMV' will be derived from the MV of subblock A2
724 of neighboring block A 720.

Under the PMV'T approach for the top block 712, the PMV'
will be derived from the MV of subblock B1 732 of neigh-
boring block B 730. Under the PMVT approach for the bot-
tom block 714, the PMV' will be derived from the MV of
subblock B1 732 of neighboring block B 730.

Under the PM V3 approach for the top block 712, the PMV'
will be derived from the median of three MVs: the MV of
subblock Al 722 of neighboring block A 720, the MV of
subblock B1 732 of neighboring block B 730, and the MV of
subblock C 742 of neighboring block C 740 (or the MV of
subblock D 752 of neighboring block D 750 i neighboring
block C 740 1s not available). Under the PMV3 approach for
the bottom block 714, the PMV"' will be derived from the
median of three MVs: the MV of subblock Al 722 of neigh-
boring block A 720, the MV of subblock A2 724 of neighbor-
ing block A 720, and the MV of subblock B1 732 of neigh-
boring block B 730.

FIG. 8 illustrates one illustrative embodiment of the loca-
tion of predicted motion vectors used 1n a difference motion

vector calculation for a 8x16 partition of a current block 810
having a left block 812 and a right block 814. Under the

PMVL approach for the left block 812, the PMV' will be
derived from the MV of subblock Al 822 of neighboring
block A 820. Under the PMVL approach for the right block
814, the PMV"' will be derived from the MV of subblock Al
822 of neighboring block A 820.

Under the PMV'T approach for the lett block 812, the PMV'
will be derived from the MV of subblock B1 832 of neigh-
boring block B 830. Under the PMV'T approach for the right
block 814, the PMV'will be derived from the MV of subblock
B2 834 of neighboring block B 830.

Under the PMV3 approach for the left block 812, the PMV'
will be derived from the median of three MVs: the MV of
subblock Al 822 of neighboring block A 820, the MV of
subblock B1 832 of neighboring block B 830, and the MV of
subblock C 842 of neighboring block C 840 (or the MV of
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subblock D 852 of neighboring block D 850 i neighboring
block C 840 1s not available). Under the PMV3 approach for
the right block 814, the PMV"' will be dertved from the median
of three MVs: the MV of subblock B1 832 of neighboring
block B 830, the MV of subblock B2 834 of neighboring
block B 830, and the MV of subblock C 842 of neighboring
block C 840.

FIG. 9 1llustrates one 1llustrative embodiment of the loca-

tion of predicted motion vectors used 1n a difference motion

ation for a 8x8 partition of a current block 910
having a top left block 912, a top right block 914, a bottom left
block 916 and a bottom right block 918. Under the PMVL
approach for the top left block 912, the PMV"' will be dertved
from the MV of subblock A1 922 of neighboring block A 920.
Under the PMVL approach for the top right block 914, the
PMV' will be dertved from the MV of subblock Al 922 of
neighboring block A 920. Under the PMVL approach for the
bottom left block 916, the PMV' will be derived from the MV
of subblock A2 924 of neighboring block A 920. Under the
PMVL approach for the bottom right block 918, the PMV"
will be derived from the MV of subblock A2 924 of neigh-
boring block A 920.

Under the PMV'T approach for the top left block 912, the
PMV' will be deritved from the MV of subblock B1 932 of
neighboring block B 930. Under the PMV'T approach for the
top right block 914, the PM V' will be dertved from the MV of
subblock B2 934 of neighboring block B 930. Under the
PMV'T approach for the bottom left block 916, the PMV' will
be dertved from the MV of subblock B1 932 of neighboring,
block B 930. Under the PMVT approach for the bottom right
block 914, the PMV'will be derived from the MV of subblock
B2 934 of neighboring block B 930.

Under the PMV3 approach for the top lett block 912, the
PMV' will be derived from the median of three MVs: the MV
of subblock A1 922 of neighboring block A 920, the MV of
block B 930, and the MV of

vector calcul

subblock B1 932 of neighboring

subblock C 942 of neighboring block C 940 (or the MV of
subblock D 952 of neighboring block D 9350 1f neighboring
block C 940 1s not available). Under the PMV3 approach for
the top right block 914, the PMV' will be dertved from the
median of three MVs: the MV of subblock B1 932 of neigh-
boring block B 930, the MV of subblock B2 934 of neighbor-
ing block B 930, and the MV of subblock C 942 of neighbor-
ing block C 940. Under the PMV3 approach for the bottom
left block 916, the PMV"' will be dertved from the median of °
three MVs: the MV of subblock Al 922 of neighboring block
A 920, the MV of subblock A2 924 of neighboring block A
920, and the MV of subblock B1 932 of neighboring block B
930. Under the PMV3 approach for the bottom right block
918, the PMV"' will be derived from the median of three MVs:
the MV of subblock Al 922 of neighboring block A 920, the
MYV of subblock A2 924 of neighboring block A 920, and the
MYV of subblock C 942 of neighboring block C 940.

It should be noted that for any of the methods discussed
above, 11 any of the blocks A, B, C, or D do not exist, then the
method may set the MV of that non-existing neighbor to be
zero. It should be noted that all information required 1n the
PMV" approximation 1s derived from local information 1n the
FPME process without recerving any information from the
main coding loop.
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As discussed above, lambda A 1s a Lagrangian multiplier in
the cost metric. lambda A can be defined as follows:

EQU. 3

F-12 (OP'-12)
A’z\/0.68><(Q : )><2' 3

where QP' 1s an estimated quantization parameter.

It should be noted that in a fixed bit rate coding application,
the quantization parameter (QP) information 1s not available
to the FPME process since QP 1s determined 1n a rate control
process which 1s part of the main coding loop. As such, the
present invention uses an approximate QP' value in 1ts cost
metric.

In one embodiment, the present invention relies on the past
QP information to approximate the current QP. For example,
an average value of QPs from all MBs 1n the most recently
coded picture of the same type can be made more accurate by
either increasing the update frequency (e.g., every MB, every
slice, etc.) or increasing the amount of information used in the
QP approximation. In one embodiment, the QP approxima-
tion may use weight average values of QPs from N pictures
which are M pictures away in coding order. FPME process
assigns a larger weight to an average value of QP from the
picture that 1s closer 1n temporal distance to the coding pic-
ture.

FIG. 10 illustrates a method 1000 for performing motion
estimation in one embodiment of the present invention. For
example, method 1000 can be performed by the motion esti-
mation module 135.

Method 1000 starts 1n step 1005 and proceeds to step 1010.
In step 1010, method 1000 selects a search area and a motion
vector centering for a current block. For example, one of the
three motion vector centering methods as discussed above
can be employed.

In step 1020, method 1000 performs block matching for a
current block in the search area and calculates a matching cost
(e.g., a cost metric) for each candidate motion vector. For
example, as discussed above, Equation 2 can be used in this
step.

In step 1030, method 1000 outputs at least one candidate
vector based on the computed matching cost for each candi-
date motion vector. For example, a candidate motion vector
associated with a matched block 1n the search area having a
lowest matching cost can be output by method 1000. For
example, the FPME can forward the candidate motion vector
to the main coding loop’s temporal or spatial prediction mod-
ule 140. It should be noted that the present invention 1s not
0 limited to providing only a single candidate motion vector for
cach current block. Depending on the implementation, one or
more candidate motion vectors can be provided, e.g., the two
candidate motion vectors with the lowest matching cost and
SO On.

In step 1040, method 1000 queries whether there 1s a next
current block to be encoded. If the query 1s positively
answered, method 1000 returns to step 1010 and repeats the
process again for the next current block. I the query 1s nega-
tively answered, method 1000 ends 1n step 1045.

It should be noted that although not specifically specified,
one or more steps ol method 1000 may include a storing,
displaying and/or outputting step as required for a particular
application. In other words, any data, records, fields, and/or
intermediate results discussed in the method can be stored,
displayed and/or outputted to another device as required for a
particular application. Furthermore, steps or blocks in FIG.
10 that recite a determining operation or mvolve a decision,
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do not necessarily require that both branches of the determin-
ing operation be practiced. In other words, one of the
branches of the determining operation can be deemed as an
optional step.

FIG. 11 1s a block diagram of the present encoding system
being implemented with a general purpose computer. In one
embodiment, the encoding system 1100 1s implemented
using a general purpose computer or any other hardware
equivalents. More specifically, the encoding system 1100
comprises a processor (CPU) 1110, a memory 1120, e.g.,
random access memory (RAM) and/or read only memory
(ROM), an encoder 1122 employing the present method of an
external FPME, and various input/output devices 1130 (e.g.,
storage devices, including but not limited to, a tape drive, a
floppy drive, a hard disk drive or a compact disk drive, a
receiver, a transmitter, a speaker, a display, an output port, a

user input device (such as a keyboard, a keypad, a mouse, and
the like), or a microphone for capturing speech commands).

It should be understood that the encoder 1122 can be imple-
mented as physical devices or subsystems that are coupled to
the CPU 1110 through a communication channel. Alterna-
tively, the encoder 1122 can be represented by one or more
soltware applications (or even a combination of soitware and
hardware, e.g., using application specific integrated circuits
(ASIC)), where the software 1s loaded from a storage medium
(e.g., a magnetic or optical drive or diskette) and operated by
the CPU in the memory 1120 of the computer. As such, the
encoder 1122 (including associated data structures and meth-
ods employed within the encoder) of the present invention can
be stored on a computer readable medium or carrier, e.g.,
RAM memory, magnetic or optical drive or diskette and the
like.

While the foregoing 1s directed to embodiments of the
present invention, other and further embodiments of the
invention may be devised without departing from the basic
scope thereol, and the scope thereof 1s determined by the
claims that follow.

The mvention claimed 1s:
1. A method for performing motion estimation, compris-
ng:

selecting, by a motion estimation module, a motion vector
centering for a current block 1n a search area of at least
one reference picture, wherein selecting the motion vec-
tor centering comprises collocating a center of said
search area at a distance displaced from a top left posi-
tion of said current block, where said distance 1s derived
from a Search Area Center Vector (SACV);

calculating, by the motion estimation module, a matching
cost for each of a plurality of candidate motion vectors
derived from said search area, wherein said calculating
said matching cost comprises estimating a Lagrangian
multiplier, and further, wherein said Lagrangian multi-
plier 1s estimated using quantization parameter informa-
tion from a plurality of macroblocks of at least one
previously coded picture; and

outputting, by the motion estimation module, at least one
of said plurality of candidate motion vectors based on
said matching cost associated with each of said plurality
of candidate motion vectors to a main coding loop of an
encoder:;

wherein the motion estimation module performs the select-
ing step, the calculating step, and the outputting step
independently of motion vectors calculated by the main
coding loop, and without receiving motion vector infor-
mation from the main coding loop.
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2. The method of claim 1, wherein said selecting a motion
vector centering comprises collocating a center of said search
area with a top lett position of said current block.

3. The method of claim 1, wherein said SACV 1s a vector
that 1s computed as a median of motion vectors from a plu-
rality of neighboring blocks of said current block.

4. The method of claim 1, wherein said current block 1s a
current block pair having a top block and a bottom block, and
wherein said SACV 1s a vector that 1s computed from a
common vector that refers to a motion vector from a neigh-
boring block of said top block of said current block patr.

5. The method of claim 1, wherein said calculating said
matching cost comprises estimating a predicted motion vec-
tor (PMV").

6. The method of claim 5, wherein said estimating said
predicted motion vector (PMV") comprises using a motion
vector selected from a left neighbor block of said current

block.

7. The method of claim 5, wherein said estimating said
predicted motion vector (PMV'") comprises using a motion
vector selected from a top neighbor block of said current

block.
8. The method of claim 5, wherein said estimating said
predicted motion vector (PMV') comprises selecting a
median of a plurality of motion vectors selected from a plu-
rality of neighbor blocks of said current block.
9. The method of claim 5, wherein said current block has a
partition type comprising at least one of: a 16x16 partition, a
16x8 partition, a 8x16 partition, or a 8x8 partition.
10. The method of claim 1, wherein said at least one pre-
viously coded picture comprises N previously coded pictures
that are M picture away from a current picture of said current
block.
11. A non-transitory computer-readable medium having
stored thereon a plurality of instructions, the plurality of
instructions including nstructions which, when executed by
at least one processor of a motion estimation module, cause
the processor to perform the steps of a method for performing,
motion estimation, comprising;
selecting a motion vector centering for a current block 1n a
search area of at least one reference picture, wherein said
selecting a motion vector centering comprises collocat-
ing a center of said search area at a distance displaced
from a top left position of said current block, where said
distance 1s derived from a Search Area Center Vector
(SACV);

calculating a matching cost for each of a plurality of can-
didate motion vectors derived from said search area,
wherein said calculating said matching cost comprises
estimating a Lagrangian multiplier, and further, wherein
said Lagrangian multiplier 1s estimated using quantiza-
tion parameter information from a plurality of macrob-
locks of at least one previously coded picture; and

outputting at least one of said plurality of candidate motion
vectors based on said matching cost associated with
cach of said plurality of candidate motion vectors to a
main coding loop of an encoder;

wherein the at least one processor of the motion estimation

module performs the selecting, the calculating, and the
outputting imndependently of motion vectors calculated
by the main coding loop, and without receiving motion
vector mnformation from the main coding loop.

12. The non-transitory computer-readable medium of
claim 11, wherein said selecting a motion vector centering
comprises collocating a center of said search area with a top
left position of said current block.
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13. The non-transitory computer-readable medium of
claim 11, wherein said SACYV 1s a vector that 1s computed as
a median of motion vectors from a plurality of neighboring
blocks of said current block.

14. The non-transitory computer-readable medium of 5
claim 11, wherein said current block 1s a current block pair
having a top block and a bottom block, and wherein said
SACYV 1s a vector that 1s computed from a common vector that
refers to a motion vector from a neighboring block of said top
block of said current block pair.

15. The non-transitory computer-readable medium of
claim 11, wherein said calculating said matching cost com-
prises estimating a predicted motion vector (PMV").

16. The non-transitory computer-readable medium of
claim 15, wherein said estimating said predicted motion vec-
tor (PMV") comprises at least one of: using a motion vector
selected from a left neighbor block of said current block,
using a motion vector selected from a top neighbor block of
said current block, or selecting a median of a plurality of
motion vectors selected from a plurality of neighbor blocks of
said current block.

17. An encoding system, comprising:

an encoder having a main coding loop; and

a motion estimation module, communicatively coupled to

said encoder,

wherein said motion estimation module 1s configured to
select a motion vector centering for a current block 1n
a search area of at least one reference picture, wherein
said selecting the motion vector centering comprises
collocating a center of said search area at a distance
displaced from a top left position of said current
block, where said distance 1s derived from a Search
Area Center Vector (SACV); and

wherein said motion estimation module 1s configured to
calculate a matching cost for each of a plurality of
candidate motion vectors derived from said search
area, and

wherein said motion estimation module 1s configured to
output at least one of said plurality of candidate
motion vectors based on said matching cost associ-
ated with each of said plurality of candidate motion
vectors to a main coding loop, wherein said calculat-
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ing said matching cost comprises estimating a
Lagrangian multiplier, and further, wherein said
Lagrangian multiplier 1s estimated using quantization
parameter information from a plurality of macrob-
locks of at least one previously coded picture; and
wherein said motion estimation module 1s configured to
perform said selecting, said calculating, and said out-
putting independently of motion vectors calculated by
the main coding loop, and without receiving motion
vector information from the main coding loop.

18. The encoding system of claim 17, wherein said select-
ing said motion vector centering comprises collocating a
center of said search area with a top left position of said
current block.

19. The encoding system of claim 17, wherein said SACV
1s a vector that 1s computed as a median of motion vectors
from a plurality of neighboring blocks of said current block.

20. The encoding system of claim 17, wherein said current
block 1s a current block pair having a top block and a bottom
block, and wherein said SACYV 1s a vector that 1s computed
from a common vector that refers to a motion vector from a
neighboring block of said top block of said current block pair.

21. The encoding system of claim 17, wherein said calcu-
lating said matching cost comprises estimating a predicted
motion vector (PMV').

22. The encoding system of claim 21, wherein said esti-
mating said predicted motion vector (PMV') comprises using
a motion vector selected from a left neighbor block of said
current block.

23. The encoding system of claim 21, wherein said esti-
mating said predicted motion vector (PMV'") comprises using
a motion vector selected from a top neighbor block of said
current block.

24. The encoding system of claim 21, wherein said esti-
mating said predicted motion vector (PMV') comprises
selecting a median of a plurality of motion vectors selected
from a plurality of neighbor blocks of said current block.

25. The encoding system of claim 21, wherein said current
block has a partition type comprising at least one of: a 16x16
partition, a 16x8 partition, a 8x16 partition, or a 8x8 partition.
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