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SELECTING USER ACCOUNTS IN SOCIAL
NETWORK TO ANSWER QUESTION

BACKGROUND

People often turn to their social networks, such as Face-
book, Twitter, and Skype, to fulfill their information needs.
For example, when a user associated with a user account 1n
the social network has a question, the user may send a ques-
tion to one or more friends or contacts 1n the social network to
find an answer. With the average user account having numer-
ous friends, finding which friends to engage can be challeng-
ng.

One solution 1s to publicly broadcast a question to the
entire network. At first this seems to allow a user to reach a
broader audience and increase the chances of getting a good
response. However, it runs the danger of irritating the user’s
friends when done too often or for a topic that does not
interest most people. Furthermore, such an undirected request
may easily be lost amongst many other postings, thus leading,
to potentially content-free responses by friends who are eager
or feel compelled to respond, yet who are not very knowl-
edgeable on the topic or have little time to compose more than
a cursory message. Finally, public broadcast may also be
mappropriate 1 the topic 1s sensitive (e.g., advice on a medi-
cal condition).

Direct messaging avoids those pitfalls, but presents other
problems. It may be time-consuming to think of who to
engage with, and choosing poorly risks missing out on rel-
evant and timely responses. Users may not have good 1nsight
into who 1s knowledgeable about a topic, especially 1t they
have never discussed the topic in the past. Users may also not
know whether friends are likely to respond, whether due to
their willingness to engage or their current availability.

SUMMARY

Messages generated by user accounts 1n a social network-
ing application over a period of time are processed to deter-
mine the subjects and topics associated with the messages, as
well as the geographical locations of the users associated with
the user accounts, and the times when the users associated
with the accounts are most active. Such data 1s added to the
messages as metadata. The determined subject, time, and
location mformation 1s used to create a model that may be
used to predict whether a user 1n the social networking appli-
cation 1s willing, available, and has the knowledge or topical
allinity to answer a question proposed by another user 1n the
social networking application based on a subject, time, and
location associated with the question. When a user enters a
question, the user may be presented with a list of their friends
or contacts ranked according to the probabilities generated by
the model.

In an implementation, user account identifiers are recerved
by a computing device. Messages are recetved by the com-
puting device. Each message 1s associated with a user account
by the computing device. A question 1s received by the com-
puting device. A subset of the user account identifiers 1s
determined by the computing device based on the messages
associated with the user accounts and the question. The deter-
mined subset 1s provided by the computing device.

In an implementation, messages are recerved by a comput-
ing device. Each message 1s associated with a user account. A
recommendation model 1s generated based on the messages
by the computing device. A question 1s recerved by the com-
puting device. Based on the recerved question and the gener-
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2

ated recommendation model, one or more user accounts are
recommended to answer the recerved question by the com-
puting device.

This summary 1s provided to introduce a selection of con-
cepts 1n a simplified form that are further described below 1n
the detailed description. This summary 1s not intended to
identify key features or essential features of the claimed sub-
ject matter, nor 1s 1t intended to be used to limit the scope of
the claimed subject matter.

BRIEF DESCRIPTION OF THE DRAWINGS

To facilitate an understanding of and for the purpose of
illustrating the present disclosure and various implementa-
tions, exemplary features and implementations are disclosed
in, and are better understood when read 1n conjunction with,
the accompanying drawings—it being understood, however,
that the present disclosure 1s not limited to the specific meth-
ods, precise arrangements, and istrumentalities disclosed.
Similar reference characters denote similar elements
throughout the several views. In the drawings:

FIG. 1 1s an 1illustration of an example environment for
recommending user accounts to answer a question;

FIG. 2 1s an 1illustration of an example recommendation
engine;

FIG. 3 1s an operational flow of an implementation of a
method for determining user accounts to answer a question;

FIG. 4 1s an operational flow of an implementation of a
method for recommending user accounts to answer a question
using one or more recommendation models; and

FIG. 5 shows an exemplary computing environment in
which example implementations and aspects may be imple-
mented.

DETAILED DESCRIPTION

FIG. 1 1s an 1llustration of an example environment 100 for
recommending user accounts to answer a question. The envi-
ronment 100 may include a client device 110, a social net-
working application 113, and a recommendation engine 130
in communication with one another through a network 120.
The network 120 may be a variety of network types including
the public switched telephone network (PSTN), a cellular
telephone network, and a packet switched network (e.g., the
Internet). Although shown as comprised within separate
devices over the network 120, depending on the implemen-
tation, the client device 110 and the recommendation engine
130 may be comprised within a single computing device, or
one or more other computing devices that may or may not
communicate over the network 120.

In some 1mplementations, the client device 110 may
include a desktop personal computer, workstation, laptop,
PDA (personal digital assistant), smart phone, cell phone, or
any WAP (wireless application protocol) enabled device or
any other computing device capable of interfacing directly or
indirectly with the network 120. A client device 110 may be
implemented using a general purpose computing device such
as the computing device 500 described with respect to FIG. 5,
for example. While only one client device 110 1s shown, 1t 1s
for illustrative purposes only; multiple client devices may be
supported.

The social networking application 115 may provide social
networking functionality through user accounts associated
with the social networking application 115. A user may
access one or more features or services provided by a user
account of the social networking application 115 using a
client device 110 associated with the user.
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In some implementations, each user may have a user
account 1n the social networking application 115. The user
may establish social networking relationships with one or
more other user accounts of the social networking application
115. The social networking relationships may include a friend
based relationship where the user and one or more other users
are able to share messages, view profile information associ-
ated with one another, post public messages on walls associ-
ated with each other, and recommend or endorse documents,
for example. Other well-known social networking relation-
ships may also be supported by the social networking appli-
cation 115.

The social networking application 115 may store and/or
access social networking data 116. In some implementations,
the social networking data 116 may include an identifier of
each user account, and identifiers of the various social net-
working relationships between the user accounts. The social
networking data 116 may further include other information
such as times and locations from which the users access their
user accounts in the social networking application 115, as
well as user provided profile information such as likes, dis-
likes, schools attended, subjects studied, etc.

The strength of the social networking relationship between
two user accounts 1s referred to herein as “social affinity™. For
example, 1 two user accounts exchange a large number of
messages 1n the social networking application 115, then the
user accounts may have a high social affinity. Similarly, 1t two
user accounts rarely exchange messages, or 1f one of the user
accounts sends messages that are not often responded to by
the other user account, then the user accounts may have a low
social affinity. While the number of interactions between user
accounts may be a good indicator of social affinity, other
indicators of social affinity may include geographical prox-
imity or physical proximity. For example, 11 two users live or
work close together 1n the real world, they may be more likely

to friends than two users who live or work far apart.

A user of the client device 110 with a user account 1n the
social networking application 115 may want to ask one or
more other users 1n the social networking application 115 a
question 111. The question 111 may include a varnety of
question types and may be associated with a variety of sub-
jects. Example questions may include “Where should I have
dinner tonmight?”, “What movies in the theater are good
now?”’, and “Can someone help me with a math question?”.
Any type of questions may be supported.

Users may not want to send the question 111 to each user
account that they are friends with, or have a social networking
relationship with, 1 the social networking application 115.
The user may either be embarrassed by the question 111, may
not wish to bother all of their friends, or the question 111 may
only be germane to a small subset of their friends.

Accordingly, 1n some implementations, the environment
100 may include the recommendation engine 130. The rec-
ommendation engine 130 may receive the question 111, may
generate a recommendation 133 based on the received ques-
tion 111, and may provide the recommendation 135 to the
user at the client device 110. In some implementations, the
recommendation 135 may 1dentify a subset of the user
accounts 1n the social networking application 115 that are
likely to have the knowledge to answer the question 111, that
may be willing to answer the question 111, and that are likely
to be available to answer the question 111. Put another way,
the recommendation 135 may i1dentily those user accounts
that are associated with users that are likely to be ready,
available, and have the requisite knowledge or topical aflinity

to answer the question 111.
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As described turther with respect to FI1G. 2, the recommen-
dation engine 130 may determine the recommendation 135
based on messages 117 associated with the social networking
application 115. The messages 117 may be the messages,
such as wall posts, that are generated by the user accounts 1n
the social networking application 115. Fach message 117
may include a time and date when the message was generated,
as well as a location from where the message 117 was gen-
erated. The location may be a GPS coordinate, or a more
general location such as a country, state, city, street address or
name of a business, for example. The location may be the
location of the client device 110 that the user associated with
the user account used to generate the message 117. The loca-
tion and time associated with the messages 117 may be used
by the recommendation engine 130 to determine user
accounts of users that are willing and/or available to answer a
question 111. The various subjects and topics discussed by
the messages 117 may also be determined by the recommen-
dation engine 130, and used to further determine user
accounts of users that are likely to be interested 1n, or knowl-
edgeable about, a subject associated with the question 111.

The recommendation engine 130 may further generate the
recommendation 135 using the social networking data 116. In
particular, the social networking data 116 (along with the
messages 117) may be used by the recommendation engine
130 to determine the social aflinity of the user accounts with
respect to each other, and may be used by the recommenda-
tion engine 130 to determine users that are willing and/or
available to answer a question 111. Moreover, time and/or
location information from the social networking data 116
may be used by the recommendation engine 130 to further
determine users that are willing and/or available to answer a
question 111.

In order to ensure the privacy of the user accounts, 1n some
implementations, the social networking data 116 and/or mes-
sages 117 associated with a user account may only be pro-
vided to the recommendation engine 130 1f the user associ-
ated with the user account “opts 1n”” or otherwise consents to
the use of their information. Alternatively or additionally,
depending on the social networking application 115, only
public or unprotected messages 117 associated with a user
account may be provided to the recommendation engine 130
by the social networking application 115.

FIG. 2 1s an 1illustration of an example recommendation
engine 130. As illustrated, the recommendation engine 130
includes a knowledge engine 210, an availability engine 220,
and a willingness engine 230. More or fewer components
may be supported by the recommendation engine 130. The
recommendation engine 130 be implemented using a general
purpose computing device such as the computing device 500
described withrespectto FI1G. 5, for example. Alternatively or
additionally, the recommendation engine 130 may be 1mple-
mented as part of the client device 110 or social networking
application 115, for example.

The knowledge engine 210 may use the messages 117
and/or the social networking data 116 to generate knowledge
data 215 regarding each user account 1n the social networking
application 115. The knowledge data 215 may comprise a list
ol subjects that the user associated with a user account has
shown interest 1n, or 1s otherwise associated with. Each sub-
ject may also have a number or some 1ndication of the degree
or amount of interest that the user has 1n the subject.

With respect to the messages 117, the knowledge engine
210 may generate the knowledge data 215 for each user
account by processing each message 117 associated with the
user account and extracting various keywords or phrases
known to be associated with one or more subjects from the
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text of the messages 117. Subjects associated with keywords
or phrases that occur 1n more than a threshold number, or
threshold percentage, of the messages 117 may be added to
the knowledge data 215. Any system, method, or technique
for 1dentifying subjects of messages may be used. For
example, tokenizers or stemmers may be used to determine
the subjects from the text of the messages 117.

With respect to the social networking data 116, the knowl-
edge engine 210 may similarly extract keywords or phrases
known to be associated with one or more subjects from the
social networking data 116. The keywords and phrases may
be extracted from the user generated profile, location history
(1.e., “check-1ns™), text associated with any “likes” generated
by the users or other indicators of interest supported by the
social networking application 115, indicators of games
played or other media consumed by the user through the
social networking application, etc. Extracted keywords or
phrases may be similarly added to the knowledge data 215 by
the knowledge engine 210.

Because the subject information from the social network-
ing data 116 (especially user profile information) 1s heavily
curated by users, or incomplete or outdated, the information
may be less reliable than the information learned from the
messages 117. Therefore, 1n some implementation, the social
networking data 116 may be weighted less than the messages
117 for purposed of generating the knowledge data 215.

The knowledge data 215 may be used to generate a knowl-
edge model that recerves an 1dentifier of a user account 1n the
social networking application 115 and a subject, and outputs
a probability that the user associated with the 1dentified user
account 1s knowledgeable or interested 1n the subject. Any
system, method or technique for generating a model may be
used. In some implementations, the knowledge model may
comprise an inverted text index generated from the text, or
extracted keywords, of the messages 117.

The availability engine 220 may use the messages 117
and/or the social networking data 116 to generate availability
data 2235 for each of the user accounts 1n the social networking
application 115. With respect to the messages 117, each mes-
sage 117 may be associated with a time that the message 117
was generated. The time may further include the day of the
week that the message 117 was generated. The availability
engine 220 may store the time associated with each message
117 1n the availability data 225.

With respect to the social networking data 116, thedata116
may include the times (and days of the week) associated with
cach login or use of the social networking application 115 for
cach user account. The availability engine 220 may store the
times for the social networking data 116 associated with each
user account in the availability data 225.

In some 1mplementations, the availability engine 220 may
determine location information from the messages 117 and/or
social networking data 116. With respectto the messages 117,
the location information may be the location that the message
117 was generated from. The location information may be
GPS coordinates, or names of cities, states, and countries, for
example. With respect to the social networking data 116, the
location information may be the locations from which users
accessed the social networking application 115.

The availability data 2235 may be used to generate an avail-
ability model that receives an 1dentifier of a user account 1n
the social networking application 115, a location, and a time
(e.g., day of the week and time of day), and outputs a prob-
ability that the user associated with the identified user account
1s available to answer a question 111. Any system, method, or
technique for generating a model may be used.
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The willingness engine 230 may use the messages 117
and/or the social networking data 116 to generate willingness
data 235 for each of the user accounts 1n the social networking
application 115. With respect to the messages 117, the mes-
sages 117 may be used to determine the social affinity
between user account pairs 1n the social networking applica-
tion 115. In some implementations, the social affinity
between user accounts pairs may be determined by the will-
ingness engine 230 based on the number of messages
exchanged between the user accounts 1n the pair. Generally
the greater the number of messages 117, the higher the deter-
mined social aflinity. The determined social aflinity data may

be stored by the willingness engine 230 as the willingness
data 235.

With respectto the social networking data116, the data116
may 1nclude indications of which users accounts have social
networking relationships (1.e., are friends). Theses social net-
working relationships may be used by the willingness engine
230 to determine the social affinity of user account pairs.

In some implementations, the willingness engine 230 may
also determine location information from the messages 117
and/or social networking data 116. The location information
may be determined similarly as described above for the avail-
ability engine 220. In general, a user associated with a user
account may be more willing to answer a question from a user
associated with another user account when the users are
located close together. For example, a user may be more
likely to answer a question 111 from a coworker or neighbor
than other users. The location information may be added to
the willingness data 235 by the willingness engine 230.

In some implementations, the willingness engine 230 may
also determine subjects from the messages 117 and/or social
networking data 116. The subjects may be determined simi-
larly as described above for the knowledge engine 210. In
general, some users may be more willing to answer questions
111 relating to certain subjects or topics that others. For
example, a user may respond more quickly to messages 117
having to do with movies than messages 117 having to do
with restaurant advice. The subjects may be added to the
willingness data 235 by the willingness engine 230.

The willingness data 235 may be used to generate a will-
ingness model that receives an indicator of a first user account
and a second user account 1n the social networking applica-
tion 115, a location, and a subject, and outputs a probability
that the first user 1s willing to answer a question 111 sent by
the second user. Any system, method, or technique for gen-
crating a model may be used.

The recommendation engine 130 may receive a question
111 from a user associated with a user account 1n the social
networking application 115, and may use the knowledge data
215, availability data 2235, and willingness data 235 to deter-
mine a recommendation 135 based on the question 111. The
recommendation 135 may include a subset of user accounts
from the social networking application 115 ranked by the
probability that the users associated with the user accounts in
the subset are ready, willing, and available to answer the
question 111.

In some implementations, the recommendation engine 130
may determine the recommendation 135 for a received ques-
tion by determining one or more of time, subject, or location
information associated with the question 111. The time may
include a time of day and a day of the week and may be the
time that the question 111 was generated, or that the question
111 1s recerved by the recommendation engine 130. The
location may be the location of the client device 110 associ-
ated with the user that provided the question 111.
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With respect to the subject, 1n some implementations, the
recommendation engine 130 may determine the subject by
searching for one more keywords or phrases 1n the text of the
question 111. Similarly as described with respect to the
knowledge engine 210, the recommendation engine 130 may
determine one or more subjects of the question 111 using one
or more tokenizers or stemmers, for example. Other methods
for determining the subject of a text string may be used.

The recommendation engine 130 may use one or more of
the generated recommendation models (i.e., the knowledge
model, the availability model, or the willingness model) to
select a subset of the user accounts from the social networking
application 115 to answer the question 111. In some 1imple-
mentations, the recommendation engine 130 may calculate a
probability for each user account in the social networking
application 113 (or just the user accounts that are friends with
the user account associated with the question 111) using each
of the recommendation models. The overall probability for a
user account may then be determined using Bayes rule as the
product of the three probability calculations. The user
accounts may be ranked by the overall probabilities, and the
recommendation engine 130 may select the top ranked user
accounts as the recommendation 135. The recommendation
135 may be provided to the user associated with the question
111.

In some 1mplementations, when none of the user accounts
identified by the recommendation 135 has a high probability,
or are less than a threshold probability, the recommendation
135 may further include information or advice on how the
user can improve the probability that their question 111 wall
be answered. For example, the recommendation engine 130
may use the availability data 225 to determine times where
more user accounts are likely to be available. The recommen-
dation engine 130 may suggest to the user that the user wait
until the determined times to send the question 111.

FIG. 3 i1s an operational flow of an implementation of a
method 300 for determining user accounts to answer a ques-
tion 111. The method 300 may be implemented by the rec-
ommendation engine 130, for example.

A plurality of user account 1dentifiers is received at 301.
The user account 1dentifiers may be received by the recom-
mendation engine 130 from the social networking application
115. The user account identifiers may 1dentity user accounts
in the social networking application 115.

A plurality of messages 1s received at 303. The plurality of
messages 117 may be received by the recommendation
engine 130 from the social networking application 115. Each
message of the plurality of messages may have been gener-
ated by a user associated with an 1dentified user account. Each
message may be associated with a location and a time. The
time associated with amessage may be the time and day of the
week that the message was generated. The location of the
message may be the location that the user associated with the
user account was located 1n when the message was generated.

A question 1s recerved at 305. The question 111 may be
received by the recommendation engine 130 from a user of
the client device 110. The user may have a user account in the
social networking application 115. The user may wish to
learn which of the other users with user accounts in the social
networking application 115 may be likely to answer the ques-
tion 111. Accordingly, the user has provided the question 111
to the recommendation engine 130. The question 111 may
have a subject (1.e., what the question 111 1s about), as well as
a time and a location. The time may be the current time and
day of the week, and the location may be the geographical
location of the user (or the client device 110 associated with
the user).
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In some implementations, rather than provide the question
111 to the recommendation engine 130, the user may provide
the subject(s) of the question 111 to the recommendation
engine 130. For example, the user may select one or more
subjects from a drop-down menu provided by the recommen-
dation engine 130 through the client device 110. Other user
interface elements may be used.

The plurality of user accounts 1s ranked using the plurality
of messages and the recerved question at 307. The plurality of
user accounts may be ranked by the recommendation engine
130. In some implementations, the plurality of user accounts
may be ranked using one or more recommendation models
such as the knowledge model, the availability model, and the
willingness model. The models may have been generated by
the recommendation engine 130 using the messages 117. The
models may take as mnputs one or more of the location, time,
or subject of the recerved question 111, and may output a
probability for each identified user account that the user asso-
ciated with the user account 1s ready, willing, or able to
answer the received question 111. The user accounts may be
ranked based on the determined probabilities. In some 1mple-
mentations, the ranked user accounts may be limited to those
user accounts that the user who provided the question 111 has
a social networking relationship with (i.e., 1s friends with).

A subset of the plurality of user account identifiers 1s deter-
mined at 309. The subset of the plurality of user accounts may
be determined by the recommendation engine 130 based on
the rankings. The recommendation engine 130 may deter-
mine the i1dentifiers of the top ranked user accounts as the
recommendations 135.

The determined subset 1s provided at 311. The determined
subset of user account identifiers may be provided by the
recommendation engine 130 to the user that provided the
question 111. In some implementations, the determined sub-
set of user account 1dentifiers may be displayed to the user at
the client device 110, along with the probabilities generated
by one or more of the knowledge model, willingness model,
and availability model. The user may select one or more of the
identified user accounts to recerve the question 111.

FIG. 4 1s an operational flow of an implementation of a
method 400 for recommending user accounts to answer a
question using one or more recommendation models. The
method 400 may be implemented by the recommendation
engine 130.

A plurality of messages 1s received at 401. The plurality of
messages 117 may be received by the recommendation
engine 130 from the social networking application 115. The
messages 117 may be messages that were generated by users
using user accounts in the social networking application 115.
Each message 117 may have an associated subject, location,
and time. In some implementations, the recommendation
engine 130 may also recerve social networking data 116 from
the social networking application 115.

A recommendation model 1s generated based on the plu-
rality of messages at 403. The recommendation model may be
generated by the recommendation engine 130 based on the
plurality of messages and/or the social networking data 116.
In some 1mplementations, the recommendation model may
include one or more of a knowledge model, an availability
model, and a willingness model.

With respect to the knowledge model, the model may take
as an 1mmput an identifier of a user account 1n the social net-
working application and a subject, and may generate a prob-
ability that a user associated with the 1dentified user account
1s knowledgeable or interested in the subject. The term
knowledge as used herein may be a measure of how close a
user 1s to a particular subject, and may include the topical
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ailinity of the user to the subject. The knowledge model may
be generated by the knowledge engine 210 of the recommen-
dation engine 130 by determining subjects of each of the
messages 117, and associating the determined subjects with
the user accounts that generated the corresponding messages 2

117.

With respect to the availability model, the model may take
as an input an i1dentifier of a user account in the social net-
working application, a time, and a location, and may generate
a probability that a user associated with the 1dentified user
account 1s available. The availability model may be generated
by the availability engine 220 of the recommendation engine
130 by determining the time and location associated with
cach of the messages 117, and associating the determined
times and locations with the user accounts that generated the
corresponding messages.

With respect to the willingness model, the model may take
as an input an 1dentifier of a first user account and a second
user 1n the social networking application 115, and a location, 20
and may generate a probability that a user associated with the
first user account 1s willing to answer a question 111 associ-
ated with the second user account. In some implementations,
the willingness model may also take as an input a subject. The
willingness model may be generated by the willingness 25
engine 230 of the recommendation engine 130 by determin-
ing the social affinities between the user accounts based on
the messages 117, along with the locations associated with
cach user account, and using the determined social affinities
and locations to generate the model. Social affinity may be a 30
measure of the strength of the social networking relationship
between two user accounts, and may be determined based on
the number of messages 117 exchanged between the two user
accounts.

A question 1s received at 405. The question 111 may be 35
received by the recommendation engine 130 from the client
device 110. The question 111 may have a subject, and may be
associated with a time and/or a location. The time may be the
time that the question 111 1s provided to the recommendation
engine 130 or may be a time that the user specified that the 40
question 111 would be sent to another user in the social
networking application 115. The location may be a location
of the user that generated the question 111 or the location of
the client device 110 operated by the user.

A subject of the recerved question 1s determined at 407. 45
The subject of the received question 111 may be determined
by the recommendation engine 130. In some 1mplementa-
tions, the subject may be determined by parsing the question
111 for one or more keywords or phrases that may be indica-
tive of the subject. Any system, method, or techmique for 50
determining a subject or topic from a text string may be used.

One or more user accounts are recommended to answer the
question at 409. The one or more user accounts may be
determined by the recommendation model based on the rec-
ommendation model, the subject of the question 111, the time 55
associated with the question 111, and the location associated
with the question 111. In some implementations, the recom-
mendation model 130 may, for each user account, determine
a probability for that user account using each of the availabil-
ity, willingness, and knowledge models, and may select the 60
user accounts with the greatest determined probabilities.
Identifiers of the selected user accounts may be provided to
the user that provided the question 111 as the recommenda-
tion 135.

FIG. 5 shows an exemplary computing environment in 65
which example implementations and aspects may be 1mple-
mented. The computing system environment 1s only one
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example of a suitable computing environment and 1s not
intended to suggest any limitation as to the scope of use or
functionality.

Numerous other general purpose or special purpose com-
puting system environments or configurations may be used.
Examples of well known computing systems, environments,
and/or configurations that may be suitable for use include, but
are not limited to, personal computers (PCs), server comput-
ers, handheld or laptop devices, multiprocessor systems,
microprocessor-based systems, network PCs, minicomput-
ers, mainirame computers, embedded systems, distributed
computing environments that include any of the above sys-
tems or devices, and the like.

Computer-executable mstructions, such as program mod-
ules, being executed by a computer may be used. Generally,
program modules include routines, programs, objects, com-
ponents, data structures, etc. that perform particular tasks or
implement particular abstract data types. Distributed comput-
ing environments may be used where tasks are performed by
remote processing devices that are linked through a commu-
nications network or other data transmission medium. In a
distributed computing environment, program modules and
other data may be located 1n both local and remote computer
storage media including memory storage devices.

With reference to FIG. 5, an exemplary system for imple-
menting aspects described herein includes a computing
device, such as computing device 500. In 1ts most basic con-
figuration, computing device 500 typically includes at least
one processing unit 302 and memory 504. Depending on the
exact configuration and type of computing device, memory
504 may be volatile (such as random access memory (RAM)),
non-volatile (such as read-only memory (ROM), flash
memory, efc.), or some combination of the two. This most
basic configuration is 1llustrated 1n F1G. 5 by dashed line 506.

Computing device 500 may have additional features/Tunc-
tionality. For example, computing device 500 may include
additional storage (removable and/or non-removable) includ-
ing, but not limited to, magnetic or optical disks or tape. Such
additional storage 1s 1llustrated in FIG. 5 by removable stor-
age 508 and non-removable storage 510.

Computing device 500 typically includes a variety of com-
puter readable media. Computer readable media can be any
available media that can be accessed by device 500 and
include both volatile and non-volatile media, and removable
and non-removable media.

Computer storage media include volatile and non-volatile,
and removable and non-removable media implemented in any
method or technology for storage of information such as
computer readable instructions, data structures, program
modules or other data. Memory 504, removable storage 508,
and non-removable storage 510 are all examples of computer
storage media. Computer storage media include, but are not
limited to, RAM, ROM, electrically erasable program read-
only memory (EEPROM), flash memory or other memory
technology, CD-ROM, digital versatile disks (DVD) or other
optical storage, magnetic cassettes, magnetic tape, magnetic
disk storage or other magnetic storage devices, or any other
medium which can be used to store the desired information
and which can be accessed by computing device 500. Any
such computer storage media may be part ol computing
device 500.

Computing device 500 may contain communication con-
nection(s) 512 that allow the device to communicate with
other devices. Computing device 5300 may also have mput
device(s) 514 such as a keyboard, mouse, pen, voice mput
device, touch mput device, etc. Output device(s) 516 such as
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a display, speakers, printer, etc. may also be included. All
these devices are well known 1n the art and need not be
discussed at length here.

It should be understood that the wvarious techniques
described herein may be implemented in connection with
hardware or soitware or, where approprate, with a combina-
tion of both. Thus, the processes and apparatus of the pres-
ently disclosed subject matter, or certain aspects or portions
thereol, may take the form of program code (i.e., instructions)
embodied 1n tangible media, such as floppy diskettes, CD-
ROMs, hard drives, or any other machine-readable storage
medium where, when the program code 1s loaded 1nto and
executed by a machine, such as a computer, the machine
becomes an apparatus for practicing the presently disclosed
subject matter.

Although exemplary implementations may refer to utiliz-
ing aspects of the presently disclosed subject matter 1n the
context of one or more stand-alone computer systems, the
subject matter 1s not so limited, but rather may be imple-
mented 1n connection with any computing environment, such
as a network or distributed computing environment. Still fur-
ther, aspects of the presently disclosed subject matter may be
implemented 1n or across a plurality of processing chips or
devices, and storage may similarly be affected across a plu-
rality of devices. Such devices might include PCs, network
servers, and handheld devices, for example.

Although the subject matter has been described in lan-
guage specific to structural features and/or methodological
acts, 1t 1s to be understood that the subject matter defined 1n
the appended claims 1s not necessarily limited to the specific
teatures or acts described above. Rather, the specific features
and acts described above are disclosed as example forms of
implementing the claims.

What is claimed:
1. A method comprising:
receiving a plurality of user account 1dentifiers by a com-
puting device;
receiving a plurality of messages, wherein each message 1s
associated with a user account and a time by the com-
puting device;
receiving a question by the computing device, wherein the
question 1s associated with a time;
determining a subset of the plurality of user account iden-
tifiers based on the messages associated with the user
accounts, the times associated with the messages, the
question, and the time associated with the question by
the computing device; and
providing the determined subset by the computing device.
2. The method of claim 1, further comprising;
ranking the user account i1dentifiers of the subset of the
plurality of user account identifiers; and
providing the determined subset according to the ranking.
3. The method of claim 1, wherein determining the subset
of the plurality of user account 1dentifiers based on the mes-
sages associated with the user accounts, the times associated
with the messages, the question, and the time associated with
the question comprises:
determining one or more subjects associated with the ques-
tion;
determining one or more subjects associated with each of
the user accounts based on the messages associated with
each user account; and
determining the subset of the plurality of user account
identifiers based on the times associated with the mes-
sages, the question, the time associated with the ques-
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tion, the one or more subjects associated with each ot the
user accounts, and the one or more subjects associated
with the question.

4. The method of claim 1, wherein determining the subset
of the plurality of user account 1dentifiers based on the mes-
sages associated with the user accounts, the times associated
with the messages, the question, and the time associated with
the question comprises:

determining the time associated with the question;

determining a probability that each of the identified user

accounts 1s available at the determined time based on the
times associated with the messages associated with each

user account; and

determining the subset of the plurality of user account
identifiers based on the messages associated with the
user accounts, the probability determined for each 1den-
tified user account, and the question.

5. The method of claim 1, wherein each of the messages 1s
associated with a location, and determiming the subset of the
plurality of user account identifiers based on the messages
associated with the user accounts, the times associated with
the messages, the question, and the time associated with the
question comprises:

determining a location associated with the question;

determiming a probable location for each identified user

account at the time associated with the question based on
the locations and times associated with the messages
associated with each user account; and
determining the subset of the plurality of user account
identifiers based on the messages associated with the
user accounts, the question, the location associated with
the question, and the determined probable location for
cach 1dentified user account.
6. The method of claim 1, wherein the question 1s associ-
ated with a user account 1dentifier, and determining the subset
of the plurality of user account 1dentifiers based on the mes-
sages associated with the user accounts, the times associated
with the messages, the question, and the time associated with
the question comprises:
determiming a social aflinity between the user account
associated with the question and each of the user
accounts associated with the messages; and

determiming the subset of the plurality of user account
identifiers based on the messages associated with the
user accounts, the times associated with the messages,
the question, the time associated with the question, and
the determined social aifinity between the user account
associated with the question and each of the user
accounts associated with the messages.

7. The method of claim 1, further comprising:

receving an idication of selection of one or more of the

user account i1dentifiers 1n the determined subset; and
providing the question to the user accounts associated with
the one or more selected user account identifiers.

8. The method of claim 1, wherein the user account iden-
tifiers are i1dentifiers of user accounts 1n one or more social
networking applications.

9. A method comprising:

recerving a plurality of messages by a computing device,

wherein each message 1s associated with a user account
of a plurality of user accounts and a time;

generating a recommendation model based on the plurality

of messages and the time associated with each message
by the computing device;

receving a question by the computing device, wherein the

question 1s associated with a time; and
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based on the recerved question, the time associated with the
question, and the generated recommendation model,
recommending one or more user accounts of the plural-
ity of user accounts to answer the received question by
the computing device.

10. The method of claim 9, wherein generating the recom-

mendation model comprises:

determining one or more subjects of each message of the
received plurality of messages; and

generating the recommendation model based on the deter-
mined one or more subjects, the plurality of messages,
and the time associated with each message.

11. The method of claim 9, wherein generating the recom-

mendation model comprises:

determining a location associated with each message of the
plurality of recerved messages; and

generating the recommendation model based on the deter-
mined locations, the plurality of messages, and the time
associated with each message.

12. The method of claim 9, wherein generating the recoms-

mendation model comprises:
determining a social aflinity between a user account asso-
ciated with the question and the user accounts associated
with each message of the plurality of received messages;
and
generating the recommendation model based on the deter-
mined affinities, the plurality of messages, and the time
associated with each message.
13. The method of claim 9, wherein the user accounts are
user account accounts 1n one or more social networking appli-
cations.
14. A system comprising:
a computing device;
a plurality of user account identifiers;
a plurality of messages, wherein each message 1s associ-
ated with a time and a user account identified by the
plurality of user account identifiers; and
a recommendation engine adapted to:
generate one or more models based on the plurality of
messages and the times associated with the messages
of the plurality of messages;

receive a question, wherein the question 1s associated
with a time;
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determine a subset of a plurality of user account identi-
flers based on the one or more models, the recerved
question, and the time associated with the received
question; and
provide the determined subset.
15. The system of claim 14, wherein each message 1s

associated with a location, and the recommendation engine 1s
further adapted to:

generate the one or more models further based on the

location, and the user account associated with each mes-
sage;

determine a location associated with the received question;

and

determine the subset of the plurality of user accounts based

on the one or more models, the received question, and
the time and location associated with the recetved ques-
tion.

16. The system of claim 14, wherein the recommendation
engine 1s Turther adapted to:

determine a social aifinity between pairs of user accounts

of the plurality of user accounts;

generate the one or more models further based on the

determined social affinity between the pairs ol user
accounts;

determine a user account associated with the received

question; and

determine the subset of the plurality of user accounts based

on the one or more models, the received question, the
time associated with the received question, and the user
account associated with the recerved question.

17. The system of claim 14, wherein each message 1s
associated with a subject, and the recommendation engine 1s
turther adapted to:

generate the one or more models further based on the

subject associated with each message;

determine a subject associated with the recerved question;

and

determine the subset of the plurality of user accounts based

on the one or more models, the received question, the
time associated with the recerved question, and the sub-
ject associated with the recerved question.
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