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FIG. 2
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FIG. 3
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FIG. 5
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FIG. 7

START

RECEIVE INTERRUPT PRIORITIES
OVER A MANAGEMENT INTERFACE

702

706

/04

APPLY VES APPLY AND ACTIVATE NEW
IMMEDIATELY ? INTERRUPT PRIORITIES AND
SAVE IN INTERRUPT MEMORY
VO 710
/708 -
SAVE NEW INTERRUPT
APPLY YES PRIORITIES IN INTERRUPT

DEFERRED

MEMORY AND SET FLAG FOR
DEFERRED ACTIVATION

714

/12
SAVE NEW INTERRUPT

APPLY PRIORITIES IN INTERRUPT
ONRESET ? MEMORY AND SET FLAG FOR
ON RESET ACTIVATION




US 8,898,301 B2

1

SYSTEMS AND METHODS FOR ADVANCED
INTERRUPT SCHEDULING AND PRIORITY

PROCESSING IN A STORAGE SYSTEM
ENVIRONMENT

RELATED APPLICATIONS

This non-provisional patent application 1s a continuation of
U.S. patent application Ser. No. 13/115,260 filed on May 25,
2011, which 1s incorporated herein by reference.

BACKGROUND

1. Field of the Invention

The invention relates generally to storage systems and
more specifically relates to interrupt processing 1n a storage
system environment.

2. Discussion of Related Art

Generally, a storage controller 1s used to manage the
devices of a storage system (e.g., storage disks, interfaces,
etc.). A storage controller may include, for example, a host
bus adapter for coupling a host system to one or more storage
devices. The storage controller may also include a controller
device embedded within a storage system. A storage control-
ler typically comprises a processor/CPU coupled with a plu-
rality of storage devices (e.g., hard disks, flash memory, etc.)
through appropriate intertaces. The processor performs read
or write requests from a host system that are directed to the
storage devices. In addition, further interfaces may be
coupled with the processor of the storage controller for com-
munication with host systems. Fach of these interfaces may
cause the storage controller to generate a signal indicating a
need for intervention by the processor. The storage controller
itself may also internally generate such signals (e.g., owing to
DMA signaling, timer circuits, etc.). Incoming signals are
often coupled to an “interrupt” mnput signal of the processor,
sO as to cause the processor to interrupt 1ts present processing
task and service the needs of the interrupting interface or
circuit. To aid 1 coordinating processing of multiple such
interrupt sources, a storage controller often uses a Program-
mable Interrupt Controller (PIC) or Advanced PIC (APIC),
although some controllers may rely only on features of the
processor to provide such coordination. The PIC (or an inter-
nal feature of the processor) provides priority information for
cach possible source of an interrupt request signal sent to the
processor. This may be achieved, for example, by recerving
interrupts at the PIC, and multiplexing the interrupts to gen-
erate an 1nterrupt signal for the processor, based upon a pri-
ority scheme at the PIC. Thus, higher priority interrupts may
be enabled while a lower priority imnterrupt 1s being processed.

Prioritized interrupt processing 1s generally desirable
because it allows a storage controller to process mission-
critical interrupts quickly (e.g., interrupts relating to critical
errors, data throughput, etc.) while also reducing the impact
of low-priority interrupts (e.g., monitoring or debugging
interrupts) on system overhead for the storage system. As
presently practiced, interrupt priorities are defined for a stor-
age controller at the “hardcoded” firmware level (1.e., fixed
data 1n a hardware device or otherwise compiled into
machine-code). Firmware may exist, for example, 1n micro-
code or machine code resident 1n a program memory coupled
with the processor. Thus, the order of interrupt scheduling and
priority processing for a given storage controller cannot be
changed during the run time or life cycle of the firmware for
the storage controller, because the entire firmware must be
replaced to change an interrupt priority. Replacing or updat-
ing the firmware typically requires that the storage controller
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2

be taken offline while the firmware 1s modified, and further
requires that the storage controller be re-initialized with the
new firmware. This 1s undesirable, as 1t may result 1n a long
period of time while the storage controller and associated
storage devices are unavailable to a host system.

In addition to problems associated with taking a storage
controller offline, the firmware development process used to
modily existing firmware 1s associated with several known
pitfalls. For example, installing new firmware at an interrupt
controller may result in 1integration 1ssues with other compo-
nents of the storage system or with components coupled with
the storage system. Thus, even when implementing only
minor changes 1n firmware, development generally requires
extensive testing in a pre-production integration laboratory 1n
order to ensure that the new firmware 1s error-free and com-
patible with other components and systems. The development
and testing problems can be exacerbated when the storage
controller 1s implemented by a manufacturer in a wide variety
of different storage system configurations for a variety of
customers, because there are a greater number of potential
incompatibilities. Unfortunately, different customers may
have different processing and data management priorities for
a given storage system configuration which will impact the
preferred interrupt priorities for that system. A manufacturer
therefore may have to test a wide variety of configurations of
a system even for a small change to the firmware relating to
interrupt priorities.

Thus 1t 1s an ongoing challenge to manage the priorities of

interrupts 1 a storage system according to the varying
demands of storage system customers.

SUMMARY

The present invention solves the above and other problems,
thereby advancing the state of the useful arts, by providing
methods and systems for improved, dynamic, run-time inter-
rupt priority management in a storage system environment.
These systems may include host bus adapters, expanders, and
other storage system devices. In one aspect hereol, a storage
system comprises a memory operable to store interrupt pri-
orities, an interface, and a processor. The processor 1s oper-
able to acquire incoming interrupts and to process the incom-
ing 1interrupts according to the interrupt priorities. The
processor 1s also operable to recerve interrupt processing
criteria from the interface, and to modity the interrupt priori-
ties 1n the memory based upon the 1interrupt processing crite-
ria without losing incoming processing requests for the stor-
age system. Additionally, the processor 1s operable to handle
the incoming interrupts according to the modified nterrupt
priorities responsive to moditying the interrupt priorities.

Another aspect hereof provides a method. The method
includes receiving, with a processor of a storage controller,
incoming interrupts, and processing, with the processor, the
incoming interrupts according to interrupt priorities stored 1n
a memory. The method further includes receiving, with an
interface, mput describing interrupt processing criteria, and
transmitting, via the interface, the interrupt processing crite-
ria to the processor. The method further includes recerving,
with the processor, the iterrupt processing criteria, and
moditying, with the processor, the interrupt priorities stored
at the memory based upon the interrupt processing criteria
without losing incoming processing requests for the storage
controller. Additionally, the method includes processing,
with the processor, the incoming interrupts according to the
modified mterrupt priorities, responsive to modifying the
interrupt priorities.
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BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a block diagram of an exemplary storage control-
ler of a storage system in accordance with features and
aspects hereof

FI1G. 2 1s a block diagram illustrating further details of an
exemplary storage controller 1n accordance with features and
aspects hereof.

FIG. 3 1s a flowchart describing an exemplary method in
accordance with features and aspects hereof to perform
advanced iterrupt scheduling and priority processing.

FIG. 4 illustrates an exemplary interrupt priority list uti-
lized by a processor in accordance with features and aspects
hereof.

FIG. § illustrates an exemplary partially customizable
interrupt priority list in accordance with features and aspects
hereof.

FI1G. 6 1llustrates multiple exemplary interrupt priority lists
stored on an interrupt memory 1n accordance with features
and aspects hereof.

FIG. 7 illustrates an exemplary method for modifying
interrupt priorities stored in memory 1n accordance with fea-
tures and aspects hereof.

DETAILED DESCRIPTION OF THE DRAWINGS

FIG. 1 1s a block diagram of an exemplary storage control-
ler 120 of a storage system 100 1n accordance with features
and aspects hereol Storage system 100 represents any com-
bination of storage devices and control systems utilized to
implement data storage. In this embodiment, storage system
100 comprises storage controller 120 communicatively
coupled with storage devices 110-114. In this embodiment,
storage system 100 1s 1n communication with host 116 and
management client 118.

Utilizing storage system 100 described 1n detail below, an
operator may alter imterrupt priorities for a CPU 123 of stor-
age controller 120 dynamically, without a need for storage
controller 120 to shut down, re-boot, or otherwise experience
noticeable down-time. This in turn provides a benefit because
incoming signaling from host 116 and management client
118 will not be “dropped” by storage controller 120.

Storage devices 110-114 may comprise any known storage
devices. For example, storage devices 110-114 may comprise
devices compliant with standards for Serial Attached SCSI
(SAS), Serial Advanced Technology Attachment (SATA), etc.
Backplanes or cables may communicatively couple inter-
faces 121 of storage controller 120 with storage devices 110-
114.

Host 116 comprises any system, component, or device
operable to provide requests to storage controller 120 that
direct storage controller 120 to perform read and/or write
operations on any of storage devices 110-114. Management
client 118 comprises any system, component, or device oper-
able to perform management functions (e.g., auditing, debug-
ging, etc.) upon storage controller 120. Management client
118 may be integrated into host 116, or may be an indepen-
dent component. Storage system 100 may be communica-
tively coupled with any number of hosts, management clients,
and storage devices.

In this embodiment, storage controller 120 comprises mul-
tiple interfaces 121, 1n communication with a CPU 123 via a
bus 122. Interfaces 121 (also referred to herein as a type of
“interrupt source”) of storage controller 120 are operable to
receive mcoming requests and signaling from the compo-
nents that they are coupled with, and to generate interrupt
signals based upon these recerved requests. Storage controller
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4

120 may comprise, for example, a host bus adapter, or a
remote switching device (1.e., an expander) that may be repro-
grammed using Serial Management Protocol (SMP) mes-
sages. In one embodiment, interfaces 121 may comprise
interfaces for storage devices 110-114, host 116, and man-
agement client 118. While 1n operation, signaling from inter-
faces 121 causes storage controller 120 to generate interrupts
indicating a request for processing by CPU 123. The gener-
ated iterrupts are sent to CPU 123 via bus 122. Interrupt
sources may also include other circuits to assist operation of
CPU 123. For example, timer circuits, DMA circuits, RAID
assist circuits, virtualization assist circuits, etc. Bus 122 may
be any suitable commercially available or custom bus and
communication protocol for interacting with CPU 123.

CPU 123 comprises any processor capable of processing
incoming interrupts generated by interfaces 121. CPU 123
performs operations within storage system 100 according to
instructions provided in program memory 125. Based upon
the mterrupts handled by CPU 123, storage controller 120
may send messages out to storage devices 110-114, to host
116, or other components of storage system 100.

Program memory 1235 may comprise any suitable memory
to store the instructions and data for execution by CPU 123
(e.g., ROM, programmable ROM, flash memory, etc.). Pro-
gram memory 125 communicates with CPU 123 via a bus
127. Bus 127 may be any suitable commercially available or
custom bus and protocol for coupling CPU 123 with program
memory 123.

Storage controller 120 further comprises programmable
interrupt processing memory 126 (hereinafter, “interrupt
memory 1267") that 1s distinct from program memory 125.
Interrupt memory 126 may comprise any known memory
device or system (e.g., a disk drive, flash storage, optical
storage, RAM, etc.). In one embodiment, interrupt memory
126 1s stored on an entirely separate device from program
memory 125.

It will be appreciated that it 1s not generally desirable to
mampulate the compiled instructions in program memory
125 without re-compiling new 1instructions, shutting down
storage controller 120, and then re-mnitializing storage con-
troller 120 with new compiled firmware. This results in unde-
sirable periods of “down-time,” wherein a storage controller
would be incapable of processing incoming host requests.
Furthermore, 1t will be appreciated that changes to compiled
instructions in program memory 125 may have an unpre-
dicted (and potentially unstable) impact upon the operation of
CPU 123 as 1t processes various incoming requests. However,
utilizing mterrupt memory 126, interrupt priorities may be
altered without harming currently existing firmware of stor-
age controller 120 in the following manner.

While 1n operation, storage controller 120 1s operable to
receive a directive from outside of storage system 100 and to
alter interrupt processing priorities. The directive comprises
interrupt processing criteria that modifies the contents of
interrupt memory 126 when processed by CPU 123. The
directive may be received at one of interfaces 121 (e.g., an
interface for management client 118), and intertaces 121 may
transmit the interrupt processing criteria to CPU 123 for
processing. Interrupt processing criteria may exist 1 any
number of formats. For example, interrupt processing criteria
may explicitly indicate a set of interrupts and associated
priorities to CPU 123. Manipulating interrupt memory 126
instead of program memory 123 beneficially eliminates prob-
lems that are associated with altering priorities that are “hard-
coded” (e.g., compiled) 1n operational firmware, because the
priorities 1n interrupt memory 126 may be manipulated with-
out any need to alter or replace the firmware of storage con-
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troller 120. This 1 turn eliminates any need to halt system
operations while re-initializing with new firmware. Thus,
incoming requests may continue to be handled or otherwise
processed by CPU 123 without stopping operations at storage
controller 120 or otherwise taking storage controller 120
offline during the manipulation of interrupt priorities.

While the processing of incoming interrupts may be briefly
queued (e.g., by being loaded into a temporary builer) during
alteration of interrupt memory 126 and/or activation of the
new 1nterrupt priorities for use 1n processing, this does not
require a shutdown and re-initialization of storage controller
120. In one embodiment, the firmware of storage controller
120 alters the interrupt memory by applying the changes at
the first detected idle time of the controller CPU. Alterna-
tively, 1t may be desired to patch the existing interrupt priori-
ties with the newly desired priorities immediately—in these
cases, there be a slight “jitter” or pause in the current opera-
tion depending on the type of interrupt priorities being
patched. Thus, “on the fly” alterations can be made to inter-
rupt priorities for a customer without the significant costs
associated with altering firmware for storage controller 120.

It will be understood that 1n a first embodiment, no PIC 1s
used by storage controller 120. Instead, CPU 123 polls inter-
rupt priority information in interrupt memory 126 each time
an interrupt 1s recerved from an interrupt source. After deter-
minmng the priority of the incoming mterrupt, CPU 123 deter-
mines whether the priority 1s higher or lower than the current
processing task, and therefore either queues the mmcoming
interrupt, or interrupts 1ts current processing task in order to
process the interrupt. Thus, CPU 123 eliminates the need for
a PIC by individually looking up each incoming interrupt and
correlating 1t to interrupt priorities stored 1n interrupt memory
126.

FI1G. 2 1llustrates a second and a third embodiment of an
exemplary storage controller 120 configured to utilize a Pro-
grammable Interrupt Controller (PIC) 210 1n accordance with
teatures and aspects hereof. PIC 210 may be communica-
tively coupled with bus 122 and bus 127 so that 1t may receive
interrupt signals from storage controller 120 via bus 122 and
provide interrupt signals sorted by priority to CPU 123 for
processing via bus 127. For example, PIC 210 may multiplex
interrupt signaling from storage controller 120 according to
the interrupt priorities stored in memory registers 1n order to
generate an interrupt signal applied to the CPU 123. Several
embodiments will now be discussed with regard to PIC 210 of
FIG. 2.

In the second embodiment, interrupt memory 126-1 com-
prises memory registers ol PIC 210. The memory registers of
PIC 210 are reprogrammed 1n response to recerving the inter-
rupt processing criteria at CPU 123. In this manner, CPU 123
uses the interrupt processing criteria to implement a direct
change to the memory registers of PIC 210, thereby repro-
gramming the order in which PIC 210 presents mcoming
interrupt signals to CPU 123.

In the third embodiment, mterrupt memory 126-2 1s dis-
tinct from memory registers of PIC 210. In this embodiment,
after interrupt memory 126-2 1s modified based upon the
interrupt processing criteria, the changes in interrupt memory
126-2 are suitably programmed 1into memory registers of PIC
210. In this manner, changes to interrupt memory 126-2 are
used to reprogram PIC 210 (or any combination of PICs used
by storage controller 120), thereby altering the order 1n which
incoming interrupts are provided to CPU 123 by PIC 210.

FI1G. 3 1s a flowchart describing an exemplary method 300
in accordance with features and aspects hereof to perform
advanced interrupt scheduling and priority processing. The
method of FIG. 3 may be operable 1n a storage system such as
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6

described above with regard to FIGS. 1-2. In step 302, a
processor recetves mcoming interrupts. Interrupts may be
generated, for example, by a storage controller that houses the
processor. Interrupts are typically generated based upon sig-
naling recerved from storage devices, a host, a management
client, etc. Generated interrupts will typically be forwarded to
the processor via a PIC or similar device.

In step 304, the processor handles/processes the incoming,
interrupts according to interrupt priorities stored 1n an nter-
rupt memory. The interrupt memory may store, for example,
a table with entries for each type of processing interrupt and
an associated priority for each of the processing interrupts. In
one embodiment, the interrupt memory comprises memory
registers of a PIC.

In step 306, an interface of the storage system receives
input describing interrupt processing criteria from a host and/
or a management client. For example, the mput could com-
prise a set of interrupts and associated priorities to replace
those existing 1n interrupt memory. In a further embodiment,
the mput could comprise a request to modily specifically
listed interrupts and priorities 1n interrupt memory. In a still
turther embodiment, the input could identily one of multiple
predefined sets of iterrupts and priorities already stored in
interrupt memory. These lists may be 1dentified based upon a
user name or 1dentifier for a manufacturer, a configuration of
the storage system, efc.

In step 308, the interface transmits the interrupt processing,
criteria to the processor. The interrupt processing criteria
may, for example, be passed by the interface to the processor
via a bus or similar architecture.

In step 310, the processor recerves the interrupt processing
criteria and prepares to modily mterrupt priorities. Thus, the
processor may prepare to replace existing priorities in inter-
rupt memory, to modily individual priorities in interrupt
memory, or to select a new set of predefined priorities in
interrupt memory. In one embodiment, a program memory
for the processor includes instructions that restrict the ability
of other network elements to modily interrupt processing
priorities in interrupt memory. For example, 1t may be ben-
eficial to only allow certain devices (e.g., management
devices) to modily interrupt priorities, or 1t may be beneficial
to only allow 1nterrupt priorities to be modified 11 a specific
password or code 1s provided to the storage controller.

In step 312, the processor modifies interrupt priorities
without shutting down or otherwise re-initializing the storage
controller (1.e., without taking the storage controller
“offline”). Thus, the processor may replace existing priorities
in interrupt memory, modily individual priorities in interrupt
memory, or select a new set of predefined priorities 1n inter-
rupt memory by modilying a pointer in interrupt memory.
This allows the storage controller to modily interrupt priori-
ties without losing mcoming processing requests from the
storage system. The processor achieves this goal by altering
and activating the interrupt priorities stored in the interrupt
memory and not altering the “hardcoded” firmware 1nstruc-
tions stored in program memory. Because the interrupt pri-
orities are stored separately from the compiled firmware that
provides instructions to the processor, the storage controller 1s
operable to continue operating even as the interrupt priorities
are modified.

In step 314, the processor processes incoming interrupts
according to the modified interrupt priorities.

Using the method described above, a storage controller
may advantageously adjust interrupt priorities and/or other
interrupt parameters dynamically without the need to go
offline while firmware 1s adjusted. This also allows the stor-
age controller to compensate for interrupt processing changes
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in a system “‘on the fly” 11 desired by a field support engineer
or a customer of the manufacturer. Additionally, using sets of
interchangeable interrupt priorities (such as priority lists)
makes 1t easier for a developer/manufacturer of storage con-
trollers to 1implement storage controllers that may be inte-

grated mnto a variety of different storage system environ-
ments.

EXAMPLES

In the following examples, additional processes, systems,
and methods are described in the context of advanced inter-
rupt scheduling in a storage system environment.

In one embodiment, interrupt memory 126 comprises one
or more sets of interrupt priorities (e.g., Interrupt Priority
Lists (IPLs)) that may be accessed by CPU 123. Each priority
list describes a set of iterrupts, and also describes a priority
level for each of those interrupts. Thus, an entirely new set of
interrupt priorities may be implemented when CPU 123
selects anew IPL. The interrupt processing criteria may direct
CPU 123 to select a new IPL by manipulating a pointer 1n
interrupt memory 126 that points to one of the IPL’s.

In one embodiment, CPU 123 selects an IPL based upon
the interrupt processing criteria. In a further embodiment,
CPU 123 may add to or remove mterrupts from an existing
IPL, based upon the received interrupt processing criteria. In
a Turther embodiment, CPU 123 may use the interrupt pro-
cessing criteria to generate an entirely new IPL for use by
storage controller 120.

In a still further embodiment, a manufacturer may support
a variety of configurations of the storage system. Some con-
figurations for the storage system may include optional ele-
ments that other configurations do not. To address this 1ssue,
an IPL may be identified/selected by CPU 123 based upon the
configuration of storage system 100. Interrupt memory 126
may include an IPL for each expected configuration of the
storage controller 120 or storage system 100. For example,
there may be an IPL for use with initiator/target environments
(1.e., wherein storage controller 120 acts as both a SAS 1ni1-
tiator and a SAS target, using SAS for both host and storage
device iteractions), an IPL for use with mtegrated RAID
environments (1.e., wherein storage controller 120 1s an 1nte-
grated RAID component), and an IPL for use with SAS target
only environments (e.g., wherein storage controller 120 acts
only as a SAS target for host interaction, while using other
protocols for storage device communication). In a further
embodiment, each IPL may be associated with a specific type
of storage system vendor. In this manner, an IPL may be
selected for use with storage controller 120 based upon the
identity of the storage system vendor that storage controller
120 will be provided to.

FI1G. 4 1llustrates an exemplary IPL 410 utilized by a pro-
cessor in accordance with features and aspects hereof. In prior
systems, the processing order of the interrupts would be
determined by static firmware. For example, a PIC would be
programmed based upon firmware mstructions to define the
priority of each incoming interrupt. However, the PIC would
be programmed by a processor based upon instructions in
static firmware. In contrast, in FIG. 4 the processor 1s oper-
able to detect an interrupt hit status (e.g., based upon interrupt
registers 1 a PIC or mput from the PIC) and to call an
appropriate interrupt handler function for the imterrupt based
upon IPL 410 stored in interrupt memory. In this embodi-
ment, IPL 410 comprises a series of list entries, and each entry
1s associated with an interrupt tag 412 and a pointer 414. An
interrupt tag 412, may, for example, be a bitmask which
matches a specific status of registers at a PIC. Upon detection
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of an interrupt, the processor traverses IPL 410 until 1t 1den-
tifies a tag 412 that matches the interrupt. The processor then
follows the pointer 414 associated with the tag for the inter-
rupt in order to find a handler function 422-428 that 1s appro-
priate for the interrupt. The interrupt handler functions
include instructions for processing the different types of
incoming interrupts.

FIG. 5 illustrates an exemplary partially customizable IPL
510 1n accordance with features and aspects herein. Partially
customizable IPLs may be desirable in situations wherein
certain high-priority interrupts are common for large sets of
customers. In this example, IPL 3510 includes interrupts
sorted according to three categories: high-priority, custom
priority, and low priority. IPL 510 1s designed so that a system
user may modily custom priornity interrupts, but may be
restricted 1n some way or warned before modifying the pri-
ority of interrupts listed in the other two categories. This 1s
desirable because altering certain interrupt priorities may
result in unwanted or unexpected performance 1ssues. Warn-
ing the user before moditying these priorities therefore
ensures that iterrupts are not processed 1n an mappropriate
order by the storage system until a user 1s aware of the poten-
tial consequences. In one embodiment, an mdependent IPL
exists for each of categories for high-priority interrupts, cus-
tom priority interrupts, and low priority interrupts, and the
processor dynamically assembles the three IPLs into a single
reference. In such embodiments, the (non-customizable)
high-priority and low-priority IPLs may be stored 1in firmware
as pre-compiled instructions at program memory 123, and
then combined with a non-firmware custom priority IPL
stored 1n mterrupt memory 126. Examples of high priority
interrupts may include SAS critical interrupts, DMA comple-
tions interrupts, and PCI Express interrupts. Examples of low
priority interrupts may include UART interrupts, external
GPIO mterrupts, USB interrupts, and I11C interrupts.

FIG. 6 illustrates multiple exemplary Interrupt Priority
Lists (IPLs) 602-606 stored on an interrupt memory 126 1n
accordance with features and aspects hereof. Each IPL 602-
606 lists a different order of interrupt processing priorities.
For example, IPL 602 gives DMA completion interrupts a
higher priority than does IPL 604. In this embodiment, when
a processor detects an interrupt, it accesses a location 1n
interrupt memory 126 that points to an IPL. When the pointer
1s modified to point at a different IPL, the processor proceeds
to access the different IPL. In this manner, entire sets of
priorities may be changed “on the fly” without modifying the
firmware nstructions used to operate the processor. Typi-
cally, each of IPL’s 602-606 will be stored in interrupt
memory 126 so that 1t may be modified without taking the
storage controller oftline. In one embodiment, however, each
priority list 1s stored 1n program memory 125, and only the
pointer used to select a priority list 1s stored 1n interrupt
memory 126. This may desirably reduce the amount of space
taken 1n interrupt memory 126.

FIG. 7 illustrates an exemplary method for modifying
interrupt priorities stored 1n memory 1n accordance with fea-
tures and aspects hereof. The steps of FIG. 7 may 1llustrate
further exemplary embodiments of steps 312-314 of FIG. 3.
According to FIG. 7, 1n step 702, a processor of a storage
system receives a new set ol interrupt priorities via a man-
agement 1nterface (although other interfaces may also be
used). The processor then determines (e.g., based upon meta-
data associated with the new set of interrupt priorities, or
based upon further incoming commands) at which time to
apply the new set of interrupt priorities within the system. In
step 704, the processor determines that the new priorities
should be applied immediately. In this circumstance, process-
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ing continues to step 706, wherein the processor saves the
new interrupt priorities in memory and activates them imme-
diately. Thus, the processor immediately starts using the new
interrupt priorities when processing incoming commands. In
this circumstance, there may be a brief “jitter” 1n processing,
as the processor halts or 1ignores other tasks while activating
the new set of interrupt priorities. If interrupt priorities are not
desired to be modified immediately, processing continues
onward to step 708 mstead of step 706.

In step 708, the processor determines whether the new
interrupt priorities should be applied on a deferred basis. It so,
processing continues on to step 710. In step 710, the processor
saves the new interrupt priorities in interrupt memory and sets
a flag for deferred activation. These new priorities are not
applied to process incoming interrupts until the processor
reaches an 1dle condition, or some other desired condition 1s
met. IT interrupt priorities are not desired to be modified on a
deferred basis, processing continues onward to step 712
instead of step 710.

In step 712, the processor determines whether the new
interrupt priorities should be applied on a reset. It so, pro-
cessing continues to step 714. According to step 714, the new
interrupt priorities are stored 1n interrupt memory, and a flag
1s set so that the processor refrains from applying the new
interrupt priorities to processing activities until after a reset
has occurred.

While the mvention has been 1llustrated and described in
the drawings and foregoing description, such illustration and
description 1s to be considered as exemplary and not restric-
tive 1n character. One embodiment of the invention and minor
variants thereof have been shown and described. Protection 1s
desired for all changes and modifications that come within the
spirit of the invention. Those skilled 1n the art will appreciate
variations of the above-described embodiments that fall
within the scope of the invention. As a result, the mnvention 1s
not limited to the specific examples and illustrations dis-
cussed above, but only by the following claims and their
equivalents.

What 1s claimed 1s:

1. A storage controller, comprising:

a program memory that stores instructions for operating

the storage controller;

an interrupt memory that stores multiple sets of interrupt

priorities for the storage controller, each set of interrupt
priorities corresponding to a different configuration of
the storage controller; and

a processor coupled to the program memory and the inter-

rupt memory, the processor being operable to acquire
interrupts as inputs, and to process the interrupts accord-
ing to the mterrupt priorities;

wherein the processor 1s further operable to recerve data

sent by a device external to the storage controller, to
select one of the multiple sets of interrupt priorities
based upon the data, and to implement the selected set of
interrupt priorities without losing incoming processing
requests for the storage controller,

wherein the processor 1s further operable to handle the

incoming 1nterrupts according to the implemented set of
interrupt priorities.
2. The storage controller of claim 1, wherein:
the mterrupt memory comprises registers of a Program-
mable Interrupt Controller (PIC) coupled with the pro-
cessor and coupled with a plurality of interrupt sources,

wherein the PIC 1s operable to multiplex signals from the
plurality of interrupt sources according to the interrupt
priorities stored 1n the interrupt memory to generate an
interrupt signal applied to the processor.
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3. The storage controller of claim 1, further comprising:

a Programmable Interrupt Controller (PIC) coupled with
the processor and coupled with a plurality of interrupt
sources, the PIC operable to multiplex signals from the
plurality of interrupt sources according to a programs-
mable priority scheme stored 1n registers of the PIC to
generate an mterrupt signal applied to the processor,

wherein the processor 1s further operable to alter the pro-
grammable priority scheme to match the interrupt pri-
orities of the interrupt memory.

4. The storage controller of claim 1, wherein:

the interrupt memory comprises a flash memory that 1s
physically distinct from the program memory.

5. The storage controller of claim 1, wherein:

the storage controller comprises a Serial Attached SCSI
(SAS) storage controller.

6. The storage controller of claim 1, wherein:

the processor 1s further operable to perform operations at
the storage controller based on the instructions stored 1n
the program memory.

7. The storage controller of claim 6, wherein:

the processor 1s further operable to perform operations for
storage devices coupled to the storage controller, based
on the istructions stored 1n the program memory.

8. A method, comprising:

acquiring interrupts as iputs for a processor of a storage
controller,

wherein the processor 1s coupled with a program memory
that stores instructions for operating the storage control-
ler, and

wherein the processor 1s also coupled with an interrupt
memory that stores multiple sets of iterrupt priorities,
cach set of interrupt priorities corresponding to a differ-
ent configuration of the storage system;

processing the interrupts with the processor according to
the interrupt priorities;

recerving data from a device external to the storage con-
troller;

selecting one of the multiple sets of interrupt priorities
stored 1n the interrupt memory based upon the interrupt
processing criteria;

implementing the selected set of mterrupt priorities with-
out losing mcoming processing requests for the storage
controller; and

handling the incoming interrupts according to the selected
set of interrupt priorities.

9. The method of claim 8, wherein:

the mterrupt memory comprises registers ol a Program-
mable Interrupt Controller (PIC) coupled with the pro-
cessor and coupled with a plurality of interrupt sources,

wherein the method further comprises multiplexing signals
from the plurality of interrupt sources according to the
interrupt priorities stored in the interrupt memory to
generate an interrupt signal applied to the processor.

10. The method of claim 8, wherein:

a Programmable Interrupt Controller (PIC) 1s coupled with
the processor and coupled with a plurality of interrupt
sources, and the method further comprises:

operating the PIC to multiplex signals from the plurality of
interrupt sources according to a programmable priority
scheme stored 1n registers of the PIC to generate an
interrupt signal applied to the processor; and

operating the processor to alter the programmable priority
scheme to match the interrupt priorities of the interrupt
memory.
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11. The method of claim 8, wherein:

the mterrupt memory comprises a tlash memory that 1s

physically distinct from the program memory.

12. The method of claim 8, wherein:

the storage controller comprises a Serial Attached SCSI

(SAS) storage controller.

13. The method of claim 8, further comprising:

performing operations at the storage controller based on

the instructions stored 1n the program memory.

14. The method of claim 13, further comprising:

performing operations for storage devices coupled to the

storage controller, based on the instructions stored in the
program memory.

15. A non-transitory computer readable medium embody-
ing programmed instructions which, when executed by a
processor, are operable for performing a method comprising;:

acquiring interrupts as mputs for a processor of a storage

controller,

wherein the processor 1s coupled with a program memory

that stores instructions for operating the storage control-
ler, and

wherein the processor 1s also coupled with an interrupt

memory that stores multiple sets of interrupt priorities,
cach set of interrupt priorities corresponding to a differ-
ent configuration of the storage system;

processing the mterrupts with the processor according to

the interrupt priorities;

receiving data from a device external to the storage con-

troller:;

selecting one of the multiple sets of interrupt priorities

stored 1n the interrupt memory based upon the interrupt
processing criteria;

implementing the selected set of interrupt priorities with-

out losing incoming processing requests for the storage
controller; and
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handling the incoming interrupts according to the selected
set of interrupt priorities.

16. The medium of claim 15, wherein:

the interrupt memory comprises registers of a Program-
mable Interrupt Controller (PIC) coupled with the pro-
cessor and coupled with a plurality of interrupt sources,

wherein the method further comprises multiplexing signals
from the plurality of interrupt sources according to the
interrupt priorities stored in the mnterrupt memory to
generate an mterrupt signal applied to the processor.

17. The medium of claim 15, wherein:

a Programmable Interrupt Controller (PIC) 1s coupled with
the processor and coupled with a plurality of interrupt
sources, and the method further comprises:

operating the PIC to multiplex signals from the plurality of
interrupt sources according to a programmable priority
scheme stored 1n registers of the PIC to generate an
interrupt signal applied to the processor; and

operating the processor to alter the programmable priority
scheme to match the interrupt priorities of the interrupt
memory.

18. The medium of claim 15, wherein:

the interrupt memory comprises a flash memory that 1s
physically distinct from the program memory.

19. The medium of claim 15, wherein:

the storage controller comprises a Serial Attached SCSI

(SAS) storage controller.
20. The medium of claim 15, wherein the method further

COmMprises:

performing operations at the storage controller based on
the instructions stored 1n the program memory.
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